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Abstract—Current distributed systems increasingly rely on
hybrid architectures built on top of IoT, edge, and cloud, backed
by dynamically configurable networking technologies like 5G.
In this complex environment, traditional security governance
solutions cannot provide the holistic view needed to manage these
systems in an effective and efficient way. In this paper, we propose
a security assurance framework for edge and IoT systems based
on an advanced architecture capable of dealing with 5G-native
applications.

Index Terms—Assurance, Cloud-Edge, IoT, Security, Kuber-
netes

I. INTRODUCTION

The last few years have experienced the emergence of new
computing paradigms, namely edge and IoT, grounded on
novel low-latency communication protocols such as 5G. Edge
and cloud computing are the enabling technologies for IoT, as
devices constantly send and receive data to the upper layers.
Together, these paradigms paved the way to groundbreaking
sensor-based smart services that are disruptively shaping our
lives, with 29.3 billion of connected devices estimated by
2023 [1] and a range of 2.7 trillion to 6.2 trillion dollars
of economic impact estimated by 2025 [2]. Notwithstanding
the huge benefits these systems are bringing to our lives,
such a pervasiveness can introduce new and serious threats,
which need to be considered and properly mitigated. Security,
privacy, and safety are crucial aspects to carefully tackle, and
guaranteeing resilience, robustness and, in general, the correct
behavior of such systems is a more-than-ever pressing need.

In particular, security assurance stands out as the mean to
address such need. Being consistently applied to traditional
distributed systems (e.g., services, cloud [3]), assurance tech-
niques now fall short when facing the new challenges raised
by hybrid edge and IoT systems, in terms of scalability and
ability to adapt to dynamic, complex yet resource-constrained
systems [4]. Conventional security assurance techniques fail
in evaluating the target system as a whole and do not con-
sider new mobile networks, like 5G, demanding a complete
rethink of existing practices. Such a rethink affects both
the methodological and the practical point of view, that is,

Research supported, in parts, by EC H2020 Project CONCOR-
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assurance frameworks implementing those practices. While
some solutions have been already proposed, e.g., [5], they are
far from being fully comprehensive.

Our paper aims to address the above gaps by defining a
novel security assurance framework for cloud/edge and IoT
systems. It implements a highly scalable assurance process that
guarantees trustworthy non-functional properties by collecting
relevant evidence on the target systems. It follows a distributed
cloud/edge architecture implemented on Kubernetes, with au-
tomatic scaling and high availability. In short, our framework
enables new generation assurance activities in edge and IoT
infrastructures, regardless of their complexity and size.

The contribution of our work is twofold. We first highlight
the challenges of edge and IoT assurance, and define the
corresponding requirements to fill them in (Section II). We
then introduce our proposed assurance framework (Section III)
and a real-world use case (Section IV).

II. CHALLENGES AND REQUIREMENTS

A. Challenges
Security assurance is defined as the mean to obtain jus-

tifiable confidence that an IT system behaves as expected
demonstrating some non-functional properties (e.g., confiden-
tiality) [3]. In the last decade, assurance has become a well-es-
tablished practice, increasing the trustworthiness of service and
cloud systems [3], with some methodologies addressing hybrid
clouds [6] and edge systems [5]. However, hybrid cloud/edge
and IoT systems raise some significant challenges, impairing
the effectiveness of state of art solutions. We summarize these
challenges as follows.

• Scale. Typical edge/IoT scenarios have hundreds of nodes
and devices deployed in different locations, requiring
highly-scalable assurance processes and frameworks [7].

• Lightness. IoT devices are resource-constrained, calling
for more lightweight assurance techniques while not
giving up on the provided trustworthiness [4].

• Dynamism. Edge and IoT systems are dynamic by na-
ture, as nodes enter and exit the system at a very high
rate. Assurance solutions need to keep track of the state
of a continuously evolving infrastructure, and punctual
evaluations are no longer practical.

• Heterogeneity. Edge and IoT are not strictly-defined
paradigms, as a plethora of standards, best practices



and technologies do exist [8]. It is therefore difficult to
properly assess those systems.

• Unawareness. IoT suffers from the shadow IT problem,
demanding for assurance techniques assessing the target
system as a whole, without precise knowledge.

• Responsiveness. Cloud, edge and IoT have deeply dif-
ferent response time in patching issues. Cloud updates in
real-time, edge updates slowly, and IoT does not update
at all. Assurance techniques should account for those
differences to guarantee an appropriate effectiveness.

Addressing scale permits to adapt to large edge and IoT
networks, while facing lightness, heterogeneity, and unaware-
ness helps coping with the intrinsic design characteristics
of IoT technology. Dynamism allows to deal with complex
scenarios. Finally, responsiveness considers update times at
different architectural levels.

B. Requirements

From the above challenges, it emerges that traditional as-
surance frameworks cannot be directly adapted for edge and
IoT systems due to intrinsic and unresolvable gaps [9]. For
instance, they struggle to adapt to the size of target systems
and do not offer automated deployment solutions [10], to
name but a few. In other words, a paradigm shift is needed.
To this aim, we summarize the requirements that a security
assurance framework for hybrid cloud/edge and IoT systems
has to address (MUST/MAY) as follows.

• (R1) Scalability: it MUST implement a scalable assur-
ance process, quickly adapting to the size and complexity
of the target system.

• (R2) Distributed: it MUST adopt a distributed architec-
ture based on a hybrid cloud/edge deployment.

• (R3) Flexibility: it MUST support parameterized evalua-
tion according to the target system, with flexible schedul-
ing policies (e.g., repeated, one shot) [11].

• (R4) 5G-readiness: it MUST support the interaction with
devices over mobile networks, in particular 5G, which is
one of the IoT-enabling technologies [12].

• (R5) Deployability: it MUST provide automated (edge)
deployment of its components, accommodating different
scenarios such as public, on-premises, hybrid.

• (R6) Stateful analysis. It MUST implement techniques
analyzing the historical evolution of the whole system.

• (R7) Integration. It MAY allow easy integration with
other security systems, enabling patterns such as promptly
reaction to detected non-compliances.

To the best of our knowledge, no framework addresses
the above requirements offering a scalable, flexible, and fully
distributed solution for edge and IoT assurance.

III. FRAMEWORK ARCHITECTURE

The main pillar of our framework is the cloud/edge
paradigm, corresponding to i) a cloud layer where assurance
results, coming from the below layer, are aggregated, evalu-
ated, and stored creating a holistic view of the target system;
ii) an edge layer where assurance evidence, collected at the
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Figure 1. Architecture of the proposed framework.

perception layer from IoT devices, is preprocessed according
to an initial analysis.

The framework in Figure 1 has Kubernetes as its core
technology, enabling out of the box horizontal scalability, high
availability, and support for edge computing and 5G [13]. The
framework consists of a set of microservices operating both
on the cloud and on the edge, as follows.

• Interface Manager exposes a REST interface to pro-
grammatically manage all the functionalities of the frame-
work. It runs on cloud, and governs at high-level the
assurance process by communicating with Translator.

• Translator ties up cloud and edge layer, exposing a
REST interface that translates assurance requests into
low-level Kubernetes requests; they are then sent to
Kubernetes, that takes care of probes scheduling and
execution.

• Probes are self-contained scripts for evidence collection.
They are natively executed on edge by Kubernetes, and
return as output i) a Boolean result indicating the success
(true) or the failure (false) of the assurance evaluation;
ii) additional low-level evaluation details.

• Evidence Writer collects and preprocesses probes results
on edge, by cleaning, filtering, and temporally aligning
them.

• Central Analyzer receives the preprocessed data from
Evidence Writer, aggregates and evaluates them to create
a holistic view of the target system, according to the target
devices position and past history.

The cloud/edge framework addresses (R2) and (R4), and the
clean separation of concerns among the components combined



with Kubernetes provides support for (R1) and (R5). Probes
enable (R3), as all the low-level details required to collect
evidence from IoT devices are self-contained within each
probe. Evidence Writer and Central Analyzer partially address
(R6), being responsible for assurance results alignment and
complex analysis. The REST interface exposed by Interface
Manager allows the integration of other components exploiting
the framework functionalities, providing the basis for (R7). In
general, the framework can easily assess traditional IT systems
(e.g., cloud), as well as new generation hybrid cloud/edge/IoT
systems communicating over heterogeneous technologies (e.g.,
5G, WiFi). Finally, the presented framework takes advantage
of the cloud/edge paradigm, shaping a new direction for
security assurance in edge and IoT systems. It is a complete
redesign of traditional frameworks, fitting most application
scenarios and effectively demonstrating security properties,
regardless of the complexity of the target system.

IV. FRAMEWORK IN A USE CASE

We present a real-world application of our framework in
a Medical Things (IoMT) scenario. We consider a large and
modern hospital incorporating all the challenges in Section
II-A [14]. It includes a significant amount of heterogeneous
devices, from simple sensors (e.g., for temperature and humid-
ity), to smart 5G IoMT devices for surgery and patient mon-
itoring. Guaranteeing the correct system behavior is critical,
as malfunctions can seriously threat patients lives. First, the
hospital must have all the devices under control. Traditional
solutions are not effective in this respect, as they cannot be
smoothly migrated from conventional scenarios to complex
IoT environments without undermining their effectiveness.
In particular, they fail to catch on typical behaviors of IoT
devices, for instance, being offline for short periods (i.e., not
responding but working). The extent and the distribution of
the whole hospital system is also challenging, requiring a
deep architectural redesign, and making the use of traditional
assurance solutions not suitable. Finally, it is crucial that
collected data reflect how the system is really working, with
particular attention to the trustworthiness of such data.

In other words, traditional assurance techniques are not
applicable in this scenario. Instead, the proposed framework
in Section III is well-suited. It performs assurance evaluations
grounded on evidence collected in a lightweight manner
directly on the field, according to fine-grained scheduling
requirements. This collection process, implemented by probes,
scales horizontally with the size of the IoMT environment. It
can accommodate heterogeneous target devices, as low-level
networking details are confined at probe-level. Furthermore,
the framework can process the large amount of evidence
produced by all the probes. Evidence Writer scales horizon-
tally, preprocessing evidence with low-latency before a final
aggregation and storage by Central Analyzer.

In other words, the proposed framework overtakes con-
ventional security assurance systems enabling an approach
that otherwise would be challenging. A traditional assurance
deployment would combine different control systems for each

organization unit with hybrid security solutions, that soon
would break out in an uncontrollable scenario. In contrast, our
solution provides an easily manageable and highly automated
framework. Altogether, it enables to obtain a holistic view of
the target system, considering the single devices, the zones
where they are located, the relationships among them, and,
finally, the system as a whole.

V. CONCLUSIONS

Having confidence that an IT system behaves as expected
is fundamental in any scenario, but is critical in modern dis-
tributed systems, where the confluence of multiple computing
paradigms results in systems difficult to control and assess.
Traditional assurance methodologies must then be redesigned
towards more flexible and adaptive approaches. In this paper,
we envision a security assurance framework for edge and IoT
systems based on a distributed cloud/edge architecture backed
by Kubernetes. Our work represents a transition point from
existing security assurance frameworks to more modern solu-
tions. This leaves space for aspects to be faced going forward,
such as a thorough experimental evaluation on an real-world
scenario, and an effective stateful analysis exploiting machine
learning techniques.
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