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Abstract Our methodology of investigation was simple. First, we

The research reported in this paper was conducted tdound a circuit transformation which strongly impacts
identify those attributes, of both sequential circuits and ATPG for sequential circuits. This transformation is retim-
structural, sequential automatic test pattern generatioring ([1],[2]), which as has already been reported [3], causes
(ATPG) algorithms, which can lead to extremely high test a (sometimes drastic - more than two orders of magnitude)
generation times. The retiming transformation is used as ancrease in test generation time and a decrease in the result-
mechanism to create two classes of circuits which presenant test quality. Hence retiming was used to create two
varying degrees of complexity for test generation. It was classes of circuits which present varying degrees of com-
observed for three different sequential test generators thaplexity for test generation. Results of ATPG experiments
the increase in complexity of testing is not due to those cir-were then correlated to differences between the attributes
cuit attributes (namely sequential depth and cycles) whichof the two classes of circuits.
have traditionally been associated with such complexity. The results of our investigations are presented in the fol-
Evidence is instead provided that another circuit attribute,lowing way. Section 2 provides a detailed description of
termeddensity of encodings a key indicator of the com- the test generation experiments and the circuits used. Sec-

plexity of structural, sequential ATPG. tion 3 interprets these results. Section 4 introduces impor-
) tant theoretical apparatuses which are used to analyze the
1. Introduction experimental results. Section 5 then addresses the main

Despite its maturity, the testing of VLSI circuits must topic of this paper, which is to identify those circuit
still be viewed as an arena with a number of unsolvedattributes which influence the complexity of structural,
problems. One of these is a lack of understanding of whichsequential ATPG.
attributes of a sequential circuit lead to long test generatio . -
times (and therefore high test generation costs). Withour;b' Impact of retiming on testability
such understanding, it is difficult for designers to deter- The objective of the experiments was to measure the
mine whether or not design for testability (DFT) tech- increase in the required ATPG CPU time caused by retim-
niques need to be employed in order to meet target costng. In the experiments three different structural, sequential
quality, or time to market constraints. This often leads to ATPGs - HITEC [4], Attest [5], and Sequential EST
both high testing costs and inadequate test quality. (SEST) [6] have been used. The performance of each

The purpose of the research described in this paper wadTPG was measured according to the levels of fault cover-
to identify those circuit attributes which influence the com- age and fault efficiency attained, and the required CPU
plexity of structural automatic test pattern generationtime. Among the three test generators used the emphasis
(ATPG) for sequential circuits. This study focuses on con-was placed on HITEC, while Attest and SEST were used to
trol logic, because it is in practice the most difficult type of confirm the HITEC based findings, and not for the purpose
sequential logic to test. This study does not consider dat®f performance comparison. Details of the experiments,
path logic, which is typically more easily testable. which consumed a total of more than 5000 CPU hours, are

as follows.
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[7] have been used as a basis in this study. Table 1 lists theeports the number of DECstation 3100 CPU seconds
number of primary inputs, primary outputs, and states forwhich HITEC required to attain the levels of fault coverage
the FSM descriptions used to synthesize the circuitsand fault efficiency reported in the columns labet&dC

reported here. The versions of dk16, pma, scf, and s51@&nd %FE, respectively, on sequential (non-scan) versions

used employ an explicit reset line. The reset line circum-

vents the well documented problem which structural
ATPGs commonly have with circuit initialization [8].

Table 1: Finite state machines used to synthesize

of each circuit. Fault coverage is defined as the percentage
of faults which were detected. Fault efficiency is defined as

the percentage of faults which were either detected or

labelled redundant. The column titl&PU ratio lists the

ratio of the CPU execution times between the retimed and

circuits. : g -
corresponding original circuit.
FSM | PI | PO| states Table 2: HITEC ATPG results.
dki6 | 3| 3 27
pma | 7| 8| 24 circuit | #DFF | %Fc | ore| FCPY | CPU
seconds | ratio
z:;g ig 1; ;1; dk16.ji.sd 5| 99.8] 100.0 304
A ETIEETIEEET dk16.ji.sd.re 19| 997 1000 995203231
pma.jo.sd 5 99.4| 100.¢ 791
st | 2r] 4] & pma.jo.sd.re 21 o84 99 1831452315
The SIS command sequence employed to synthesize the | s510 jc sd 6l o987 100. 245017
circuits followed that suggested in the SIS documentation $510jc.sdre 20 953 95 205640 16:6
[9]. The staminatool was first used to perform state mini- : -
mization, followed byjedi to perform state assignment sS104c.st 6] 943 993 4306 06
(using the minimum number of state encoding bits). The | s510icsrre 260 539 546 415041 ~
extract_seq_dcommand was used to extract the unreach- | s510.jisd 6| 99.2 100. 2918
able states and store them as external don't cares. This | s510.i.sd.re 11| 984  99.¢ 1651do 266
information was used by one of two scripts distributed with S510.ji.sr 6| o989 100d 12460
SIS (cript.ruggedor script.delay to synthesize the net- S510,jisrre 23l o914 920 343420 276
work to implement the next state and primary output func- :
tions. The networks were mapped onto a version of the | S>1040-S" 6] 9.2 1004 382p 616
mcnc.genlibgate library which had been modified to con- $510.jo.sr.re 28 565 57.0 1000090~
tain only those gate types recognized by the sequential | s820.jc.sd 5| 994 999 153p
ATPGs used to generate test sets for the circuits. The | ss20jcsdre] 14 953 96p 2675021742
retimecommand was then used to create a retimed version [ gg>qjc.sr 5| o087 1004 120F
of each circuit. Multiple (non-retimed) circuits were cre- $820jc.srre of o84 99 7018 66
ated from the same FSM description by using combina- - _
: . - : ' : $820.ji.sr 5| 98.2| 1004 8385
tions of differentjedi state encoding algorithms and logic 2 35.4
synthesis scripts. Each circuit attained a different area ver- | S820i.srre 8 973 1000 296864 "
sus delay trade-off. The name of each circuit contains mul- | s820.jo.sd 5| 100.0 100. 1282
tiple fields which reflect the synthesis options employed. | s820jo.sd.re 22l 925 93p 3816362077
The .j field denotes thgedi state assignment encoding $820.jo.sr 5| ose 994 121b
algorithm used:jo represents the output dominant algo- $820josrre 13 974 o8k 97495 804
rithm, .ji the input dominant algorithm, and a combina- : =
tion of the input and output dominant algorithms. The s832.jc.sf 5| 984 1004 122 205.7
field denotes the SIS script used for logic synthesis: s832c.srre 27) 534 569 496961
indicatesscript.delay and.sr denotesscript.rugged The s832.jo.sr 5| 98.1 100. 1108
presence of ae field indicates the circuit is a retimed ver- $832.jo.sr.re 18] 9671 991  4992q0*°26
sion of the correspondingly named original circuit. scf ji.sd 7| 996! 100.0 17262
22 HITEC results scf.ji.sd.re 20| 631 631 689651 400
Table 2 lists the results of the HITEC ATPG on the syn- | S¢S 7| 996 1009 1672 a8
thesized circuits. The columns labe#IFF lists the num- scfjo.sd.re 23) 974 979 69908 ™

ber of edge triggered DFFs in that circ#i€CPU seconds




Table 2 contains a number of interesting results. Fortime between the retimed and corresponding original cir-
instance, rows 13 and 14 of this table describe the circuitsuit, is reported in the column titl&2PU ratio.
s510.jo.sr and s510.jo.sr.re. While HITEC required only . i
3822 CPU seconds to attain 96.2% fault coverage and3- Analysis of experimental results
100% fault efficiency for s510.jo.sr, HITEC was able to The results presented above demonstrate that retiming
attain only a 56.5% fault coverage and 57.0% fault effi- increases the amount of ATPG time, and decreases the lev-
ciency in 1000000 (1 million) CPU seconds for els of fault coverage and fault efficiency by each of the
s510.jo.sr.re. (One million seconds is more than eleventhree sequential ATPGs employed. Notice that there are
days.) During the final 320000 CPU seconds of HITEC seven instances in Table 2 where the ratio of CPU time
execution, no additional faults were either detected orbetween the retimed and original circuits is more than two
determined to be sequentially redundant. (For each retime@rders of magnitude, and in four instances there is a sub-
circuit, HITEC was manually halted after at least 12 CPU stantial difference between the levels of fault coverage and
hours had expired without a single additional fault being fault efficiency attained on the original and corresponding
detected or labeled redundant.) Though not reflected inretimed circuit.

Table 2, HITEC was able to initialize each circuit in less There are a number of possible causes of the observed

than 2 CPU seconds. effect of the increase in the complexity of ATPG which
Table 3: Attest ATPG results. should be investigated. First, this effect might be due to a

limitation of the particular heuristics used for sequential

o wEC | wFE | wFc | wFE | cPU test generation. This is plausible given the difficulty of
cireuit 1 orig) | (orig) | (re) | (re) | ratio sequential test generation, which is much less mature than
dki6jisd | 993| 99.7| 951 993 1762 combinational test generation. (Of course, the necessity of

handling the “time dimension” makes test generation for
sequential circuits considerably more complex than for
combinational circuits. Unlike combinational ATPGs
s510.jisr | 956 | 956| 79.9| 79.9| 8.0 which can find a test for any testable fault in a combina-
s510.jo.sr | 942 | 942 | 715 715| 123 tional circuit given only structural information of the cir-

. cuit under test, no known practical algorithm exists for
Table 4: Sequential EST ATPG results. structural sequential test generation [8].)
wee | wre | wec | wre | cpu Second, the effect might be caused if retiming introduces
(orig) | (orig) | (re) | (re) | ratio a large number of undetectable (sequentially redundant)
faults into the circuit. The taxonomy of redundant faults
provided in [10] reports that the most commonly occurring
types of sequentially redundant faults (SRFs) are invalid-

pma.jo.sd 99.2 994 | 96.3| 983 | 188
s510.jc.sd 95.0 953 | 519 522 | 233

circuit

dk16.ji.sd 98.0 99.8 | 976 | 99.3 35
pma.jo.sd 98.3 | 100.0| 96.4 | 97.8 | 104.6

s510jc.sd | 954 | 982| 6.7 | 104| 21 SRFs and equivalent-SRFs. Invalid-SRFs are those faults
s510.jisd | 957 | 995| 952 | 99.1 25 for which no valid excitation state exists, and equivalent-
s510jo.sr | 922 | 946| 636/ 654 27 SRFs involve the interchange of equivalent states. Retim-
ing adds D flip-flops to a circuit as well as states to the state
2.3. Attest and Sequential EST results transition graph. [11] illustrates that retiming can create

Tables 3 and 4 list the Attest and SEST results, respec@nd add equivalent states. Therefore the possibility exists
tively, for those circuits which exhibit the most dramatic that retiming introduces equivalent-SRFs. For each D flip-
difference in the performance of that ATPG between theflop added, the number of possible states which the state
original and retimed circuits. The columns titleFC ~ PitS can represent is doubled. However, the number of
(orig) and%FE (orig)list the fault coverage and fault effi- Valid states (those states vyhlqh are valid and_ can be tra-
ciency on the original circuit, while the columns titled Versed) does not necessarily increase accordingly. Hence
%FC (re) and %FE (re) list the fault coverage and fault Tétiming introduces the potential for a large number of
efficiency on the corresponding retimed circuit. In order to invalid states, and therefore the pc_)tentlal for |nval|d—SRF§.
avoid misinterpretations between the relative performance A large percentage of sequentially redundant faults in
of the ATPGs, Tables 3 and 4 do not provide the executiorf€timed circuits would account for the vast increase in the
times in terms of the absolute number of CPU seconds@mount of CPU time required for test generation. In terms
(However it is worth noting that the CPU times for all Of the amount of computation time required, it is more
retimed circuits in Tables 3 and 4 except dk16.ji.sd.re mea£xpensive to determine if a fault is redundant than to con-
sured in the hundreds of thousands of CPU seconds.§truct a test for a detectable fault [11]. To label a fault
Instead the most relevant metric, the ratio of ATPG CPpyedundant it must be proven that the fault cannot be



detected by any combination of input vectors and attain-values arrive at affected nodes. The logic values them-
able states. This requires that the entire primary input andelves are not changed. Because the same logic values are
state space be covered, which is computationally prohibi-propagated through each node, the same paths are sensi-
tive for practical circuits. tized, and therefore the same (single stuck-at faults) which
Third, the effect could be caused by some structuralthose vectors detect in the original circuit are expected to
attribute which differs between the original and retimed be detected in the retimed circuit
circuits. Unlike behavioral test generation techniques, These results lead to the important conclusion that retim-
structural test generation techniques do not possess Bng preserves single stuck-at fault testability. Theorem 1
knowledge of the state transition information of the formalizes this concept.
machine which the circuit implements. Structural test gen- Theorem 1The retiming transformation preserves single
erators have knowledge only of the structural nature of thestuck-at fault testability.
circuit. Differences in the structural nature of circuits can The reader is referred to [14] for the accompanying proof
therefore affect the performance of a structural ATPG asand further analysis of this concept. This consideration
well. leads to the important conclusion that the retimed circuits
The remainder of this paper is used to determine whichdo not contain a large number of extra redundant faults,
of the above options is responsible for the observedand that the retimed circuits can be efficiently tested with
increase in the complexity of ATPG caused by retiming.  the test sets generated for the original circuits. This in turn
. . . implies that the experimentally observed increases in
4. Reason for high complexity of sequential ATPG might instead be caused by some change in the

ATPG structural nature of the retimed circuits.

Among the three possible reasons which may be responz o giructure of the circuits

sible for the high complexity of ATPG in retimed circuits, ) i ) . )
the least likely is the inadequacy of the test generators '€ Widely held belief (presented for instance in [8]) is

employed. Two facts support this observation. First, eventhat the complexity of structural, sequential test generation

though each ATPG differs in the test generation heuristicsS linéarly proportional to the maximum sequential depth
employed and specific implementation details, all three©f @ circuit, and is exponent!ally related to the number of
exhibited greater difficulty in deriving test sets for the CYCles present, and the maximum length of any cycle. The
retimed circuits. Second, all three ATPGs produced a fewS€duential depth of a path through a circuit (from a primary
extremely “bad” results (however on different retimed cir- NPUt t0 @ primary outpu) is defined as the number of D
cuits). This leads to the conclusion that the high complex-TliP-flops encountered along that path, in which each node
ity of sequential ATPG must be attributed to the circuit 'S visited at most a single time. MaX|.mum sequential dept'h
itself rather than to particular features of the ATPGs refers to the greatest number of D flip-flops encountered in

employed. It is therefore necessary to consider the othef raversal from any primary input to any primary output.
two options in more detail. A cycle exists when the same node can be revisited after

starting from that node and traversing the circuit, not tra-

4.1. Sequentially redundant faults and testability versing any other node more than a single time within the
preservation traversal. The length of the cycle is said to be the number
of D flip-flops encountered in the traversal.
) - . The above reasoning makes intuitive sense for structural
regions, retiming may transform combinationally redun- ) . X

. . ATPGs, which are based on the iterative array model [15]
dant faults into sequentially redundant faults [12]. How- . . oo L7
ever, based upon the knowledge that for each of the nont which a separate copy of the circuit is malnta_meq to rep-
retimed circuits considered in this study less than 1% of theresent the value of each node at each cycle in time. The
total number of faults were combinationally redundant, this * However, it is shown in [14] that there are faults in the retimed
alone could not account for the vast increase in test generecircuit that might not have equivalent single stuck-at faults in the
tion time required. original circuit. Furthermore, a synchronizing sequence (or a test)

C to th t ted in Section 3. whi Iforasingle stuck-at fault in a circuit K might not synchronize (or
onverse 1o the arguments presented in section 5, w ICtest) the corresponding fault(s) in a circuit K’ resulting from a

postulate that retiming might add a large number of redun-retiming of K. This can occur when retiming moves sequential

dant faults to the circuit, it was shown in [13] and [14] that elements (D flip-flops) forward across nodes (gates and fan-out
the retiming transformation preserves single stuck-at faultstems). Furthermore, it is also shown in [14] that if T is a test for a
testability. For any given input sequence, such as a set c]smgle stuck-at fault in the circuit K, then the sequentkTPis a

test h timing d t alter th £l - test for the corresponding fault(s) in the retimed circuit K'. Here
est vectors, reiming does not alter the sequence ot 1091 i 5 sequence of arbitrary vectors of length equivalent to the

values which propagate through each node in the circuitmaximum number of forward retiming moves across any node in
Retiming can only alter the clock cycle at which the logic the circuit.

In moving registers to the periphery of reconvergent




presence of cycles increases the dependency of logic val- The results in Table 5 clearly indicate that retiming does
ues on specific nodes in the circuit across time. The greatenot affect the sequential depth of a circuit. Such an obser-
the number of cycles, the greater this dependency, and theation can be generalized in the following way.
more complex the task of establishing the desired logic Theorem 2Retiming does not affect the sequential depth
values needed on certain nodes to sensitize a path. Thef any path through the circuit.
same can be said about the maximum length of any cycleRetiming of a network can be thought of as a collection of
The greater the maximum length of any cycle, the greateratomic transformations where an atomic transformation
the number of time frames across which the dependencynoves registers forward or backward across combinational
exists, and thus the greater the complexity of test generalogic gates, or forward or backward across a fanout stem.
tion. For simplicity and without loss of generality, an atomic
Determining the number of cycles in a circuit is an NP- retiming transformation that moves registers forward
hard problem [16]. Fortunately cycle counting algorithms across a combinational logic gate is shown in Figure 1,
of reasonable complexity do exist. In order to investigatewhere the circuit K1 is transformed into circuit K2. 11, 12
the suppositions mentioned above, the algorithm presentednd Z are assumed to be functions of the primary inputs
in [17] was implemented to measure the number and maxiand the state variables. Z is assumed to be a primary out-
mum length of any cycle. A separate algorithm was imple-put, G is a combinational gate, and Q is a sequential ele-
mented to measure the maximum sequential depth of anent (edge triggered D flip-flop). Note that all the nodes in
circuit. Table 5 lists the obtained results, showing both theK2 have structurally equivalent nodes in K1 except inside
maximum sequential depth and cycle information of eachthe marked (dotted) region. To show that retiming does not
of the circuits in Table 2. Columns titl@dax seq depthst affect the sequential depth of any path through the circuit,
the maximum sequential depth. Columns tithedx cycle it is sufficient to show that atomic retiming transformations
length and#cycles list the maximum length of any cycle do not affect the sequential depth of any path through the
and the number of cycles according to the algorithm pre-circuit.
sented in [17], respectively. Column names which include
(orig) refer to the non-retimed circuit, and those which
include(re) refer to the corresponding retimed circuit.

Figure 1. Atomic retiming transformation.

11
Table 5: Structural attributes of each circuit. o
z
max max max max e E —p
Lo seq cycle | #cy- seq cycle | #cy- 12 —
circuit

depth | length | cles | depth | length | cles K1

(orig) | (orig) | (orig) (re) (re) (re)
dk16.ji.sd 4 4 10 4 4 19 i
pma.jo.sd 5 5 12 5 5 18 H

- (0] z
s510.jc.sd 6 6 15 6 g 26 e >
$510.jc.sr 6 6 16 6 g 32 o o L
$510.ji.sd 6 6 18 6 6 21 1
$510.ji.sr 6 6 18 6 6 33 K2
s 6 5 15 6 s Proof: No two fan-ins to the same logic gate can be tra-
$820.jc.sd 5 5 14 9 3 19 versed without traversing the output of that gate more than
$820.jc.sr 5 5 14 5 5 1§ a single time. Thus, according to the definition of sequen-
$820.ji.sr 5 5 12 5 5 14 tial depth, at most a single fan-in stem to any gate can be
$820.j0.5d 5 5 14 5 4 2 traversed in any given path through the circuit. Referring to
S820jo.5r 5 5 3 : ] 1d the atomic retiming trans_formauon. illustrated in Figure 1,
o s 5 m . . - the same number of D flip-flops will be traversed through

s83zjc.sr 7 the dashed region in Figure 1 whether the D flip-flops are
$832.jo.sr 5 5 14 5 9 2 at the input nodes to or output node of the gate. Since the
scf.ji.sd 7 6 22 7 6 32 rest of the circuit is unaffected by this atomic retiming
scf.jo.sd 7 6 19 7 6 27 operation, it is clear that a single atomic retiming operation

that moves D flip-flops either forward or backward across
combinational logic gates does not alter the sequential
depth of any path through the circuit. Because retiming is a



collection of these atomic operations, this statement can beloes not alter the (actual) number of cycles. The following
generalized to multiple and/or serial instances of thistheorem has been formulated to support this claim.
atomic operation. The same argument also holds for both Theorem 3:Retiming does not change the number of
forward and backward moves across fanout stems. Thugycles in a circuit.
retiming cannot alter the sequential depth of any pathProof: The atomic operation illustrated in Figure 1 pre-
through the circuitm serves the connectivity involving the input and output

The second result to note from Table 5 is that retimingnodes of the dotted region. Paths are not added which alter
increases the number of cycles, according to the algorithnthe set of nodes which can be reached from some other
used. However one should note that, as pointed out in [17]node. The atomic retiming operation does not create any
the number of cycles computed varies according to thenew paths between any two nodes outside the dotted
algorithm used. Before the difference in the number of region, nor does it break any paths between any two nodes
cycles computed is used to account for the increase in theutside of the dotted region. Furthermore, retiming neither
complexity of sequential test generation for retimed cir- creates any new cycles nor breaks any existing cycles
cuits, one should consider how the algorithm employedwithin the dotted region. In preserving the exact connectiv-
counts cycles. This counting is done according to the idendity of nodes outside of the dotted region, and in neither
tity of the D flip-flops in the cycle - where at most a single adding nor deleting any new cycles within this dotted
cycle can exist for any unique subset of D flip-flops, region, an atomic retiming operation that moves D flip-
regardless of the number of combinational paths whichflops either forward or backward across combinational
connect those D flip-flops. logic gates preserves the exact number of cycles. The same
argument can be applied to atomic operations which move
D flip-flops either forward or backward across fanout
stems. This result can be generalized to the retiming trans-
formation since retiming is a collection of these atomic
operationsm

The results in Table 5 also indicate that retiming does not
increase the maximum length of any cycle, thereby offer-
ing experimental data to support the following Theorem.

Theorem 4:Retiming does not affect the length of any
cycle in a circuit.
Proof: Any cycle beginning and ending at the output node
of the gate G in Figure 1 can traverse at most a single input
to Gate G. The same number of D flip-flops are encoun-
tered in a traversal through the dotted region regardless of
whether the D flip-flops are at the output node of gate G or
if the retiming transformation has been used to move D
flip-flops to the input nodes of that gate. Because a single

Careful discretion must be exercised to differentiate atomic retiming oberation would not affect anv other por-
between the actual cyclical nature of a circuit and the num- g op y P

ber of cycles measured by standard algorithms. Considep.On of the ci'rcuit QUFSide of the_ dotted region in Fig.ure L.a
the simple retiming example illustrated in Figure 2. The S|_ngle atomic retiming operation that moves D fI|p-rop§
circuit on the top represents the circuit before retiming, andeg?:sr Jg;‘g’irgt cor:agagkt\gzﬁnafrrlojfsar?orcnbcl;ﬂaaurznglr dll?slsc of
the circuit on the bottom the retimed circuit. The algorithm 9 9 9 y cycle, 1ega

used to report the results in Table 5 reports two cycles o hether or not that cycle traverses the dotted region. The

length two in the retimed circuit on the bottom of Figure 2 same arggment can be applied t.o MOVES across fanqut
-~ one through {G1, @, G3, Gbuf, @} and a second stems. This result can be generalized to multiple atomic

: . retiming operations, and therefore the retiming operation
through {Gnot, G2, @, G3, Gbuf, @}. This algorithm )
counts cycles involving any one set of D flip-flops a single does not change the number of D flip-flops encountered

time, and therefore counts only a single cycle of length Mowlﬁ?]'gofecrxglzt;%ef?;n also be shown based on Lemma 1
in the original circuit on the top of Figure 2, even though

two such cycles exist - one through {G1, G3, Q1, Ghuf, of [2].
Q2} and the second passes through {Gnot, G2, G3, Q 4.3. General observations
Gbuf, Q}.

Though retiming may alter the number of cycles which
are counted by various cycle counting algorithms, retiming

Figure 2. Example circuit to demonstrate
behavior of cycle counting algorithms.

At this point is it useful to summarize the results pre-
sented so far with a couple of more general observations.



Recall that experimental results and theorems have beetiency with which circuits which contain invalid states are
presented which show that neither extra sequentiallyprocessed.

redyndant fauIt; nor such struct_ural circuit attributes as the.‘l’able 6: HITEC ATPG state traversal information.

basic characteristics of sequential cycles could be responsi-

ble for the ob_served retiming related increase in. ATPG #states| .| %valid | | density
complexity. This leads to the more general conclusion that  circuit HITEC al states | oo of

. . . . states #states .
the high complexity of ATPG tasks for any circuit should trav trav encoding
not be explained (or quantified) using solely notions pro-"g16 jisd 27 27 100 32 0.84

posed in thel past literature and commonly accep.ted by bothdkmji.sd.re a9 108 88 5.24Eb 20El
test generation software developers and IC designers. The—— ] > > 1 - A
remainder of this paper suggests a circuit attribute which_Pm21%° o 3 08

can be used to explain the observed increase in ATPG com-Pmajo.sd.re 27 27 100 20986  13E5
plexity. s510.jc.sd 47 47 100 64 0.78
5. Complexity of sequential ATPG zzigj:?re 277 27 1lc?c 1'04;6 465;5
The difference between the original and retimed circuits s510,jc.srre 18 144 13 67167 > 2El6
which causes the increase in complexity is most likely —
related to the (three separate) tasks necessary to generat=sa‘r.)lo'“'Sd a7 a7 100 6 079
test to detect a fault in a sequential circuit. In the first task_S>104i-sd.re 69 9 99 2048 34ER
the values of the machine state and primary input valueg $510.ji.sr 47 47 100 64 0.7
which excite the fault must be determined. Next a justifica{ s510.ji.sr.re 64 202 32 8.38Ep 2.4E45
tion sequence must be derived in order to attain the valug ss10.jo.sr 47 47 100 64 0.78
of the excitation state on the state bits. Finally, the effect o $510 jo.srre 22 290 3 5 68ER 18El6
the fault must be propagated to a primary output [11]. Th :
task of exciting the fault is on the order of complexity of s820c.sd 24 24 106 32 0.7
combinational test generation. However the tasks of state S820ic-sd.re 100 164 6] 163§  10§3
justification and fault propagation both involve traversing| s820.jc.sr 24 24 100 3 0.75
distinct states of the circuit. $820.jc.sr.re 42 47 84 51p 9.1E{2
For structural test generation, the complexity of state tray sg20 ji.sr 24 24 100 37 0.7%

versal must be correlated to the size of the state spade

; HA4Cs820.ji.sr.re 40 50 80 25¢ 3.9E-B
which must be traversed. The total number of possibl

states in a circuit is*® fPf9PS However not all states are |->02242- 24 24 106 32 0.7
necessarily valid, meaning that not all states can be trg- S82040-sd.re mo 29 26 4I9H6  7.1ES
versed. (Valid states are those states which can be reachg§820.jo.sr 24 24 100 3 0.75
from the reset state of the machine. A state which canngt s820.jo.sr.re 46 48 94 819p 5.9E43
be reached from the reset state is called an invalid staté.sgso jc.sr 24 24 100 37 0.76
The circuit is known to be in glreset state after _either T sg32jc.srre 23 273 4 131E8 > OElG
hardlware reset or a synchronizing sequence of inputs i 832jo.sr 4 4 Tod 3 07k
applied [18].) Structural test generators do not possess

knowledge of the state transition information, and thus af_S83210-srre 47 . 8 3276p  16Es3
the beginning of test generation have no knowledge of scfiisd 94 94 100 128 0.7
which states (combinations of D flip-flop values) are tra-| scf.ji.sd.re 41 209 20 1.04E6 2.0E4
versable. The presence of invalid states is known tQ scfjo.sd 94 94 100 124 078
increase the difficulty of state traversal [19]. Based upo scfjo.sd.re 93 o od 8.38E6 11El5

this knowledge, some sequential ATPG algorithms emplo
state learning techniques to eliminate duplicate searches inNote that each D flip-flop that retiming adds doubles the
the invalid state space, thereby increasing their efficiencysize of the state space which an ATPG must search. Fur-
[20], [21]. These techniques have proven to decrease théhermore, the number of valid states grows at a rate lower
amount of ATPG time which is required for some circuits than the total number of states. Hence, not only does retim-
by an order of magnitude. However state learning cannoing increase the size of the search space, it also decreases
completely eliminate the increase in complexity due to thethe fraction of the total number of states which are valid. It
presence of invalid states, it can only increase the effiis therefore worthwhile to investigate differences in the
characteristics of the state spaces between the original and



retimed circuits. Information concerning the nature of the The right-most column of Table 6 lists density of encod-
state space in each circuit can be gained by considering thimg information for each circuit. This column reveals a
number of valid states, the total number of states, and theumber of interesting results. Comparing the original and
actual number of distinct states traversed during test generetimed circuits (and referring to the test generation results
ation. This information is presented in Table 6 for the in Table 2), HITEC is able to attain higher levels of test
HITEC test results for those circuit pairs reported in Table coverage (fault coverage and fault efficiency) for those cir-
2. In Table 6, the column titledd states HITEC tralists cuits with higher densities of encoding, and lower levels of
the number of states which HITEC traversed during testtest coverage for those circuits with lower densities of
generation. The column titlgdlvalid statedists the actual  encoding. Furthermore, HITEC attained the lowest levels
number of valid states for that circuiffhe column titled  of test coverage for the three retimed circuits for which the
% valid states traMists the percentage of valid states densities of encoding are the lowest (s510.jo.sr.re,
which HITEC traversed in deriving the test set for that cir- s832.jc.sr.re, and s510.jc.sr.re). It is difficult to draw con-
cuit, and the column titletbtal #statedists the total num-  clusions from a direct comparison of the density of encod-
ber of possible states"@liP-flops) ing values and the test generation results of the retimed
The information in Table 6 suggests what might cause thecircuits because of the non-linear relationship between the
dramatic increase in the complexity of test generation inamount of CPU time which is required to attain given lev-
the retimed circuits. The data supports the conjecture thatls of test coverage. In addition, we do not claim that the
this increase is related to both the explosion in the size oflensity of encoding is the only circuit attribute which
the state space which the ATPG must traverse and the peimpacts the complexity of sequential ATPG.
centage of states which are valid. Because structural testrable 7 Density of encodin nsitivity analvsi
generators do not possess state transition information, the ' y g sensiivity analysis.

smaller the percentage of states which are valid, the greater _ density
the chance that the test generator will spend time attempt}  circuit delay | yppp | #valid | total of

ing to traverse to an invalid state. Thus the smaller the frac- (nsec) states | #states encoding
tion of the total number of states which are valid, the "s510j0.sr 13.87 6 47 64 0.78
greater the difficulty of state traversal, and the higher the s510josrrevl] 42,51 ; 1 Py 04s
complexity of sequential ATPG. Table 6 reveals that the : 1
percentage of states which are valid is considerably less i S°1010-S"re-v2|  42.09 16 15p 695%6 2383
the retimed circuits than in the original circuits. For exam- | S510jo.srre.v3|  41.59 22 233 4196  56HS
ple, in deriving the test set for the original circuit | s510.jo.srre 41.51 2 490  2.68H8 1.88-6

dk16.ji.sd, HITEC searched a state space where 27 of a
total of 32 possible states were valid. However to derive
the test set for the corresponding retimed circuit

dk16.ji.sd.re, HITEC was forced to navigate a state SPaC%ach circuit would have a different density of encoding,

1 .
+ . . . .
where only 105 out of 5.24e+05 @ states were valid. however all circuits would implement the same functional-

Comparing the test generation results in Table 2 with the, . : ;
. 2= L ity, and have identical values of sequential depth, number
state space information in Table 6, it is clear that test gener-

o . T ) .- of cycles, and maximum length of any cycle (according to
ation is least complex in those circuits which use the mini- . ST
. ; . Theorems 2, 3, and 4). Table 7 lists one such set of circuits.
mum number of state bits to encode the possible machin

L T : . '€ Maching, - ddition to the already existing retimed circuit
states (the original circuits), and is more difficult in circuits : . -
. - . _sb10.jo.sr.re, SIS was used to synthesize three additional
which use more than the minimum number of state bits

necessary to encode the states of the machine (the retime timed ~ circuits ~ (s510.jo.srre.vl, ~s510.jo.srre.v2,

N . . X $510.jo.sr.re.v3) from the original circuit s510.jo.sr. Each
circuits). We will use the terndensity of encodingo : S . -
. . . retimed circuit has a different number of D flip-flops (and
describe the fraction of the total number of possible stateﬁ . X
which are valid herefore area) and achieves a different level of perfor-
' mance (delay). The columns in Table 7 titldFF and
delaylist the number of D flip-flops and the cycle time (in
2 The SIS commanextract_seq_davas used to determine the actual Nnano-seconds) for each circuit. The column tittedalid
number of valid states. The state minimization procedure employed dur-stateslists the number of valid states for that circuit, the
ing logic synthesis minimized the total number of states in all non-retimed column titledtotal #statedists the total number of possible

s820, s832, and scf circuits to 24, 24, and 94, respectively. SIS added

D flip-flop it ;
three states to pma.jo.sd to specify edges which were previously unspeci§tateS (ﬁ 3’ and the right-most column lists the

fied in the pma FSM, thereby resulting in a better implementation of thatdensity of enCOding_ for each CirCUij[- Figure' 3 plots th_e
circuit (which contains 27 states). The original circuits synthesized from amount of (DECstation 3100) CPU time required to attain

all other FSMs contain the number of valid states listed in Table 1. the level of fault efficiency listed on the vertical axis for

A more effective way to isolate the effect of the density
of encoding on the complexity of test generation is to con-
sider multiple retimed versions of the same original circuit.
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Figure 3. ATPG performance as a function of density of encoding.

each of these circuits. Figure 3 clearly demonstrates that athe test set for s832.jc.sr.re, which attains only a 53.7%

the density of encoding decreases, the greater the amourfault coverage. These results indicate that HITEC was not

of ATPG CPU time required to achieve a given level of able to traverse an adequate number of states to attain the

fault efficiency. higher levels of fault coverage and efficiency which are
Circuits with a low density of encoding reduce the test achieved by fault simulating the test sets derived for

generator’s ability to traverse the state space. Examinatiors832.jc.sr on s832.jc.sr.re.

of state traversal data underscores the importance that t.h‘?able 8- Number of states which would have to be

test generator be able to traverse the state space. According

to the data in the column titl€d valid states train Table traversed to attain higher fault coverage.

6, while HITEC was able to traverse all of the valid states #states | %EC

; F.n ; : : #states . .

in gach of thg ongmgl cwcwts,. the same is not true of the circut wic | owre| niTeC | #valid | trav | orig
retimed circuits. While traversing all valid states does not tray | States| byorig | test
guarantee 100% fault efficiency (since to detect some testset| set
faults a specific sequence of states might have to be tra-ss10jc.srre] 539 54.6 18 148 12 946
versed), there is a.dgfinite trend that when th_e ATPG is ablessi0josrre] 565 57. 2b 490 1d2 o942
to traverse a majority c_)f_the valid states it con3|§tently s832jcsrre| 537 56, pe 7 do o2
attains a level of fault efficiency near 100%. HITEC is able isd 531l o3 " 08 A ools
to traverse at least 80% of the valid states for each retimed>“ 4% : :

circuit for which it is able to attain greater than 96% fault Table 8 presents the results of this same fault simulation
coverage. HITEC was unable to traverse more than 20% okxperiment for each of the four retimed circuits for which
the valid states in those retimed circuits for which it did not HITEC did not attain a fault coverage greater than 65%.
attain a fault coverage above 65%. The lowest percentagehe columns titledFC and %FE list the fault coverage
of valid states traversed corresponds to those 4 retimed cirand fault efficiency, respectively, attained by HITEC for
cuits  (s510.jc.sr.re, s510.jo.sr.re, s832jc.srre, andeach circuit. The column titlgtistates HITEC tralists the
scf.ji.sd.re) for which HITEC attained the lowest levels of number of states which HITEC traversed during test gener-
fault coverage and efficiency. ation. The column labelleévalid statedists the number of

It is possible to determine the number of valid statesvalid states in the circuit. The column titigsitates trav by
which HITEC would have to traverse in these circuits to orig test seand%FC orig test selist the number of states
attain higher levels of fault coverage by fault simulating traversed and the fault coverage attained, respectively,
the test set derived for the original circuit on the retimed when the test set derived for the corresponding original cir-
circuit. When the test set derived for the original circuit cyit is fault simulated on that retimed circuit. In each
s832.jc.sr is fault simulated on the retimed circuit instance the test set for the original circuit achieves at least
s832.jc.sr.re using PROOFS [22], the test set attains & 94.6% fault coverage and traverses at least three times as
98.2% fault coverage and traverses 69 states. HITEC tramany states than HITEC traversed during test generation
versed only 23 of the possible 273 valid states in derivingfor the retimed circuit. Thus for the retimed circuits listed
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