
  

 

Abstract— Among different methods available for estimating 

brain connectivity from electroencephalographic signals (EEG), 

those based on MVAR models have proved to be flexible and 

accurate. They rely on the solution of linear equations that can 

be pursued through artificial neural networks (ANNs) used as 

MVAR model. However, when few data samples are available, 

there is a lack of accuracy in estimating MVAR parameters due 

to the collinearity between regressors. Moreover, the assessment 

procedure is also affected by the lack of data points. The 

mathematical solution to these problems is represented by 

penalized regression methods based on l1 norm, that can reduce 

collinearity by means of variable selection process. However, the 

direct application of l1 norm during the training of an ANN does 

not result in an efficient learning. With the introduction of the 

stochastic gradient descent-L1 (SGD-L1) it is possible to apply l1 

norm directly on the estimated weights in an efficient way. Even 

if ANNs has been used as MVAR model for brain connectivity 

estimation, the use of SGD-L1 algorithm has never been tested 

to this purpose when few data samples are available. In this 

work, we tested an approach based on ANNs and SGD-L1 on 

both surrogate and real EEG data. Our results show that ANNs 

can provide accurate brain connectivity estimation if trained 

with SGD-L1 algorithm even when few data samples are 

available.  

I. INTRODUCTION 

Brain connectivity is widely used for better understanding the 

interactions between brain regions, and the influences that 

neural structures exert to one another. Among different 

methods for estimating brain connectivity from 

electroencephalographic signals (EEG), those based on the 

use of multivariate autoregressive models (MVAR) are the 

most widely used. The classical form of these models 

represents the interactions between brain regions in the form 

of linear equations [1]. The solution can be pursued through 

different methods, among which artificial neural networks 

(ANNs). In the literature, ANNs proved to be a very effective 

tool for linear time series analysis in different contexts [2]. 

They can rely on a training process, through an optimization 

algorithm, for performing linear regression. Independently 

from the used methods, a direct relationship between the error 

in estimating MVAR parameters and the decrease of data 

samples available has been showed [3]. In particular, to 

ensure the accuracy of the estimation process, the ratio 

between the number of data samples and the number of 
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MVAR parameters to be estimated should be greater than 10. 

When this is not the case, the estimation process become very 

challenging due to the high correlation between regressors 

[4]. Moreover, during a brain connectivity analysis, a 

statistical assessment is needed to discard spurious links. 

Unfortunately, also the performances of this step are affected 

by the number of data samples available [5]. A mathematical 

solution to this problem is represented by penalized 

regression methods. Among these, those based on l1-norm 

involving a penalty term in the cost function to minimize 

(usually MSE function [6]). This constraint leads to a 

reduction of collinearity with the selection of a subset of 

MVAR parameters from the whole set of parameters. This 

procedure reduces: i) the mean squared error related with the 

estimation process and ii) the error in discarding spurious 

links during the assessment procedure. In literature, the 

penalized regression techniques have proved their 

effectiveness in EEG and fMRI context [7], [8]. However, in 

the framework of ANNs, the direct application of l1 norm 

during the learning process does not result in an efficient 

training. Only recently a new training algorithm, named 

stochastic gradient descent-L1 [9] (SGD-L1), was introduced 

in the literature, allowing to apply l1-norm during the training 

process directly on the estimated weights with the result of an 

efficient training process. The use of ANNs as MVAR model 

for the brain connectivity estimation has been proposed in 

[10]. However, the use of SGD-L1 algorithm has never been 

tested for the purposes of reducing collinearity in the 

estimation of MVAR parameters and performing the 

assessment of estimated connectivity patterns. In this work, 

we propose an approach for the estimation of brain 

connectivity based on ANNs, with the aim to provide an 

accurate estimate of MVAR parameters and assessment 

procedure also in the case of short data trials. The 

methodology was tested: (i) in different conditions of data 

samples available on EEG simulated data; (ii) with real EEG 

data during a motor imagery task performed by a healthy 

subject. 

II. METHODS 

A. Multivariate Autoregressive model (MVAR) 

For a time series 𝒙(𝑛) = [𝑥1(𝑛), 𝑥2(𝑛), … , 𝑥𝑀(𝑛)]
𝑇, an 

MVAR model can be defined as: 
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The matrix 𝑨𝑘 is given by: 

𝑨𝑘 = [
𝑎11
𝑘 … 𝑎1𝑀

𝑘

⋮ ⋱ ⋮
𝑎𝑀1
𝑘 … 𝑎𝑀𝑀

𝑘
] , 𝑘 = 1,2,… , 𝑝 

where p is the model order and the vector E is the innovation 
process assumed to be white and uncorrelated. Independence 
between a pair of signals result in zero coefficients while 
dependence is reflected in nonzero values [10].  

B. ANN as a multivariate autoregressive model 

To the purposes of this study, the neural network inputs are 

the lagged samples of the M time series at different delays. 

During the training, the network tries to predict the next 

samples (output), on the basis on the previous samples in 

input. A schematic representation of this procedure is shown 

in Figure 1. After training the network, the connectivity 

relationships are represented by the weights of the network. 

 
Figure 1. schematic representation of the ANN used as MVAR model. 

C. Training of the network 

The weights of the network are randomly initialized. The 

network is trained using the SGD-L1 algorithm that includes 

two steps. Firstly, the weights are updated without 

considering the l1 term. Then, the l1 norm is applied to the 

weights. At the end of the training process, many of the 

weights in the network become zero. The number of zeroes is 

controlled by a penalty parameter selected during the training 

process. Specifically, the MSE function is minimized for each 

penalty parameter by means of Generalized Cross Validation 

(GCV) method [11] (50% training, 25% validation and 25% 

testing randomly selected). We run the optimization 

algorithm for 500 epochs with full batch size and a learning 

rate equal to 0.001.  

III. SIMULATION STUDY  

The simulation study consisted of the following steps: 
i. Generation of simulated EEG-like datasets, fitting 

predefined ground truth network of 10 nodes, under 
different conditions of K ratio (factor K: 0.5, 1, 3, 5, 10). 
K is defined as the number of data samples available for 
the training of the ANNs divided by the number of MVAR 
coefficients to be estimated. The simulated data were 

generated as described in [12]. The structure of the network 
varied along the iterations. The density was set at 25%.  

ii. Definition and training of the network for the selection of 
the optimal penalty parameter by means of GCV method. 

iii. Estimation of the MVAR parameters by means of a NN 
with the selected penalty parameter.  

iv. Evaluation of the accuracy of ANNs in the estimation of 
no-null connection. We used the Mean Absolute 

Percentage Error (MAPE) [13]. Let 𝐴 and �̂� denote the 
vector of imposed and estimated values of MVAR 
parameters. the MAPE is defined as follows: 

𝑀𝐴𝑃𝐸 =
1

𝑁
∑|

𝑨𝑛 − �̂�𝑛
𝑨𝑛

|

𝑁

𝑛=1

 (2) 

where N is the number of non-null connections. MAPE can 
range from 0% to any value.  

v. Evaluation of the performances of ANNs in the 
assessment, through false positive and false negative rates, 
summarized by ROC curve and the related Area Under 
Curve (AUC) [14]. AUC values range between 0.5 
(random assessment procedure) and 1 (correct assessment 
procedure). 

The entire procedure was repeated 100 times. The two indices 
(MAPE and AUC) were subjected to a one-way repeated 
measures ANOVA considering as within factor K for both 
MAPE and AUC.  

IV. APPLICATION TO REAL EEG DATA 

The real EEG data used for testing ANNs for the estimation 

of brain connectivity were recorded in a healthy volunteer 

(male, under 30 and right-handed) performing a motor 

imagery task (MI). The task consisted of 90 trial of right hand 

MI and 90 trials of foot MI. Signals were recorded by a 45-

channels EEG system (electrodes located according to the 10-

20 International System). Raw EEG data and further details 

about the performed pre-processing can be found in [15].  

A.  Single trial connectivity estimation 

Firstly, we selected 11 out of the 45 EEG channels (C5, C3, 
C1, C2, C4, C6, CP3, CP4, Cz, CPz, FCz) in order to match 
the dimension of the networks explored in the simulation 
study. Then we performed the following steps: 

i. Segmentation of the EEG signals, selecting 100 samples 
between the third and the fourth second [15]. 

ii. Estimation of the model order for each condition by means 
of final prediction error, as suggested in [15] (K=1). 

iii. For each trial, definition and training of an ANN for the 
selection of the optimal penalty parameter through GCV 
(80% training, 10% validation and 10% testing). 

iv. MVAR parameters estimation through the training of an 
ANN with the penalty parameter previously selected (for 
each trial). 

v. Fourier Transform of the MVAR parameters to obtain the 
transfer functions Aij(f).  

B. Classification task 

To test the accuracy of the connectivity estimation performed 

by ANNs, we tested the capability of the networks to 

characterize the two tasks (hand MI and foot MI) by means of 

a classification study. For each condition and for each trial the 
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Aij(f) were averaged within two different frequency bands: 

alpha (8-12 Hz) and beta (13-30 Hz) and used as features for 

the classification procedure. A sub-selection of the features 

was made by selecting the 25th highest ranked one according 

to the associated t-value (independent sample t-test, Hand vs 

Foot) [16].  

A feed forward neural network (FFNN) was used as a 

classifier. This includes an input layer, a hidden layer with 

one neuron (sigmoid activation function) and an output layer 

with a soft-max activation function. The data were split in 

70% for training process (126 trials out of 180), 15% for 

validation and 15% for testing. Networks training was 

performed using Gradient Descent algorithm with a learning 

rate equal to 0.001, whereas a cross-entropy function was 

minimized during the training process. Training phase was 

stopped by the early stopping criterion [17]. The process was 

repeated 100 times, with a randomization of the observations, 

for each frequency band, in order to verify if the classification 

performances were significantly higher than the chance level. 

As a measure of the performances, we computed the 

classification accuracy (ACC) on the test set at each iteration 

and for each frequency band. ACC index was subjected to a 

one-way repeated measures ANOVA considering as within 

factor the frequency band analyzed (factor BAND).  

V. RESULTS 

A. Simulation study 

Table 1 reports the ANOVA results for MAPE and AUC 

parameters and shows a significant effect of the K factor on 

both MAPE and AUC. Figure 2a shows the plot of means for 

MAPE. The panel highlights the decrease of MAPE with the 

increases of the K ratio. As expected, there is a decreasing of 

the error in estimating the value of MVAR parameters when 

the number of data samples increases.  

Moreover, in the condition of high collinearity (K=0.5) 

MAPE assumes a mean value around 50%. Instead, when the 

number of data samples increases (K=10), the average value 

of MAPE is around 20%.  

TABLE I.  ANOVA RESULTS FOR MAPE AND AUC INDEXES 

Results of the one-way ANOVA (F values) on MAPE and AUC parameters. Symbol ** means 

p<0.0001 

Figure 2b shows the plot of means for AUC. In particular, 

there is an increase of the AUC with the increase of the K 

ratio, which means with the increasing of the data samples 

available for the estimation process. The accuracy in 

discarding spurious links seems to be very high even when 

there is high collinearity. In fact, when K=0.5 the average 

value of AUC is around 85%. The situation is very different 

for K equal to 10 because the mean value of AUC is close to 

1 (meaning correct classification). 

 
Figure 2- Plot of means of MAPE and AUC (panel a and b) indices. The 

diagram shows the mean values of the two indices for different values of 

K. The bars represent 95% confidence interval 

B. Application to real EEG data 

In figure 3 we reported the boxplot describing the results of 

the one-way ANOVA performed on classification accuracy, 

considering as within main factor the frequency band 

analysed. The median value for classification accuracy (black 

line in the middle of the boxes) in all the conditions analysed 

shows a value above the chance level (0.5, random 

classification). 

 
Figure 3. Statistical boxplot reporting results of one-way ANOVA 

(F(1,99)=16,1; p<10-3) computed considering as dependent variable the 
classification accuracy (ACC) and as within main factor BAND 

Parameters 
ANOVA within factors 

K 

MAPE 946,78** 

AUC 213,97** 

DoF (4,396) 
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The median value of classification accuracy in the alpha band 

is nearly 0.8, while in the beta band it assumes a value slightly 

higher than 0.7. It can be noticed how in the distribution of 

classification accuracy values for the beta band, there are at 

least three outliers below the chance level. Instead, in the 

alpha band all the classification accuracy values associated 

with the 100 iterations are above the chance level. 

VI. DISCUSSION 

Results of the simulation study shows how it is possible to 

provide and accurate estimation of brain connectivity by 

means of ANNs in different conditions of data samples 

available. In particular, the combined use of ANNs as MVAR 

models and the SGD-L1 algorithm for the training process 

provides a solution on both estimation of MVAR parameters 

and assessment of the estimated patterns. This is possible 

thanks to the regularization applied to the weights during the 

training process. 

MAPE showed a decreasing trend with the increase of the 

number of data samples available for the estimation process. 

This aspect has already been highlighted in previous works in 

the context of linear regression analysis. In [3] they showed 

how the decreasing of the number of data samples available 

for the estimation corresponds to a decrease of performance 

in term of Mean Squared Error. More in general, in the 

context of time series analysis, the reduction of the number of 

data samples is related to a collinearity between regressors 

and a consequent decreases in performance [4]. From the 

point of view of the assessment procedure, figure 2b shows 

how the performances in discarding spurious links improves 

as the number of data samples increases, as expected [5]. In 

the framework of penalized regression techniques, Tibshirani 

introduced LASSO regression that overcomes the problem 

related to the effects of collinearity by means of a variable 

selection technique [6]. These techniques showed outstanding 

results in the context of brain connectivity estimation from 

fMRI and EEG data [7], [8]. Other studies showed how to use 

an ANN as MVAR model, but testing this only for huge 

amounts of data samples. Furthermore, the problem related 

with the assessment procedure was not addressed. To our 

knowledge this is the first time in the EEG context, that an 

ANN used as MVAR model and trained with SGD-L1 

algorithm is proposed and tested for the purposes of brain 

connectivity estimation when few data samples are available. 

Figure 3 shows how it is possible to obtain promising 

classification accuracy of EEG data using features extracted 

from a brain connectivity analysis, performed by means of 

ANNs in a condition of collinearity (K=1). Firstly, the highest 

value of accuracy is reached in the alpha band. Other works 

showed how the maximum value of accuracy is associated 

with the frequency band related to the motor imagery tasks. 

For example, in [18] the highest value of accuracy, in the 

discrimination between hand and foot motor imagery tasks, is 

reached by using the power spectral density in the alpha band 

as feature. Other studies in the literature used features derived 

from a brain connectivity analysis for a classification task 

[19]. Rathee et al showed how it is possible to discriminate 

between Hand and Foot motor imagery conditions, with 

values of estimated links between different EEG time series 

used as features. Although the results of figure 3 were 

performed on few data samples, they are comparable with 

those obtained in [19].  

Despite the promising results obtained in this study, there are 

some drawbacks that will need further investigations. In fact, 

the impact of changing the parameters for ANN training, such 

as learning rate, batch size and number of epochs, to the brain 

connectivity estimation is not known. Furthermore, from an 

applicative point of view it would be interesting to increase 

the experimental sample in order to confirm the results 

obtained in a single subject analysis.  

In summary, in this work we proposed and tested an approach 

based on ANNs for the estimation of brain connectivity that 

provides evidences about its usability even when few data 

samples are available. The results pave the way to the possible 

use of this approach for single-trial analysis and for real time 

analysis, for instance for brain computer interfaces (BCI) 

applications.  
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