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Emotion Detection from EEG
using Transfer Learning
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Abstract—The detection of emotions using an Electroen-
cephalogram (EEG) is a crucial area in brain-computer in-
terfaces and has valuable applications in fields such as reha-
bilitation and medicine. In this study, we employed transfer
learning to overcome the challenge of limited data availability
in EEG-based emotion detection. The base model used in
this study was Resnet50. Additionally, we employed a novel
feature combination in EEG-based emotion detection. The
input to the model was in the form of an image matrix,
which comprised Mean Phase Coherence (MPC) and Magni-
tude Squared Coherence (MSC) in the upper-triangular and
lower-triangular matrices, respectively. We further improved
the technique by incorporating features obtained from the
Differential Entropy (DE) into the diagonal, which previously
held little to no useful information for classifying emotions.
The dataset used in this study, SEED EEG (62 channel EEG),
comprises three classes (Positive, Neutral, and Negative). We
calculated both subject-independent and subject-dependent ac-
curacy. The subject-dependent accuracy was obtained using
a 10-fold cross-validation method and was 93.1%, while the
subject-independent classification was performed by employing
the leave-one-subject-out (LOSO) strategy. The accuracy ob-
tained in subject-independent classification was 71.6%. Both
of these accuracies are at least twice better than the chance
accuracy of classifying 3 classes. The study found the use of
MSC and MPC in EEG-based emotion detection promising for
emotion classification. The future scope of this work includes
the use of data augmentation techniques, enhanced classifiers,
and better features for emotion classification.

Index Terms—Brain-computer interface, emotion detection,
transfer learning, electroencephalogram, mean phase coherence,
magnitude squared coherence, SEED_EEG

I. INTRODUCTION

Emotion detection from biological signals has become a
highly significant area of study in the realms of neuroscience
and signal processing research [1[]. Emotion detection could
be done in various ways. Such as through facial expressions,
paralinguistic analysis, physiological signals, behavioral sig-
nals, and biochemical signals.
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Electroencephelography (EEG) is a method of measuring
the electrical activity of the brain and is widely used for
emotion detection. It possesses numerous advantages over
other methods. Being a non-invasive method, it does not
deliver an unpleasant experience to the user. It can provide a
high temporal and spatial resolution (subjective to the number
of electrodes used) [2] of brain activity that enables the
detection of rapid changes in an emotional state in a specific
section of the brain. It is easily portable. Moreover, EEG is
a direct measurement of brain activity, which provides an
objective measure of the emotional state.

The study [3] demonstrated the utility of coherence as a
connectivity index between EEG channels in understanding
the relationship between brain activity and emotional states.
Previous research in the field of emotion detection from EEG
signals has employed various techniques for feature extrac-
tion, including the Short Time Fourier Transform (STFT) [4],
Differential Entropy (DE) [5]], Power Spectral Density (PSD)
[6], and Continuous Wavelet Transform (CWT) [[7].
Emotion is a multi-faceted and intricate process that engages
various regions of the brain. As such, utilizing simultaneous
feature extraction from multichannel EEG data is crucial to
identify an emotion accurately. Few works which include
[8] have already employed simultaneous feature extraction
from EEG for emotion detection. [8] employed the Rieman-
nian geometry properties of the Symmetric Positive Definite
(SPD) matrix obtained from the original EEG data to classify
emotions.

In [9]], mean phase coherence (MPC) and magnitude squared
coherence (MSC) was used as features for decoding imagined
speech and also employed transfer learning along with data
augmentation to overcome the data scarcity issue.

In our work, we used MPC and MSC as the main features
employed in emotion classification. The dataset used was
SEED_EEG [10]. It classifies emotions into three categories;
positive, negative, and neutral. We also leveraged the infor-
mation extracted from Differential Entropy (DE) provided in
the dataset. We adopted ResNet-50 based transfer learning
model as the classifier to tackle the problem of data insuf-
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ficiency. The concept of using MPC and MSC as features
in classifying emotions using transfer learning is the novel
method presented in this work.

II. DATASET

The dataset used for this study is SEED (SJTU Emotion
EEG Dataset). We specifically utilized the SEED_EEG data
which contains the EEG of 15 subjects(7 males and 8 fe-
males). They were shown approximately 4 minutes of movie
clips that were chosen and edited to induce positive, negative,
or neutral emotions. Each subject underwent the experiment
3 times within an interval of one week, giving a total of
45 trials. The data were downsampled to 200 Hz following
which a bandpass filter of 0-75 Hz was applied. 62-channel
EEG was obtained via the international 10 - 20 system EEG
cap using brain-like computing and machine learning(BCMI)
methods. The 62-channel EEG data is converted into three
frequency bands - alpha (8 to 13 Hz), beta(13 to 30 Hz),
and gamma(30 to 70Hz) by using a bandpass filter. MPC and
MSC features are extracted for each band and entered into an
array such that the element at position (i, j) is the normalized
MPC value between the i*" and j** channel in the upper
triangle of the matrix. Similarly, position (i, j) in the lower
triangular matrix corresponds to normalized MSC. The three
bands alpha, beta, and gamma correspond to the RGB values
of an image matrix. Thus the data input to the classifier is
a 62x62 image. The diagonals of the image generated using
this method contained no usable information. To add relevant
information to the diagonals, the Differential Entropy values
provided in the SEED_EEG dataset [11] are introduced as
the 62 diagonal elements in each image.

III. FEATURE EXTRACTION AND METHODOLOGY
The main features used in classifying emotions in this work
are
1) Mean phase coherence (MPC)
2) Magnitude squared coherence (MSC)

MPC represents the synchronisation between any two
channels of the EEG. [12], [13] MPC across the " and
kth channel is given by:

N-1
MPCy = % S emieim—onm) )
n=0

where ¢;(n) and ¢i(n) denote the phase of i" and
k" channel and N denotes the length of time series data
contained in the channel. The phase of each channel is
computed using Hilbert Transform.

Magnitude squared coherence(MSC) demonstrates the lin-
ear relationship between a pair of signals. The MSC between
X« and Xp, is given by:

Si,i(W)Sk,k(w)
where S; ;(w) and Sy ;(w) denote the power spectral densities
and S, x(w) is the cross power spectral density.

Values of MPC and MSC lies in [0,1]. MPC and MSC for
all the combinations of the channels were calculated. MPC
was obtained for each of the three bands separately, while
MSC was summed and normalized. Since the coherence (i,
j) is the same as (j, i), We stacked these features into a
matrix of dimension 62x62 such that the upper triangle
of the matrix was filled with MPC values and the lower
triangle with MSC values. Fig 1. shows the block diagram of
the method employed to generate the dataset. The diagonal
elements of these matrices contained information about the
coherence between the same channels. Hence they carried
no information in particular. In [[11]], the authors concluded
that DE is well suited for emotion recognition. Motivated by
this, we took advantage of the DE feature provided along
with SEED.

Let X be a random variable with probability distribution f,
the DE h(X) is defined as

MSC; p(w) = 2)

hx) = [ 100 log F(X)ds @)
We obtained the mean of the DE values for every channel
and stacked it into the diagonal of the matrices. The matrices
were then converted to images such that alpha(c), beta(s3),
and gamma(y) bands correspond to RGB values. The im-
ages were then fed to the ResNet-50-based transfer learn-
ing model. We performed subject-dependent and subject-
independent classifications of emotions.

In subject-dependent classification, to avoid overfitting due
to training on the limited availability of data, 10-fold cross-
validation was employed. We added a global spatial average
pooling layer, a fully-connected layer, and a logistic layer to
the model as shown in Fig 3.. These layers were randomly
initialized and trained on the subject-dependent classification
task.

In the subject-independent classification process, as shown in
Fig 2., we incorporated a 2D convolution layer, a Dense layer,
a Flatten layer and finally a Dense layer which generated a
probability distribution over the 3 classes.

IV. EXPERIMENTS

Two experiments were conducted on the SEED dataset.
The first experiment was a subject-dependent classification
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Fig. 1. Method used for generating the dataset which is fed to the Classifiers.(BPF refers to band pass filter)
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Fig. 2. Transfer learning approach using ResNet-50 for subject-independent classification

and the second was a subject-independent classification.
1) Subject-dependent experiment:
Subject-dependent classification is a method where the clas-
sifier is trained and tested on data that is specific to certain
subjects or individuals. In this scenario, a 10-fold cross-
validation technique was employed to train and evaluate the
classifier. The data was divided into 10 equal parts, with 9
parts being used for training and the remaining part being
used for testing. This approach allows for a robust evaluation
of the classifier’s performance, as it is trained and tested on
different subsets of the data, simulating the scenario where
the model is trained on data from some subjects and tested
on data from other subjects. The evaluation metric used
was accuracy. Mean accuracy was obtained by averaging the
accuracy scores of all the folds.
2) Subject-independent experiment:
Subject independent classification refers to a scenario where

the classifier is trained and tested on data from different
subjects or individuals. In this case, the classifier is not
specifically tailored to the characteristics of the subjects for
which it is trained and is expected to generalize well to new
data from unseen subjects. The experimental setup involved
dividing the dataset into a training set and a testing set
in a specific way. A leave-one-subject-out (LOSO) cross-
validation approach was used, where out of the 15 subjects,
one subject was designated as the testing set while the
remaining 14 subjects were used as the training set. This
process was repeated for each subject so that each subject
appears in the testing set exactly once. The mean accuracy
obtained from each iteration was calculated, providing an
overall measure of the classifier’s performance on the dataset.

V. RESULTS

We conducted two types of experiments on the SEED
dataset: subject-dependent and subject-independent. In the



CHNN - ResMNet 50

i&x

ImageNet Dataset o

Preliminary training

Average  Softmax
L | paol

Transfer Learning

N O
> | | - > —> —>()
b O
\i a Global Spatial Average G Logistic
Training Data | ) | annIlng layer |
[ I |
Unchanged Layers Modified layers

Fig. 3. Transfer learning approach using ResNet-50 for subject-dependent classification

subject-dependent experiment, the classifier achieved an TABLE 11
accuracy of 93.1% with a standard deviation of 3%. In the =~ COMPARISON WITH EXISTING LITERATURE FOR SUBJECT INDEPENDENT
Lo ’ . . EMOTION CLASSIFICATION USING SEED_EEG
subject-independent experiment, the accuracy obtained was -

71.6% with a standard deviation of 7.6% as shown in Fig 4. \ Paper [ model [ Accuracy |
The error bars in the graph shows the standard deviation. The _Sunhee Hwang et al. [17 Multi-task DNN 75.3%
results of these experiments were compared against various Cimtay and Ekmekcioglu. 15} | SVM and DNN 78.3%
. . . . Li, Jingkong et al. [19] SOGNN 86.8%
previous models, and the comparison is presented in tables Our Model Transter learming | 71.6%
1 and 2.
TABLE I , ,
COMPARISON WITH EXISTING LITERATURE FOR SUBEJCT-DEPENDENT Cohen’s Kappa « is defined as
EMOTION CLASSIFICATION USING SEED_EEG
K= Pcl — Pch (4)
Paper ‘ Model Accuracy " 100 — pen
Liu, Junxiu et al. I]l__4—[]_ DNN and SAE 96.7%
Song, Zheng et al. [15] DGCNN 90.4% . . .
Asghar, Adecl ot al. [16] DNN o1 3% Here, p,; is the accuracy of the classifier apd Here, Deh 18
Our Model Transfer learning | 93.1% the chance level accuracy. The value of « lies in the range

[-1,1] where values closer to 0 indicate that the performance
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of the classifier is only as good as a random guess.
The chance accuracy for classifying three classes is 33.33%.
The x value for the subject-independent classification accu-
racy is 0.574 and 0.897 for subject-dependent classification.
Our results show that the classifier performed at least twice
as well as chance accuracy in both subject-dependent and
subject-independent experiments.

VI. CONCLUSION

In this work, a novel combination of features is proposed
for classifying emotions from EEG data. To overcome the
limitation of limited data availability, transfer learning using
a pre-trained ResNet-50 model is employed. The achieved
accuracy in subject-dependent classification is 93.1%, and in
subject-independent classification is 71.6%. These results are
significantly better than the chance accuracy of classifying
three classes. The innovation in this work is the use of
MPC, MSC and DE as the primary features for EEG emo-
tion classification and compactly arranging them in a three-
dimensional array. This three-dimensional array, resembling
a colour image in the RGB space is fed to a ResNet-50

model, pretrained on ImageNet dataset, enabling the model
to effectively classify emotions.

VII. FUTURE SCOPE

The future direction of this research includes exploring
the potential of data augmentation techniques to enhance the
model’s performance and generalization ability. By imple-
menting data augmentation, the limitation of limited data
availability can be mitigated to some extent. Furthermore,
experimenting with different classifiers and a combination of
enhanced features can lead to an improvement in classifica-
tion accuracy. The significance of this research is substantial
as it holds the potential to be applied in the field of neuropros-
thetics to aid individuals dealing with emotional disorders. In
summary, this study presents a novel combination of features
for the classification of emotions from EEG data, and the
outcomes demonstrate the promise of the proposed method
for further research in this area.

VIII. ETHICS STATEMENT

Publicly available dataset (SEED_EEG) was used in
this study(https://bcmi.sjtu.edu.cn/home/seed/seed.html). The
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