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Evaluating Classifier Confidence for Surface EMG Pattern Recognition

Akira Furuil

Abstract— Surface electromyogram (EMG) can be employed
as an interface signal for various devices and software via
pattern recognition. In EMG-based pattern recognition, the
classifier should not only be accurate, but also output an
appropriate confidence (i.e., probability of correctness) for its
prediction. If the confidence accurately reflects the likelihood
of true correctness, then it will be useful in various applica-
tion tasks, such as motion rejection and online adaptation.
The aim of this paper is to identify the types of classifiers
that provide higher accuracy and better confidence in EMG
pattern recognition. We evaluate the performance of various
discriminative and generative classifiers on four EMG datasets,
both visually and quantitatively. The analysis results show that
while a discriminative classifier based on a deep neural network
exhibits high accuracy, it outputs a confidence that differs from
true probabilities. By contrast, a scale mixture model-based
classifier, which is a generative classifier that can account for
uncertainty in EMG variance, exhibits superior performance
in terms of both accuracy and confidence.

I. INTRODUCTION

Human-machine interfaces that utilize surface electromyo-
gram (EMG) facilitate the intuitive operation of devices
and application software. EMG signals are electrical ac-
tivities generated during muscle contraction, and various
motion-specific signal patterns can be obtained by attaching
electrodes to multiple locations on the skin surface. These
interfaces utilizing EMG signals have been applied in var-
ious fields, including myoelectric prosthetic hands, human-
computer interactions, and rehabilitation engineering [1].

To realize such interfaces, machine learning techniques,
particularly those based on pattern recognition, are typi-
cally employed. Specifically, mapping between the measured
EMG patterns and class labels (e.g., executed motions) is
learned using training data, and then class labels on test data
are predicted. Various classifiers have been used to achieve
this previously, and they can be broadly categorized into
discriminative and generative classifiers. Each type presents
its own advantages and disadvantages; however, the authors
recently reported the effectiveness of a generative classifier
that can account for uncertainty in EMG variance [2].

In EMG-based pattern recognition, classifiers must demon-
strate not only high accuracy, but also confidence in their
decisions. For example, rejecting motions with low confi-
dence can prevent unintended control [3]. The use of high-
confidence test data for sequential learning can result in
effective online adaptation. In general, prediction confidence
is defined by the posterior probability of the class prediction
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output by the probabilistic classifier. This probability ideally
reflects the likelihood of the true correctness.

However, a recent study demonstrated that modern deep
neural network-based classifiers tend to exhibit overconfi-
dence compared with classical classifiers, despite their im-
proved accuracy [4]. In EMG pattern recognition, researchers
have suggested that whereas different classifiers may exhibit
similar classification accuracies, their underlying confidence
profiles may differ substantially [5]. Therefore, identifying
EMG classifiers that provide good confidence may facilitate
the development of reliable interfaces.

In this paper, we examine the confidence of classifiers used
in EMG pattern recognition across multiple datasets. Specif-
ically, we evaluate the accuracy and confidence of several
discriminative and generative classifiers with different levels
of complexity and characteristics. The classifier confidence is
analyzed visually and quantitatively. By performing a series
of analyses, we aim to clarify the classifier types that provide
both high accuracy and good confidence estimates.

II. MATERIALS AND METHODS
A. Datasets

We used four publicly available EMG datasets on upper-
limb motions. Table [I] presents the characteristics of each
dataset. Datasets I, II, and III were obtained from [6],
[7], and [8], respectively. Dataset IV was extracted from
the putEMG [9] dataset. In this dataset, the participants
performed three distinct tasks, with the task referred to as
repeats_short, as utilized in the present study. Although three
elastic bands, each with eight electrodes, were used for EMG
measurements, only the middle band was used.

For feature extraction, each dataset was subjected full-
wave rectification and smoothing using a second-order low-
pass Butterworth filter with a cutoff frequency of 2 Hz.
The classifiers were trained and tested individually for each
participant. Each dataset involved multiple trials (motion
repetitions), with the first two trials serving as the training
set and the remaining trials the test set.

B. Classifiers

Let x € R” be an EMG feature pattern recorded from
D electrodes and y € {1,...,C} be the corresponding class
label (target motion). In this experiment, three discriminative
and three generative classifiers were trained and tested on
each dataset to evaluate their performance and confidence.

1) Discriminative Classifiers: Discriminative classifiers
model the posterior probability for each class (motion). In
other words, they directly estimate the conditional probability
p(y|x) through training.



TABLE I
DATASET INFORMATION

Dataset  # Motions (C)  # Electrodes (D)  Sampling frequency  # Participants  Training trials  Test trials
I 10 2 4,000 Hz 10 1,2 3,4,5,6
I 14 8 4,000 Hz 8 1,2 3,4

1 15 8 4,000 Hz 8 1,2 3

v 7 8 5,120 Hz 44 1,2 3,4,5,6

o Linear logistic regression (LLR) is a linear probabilis-
tic classification model and a type of generalized linear
model that employs logits as the link function. The
model has a unique solution and can be trained using
optimization algorithms such as quasi-Newton methods.
We applied a weight decay of 0.01.

o Multilayer perceptron (MLP) is a classifier composed
of multiple layers of perceptrons and is the standard
neural network model. In this experiment, we defined
one hidden layer comprising 50 units and employed a
rectifier linear unit (ReLU) as its nonlinear activation
function. This model was trained using the Adam op-
timization algorithm with a learning rate of 0.001 and
a batch size of 128. We applied the weight decay of
0.0001.

o Deep multilayer perceptron (Deep MLP), which is
defined as a deep network structure with multiple hidden
layers, is expected to exhibit superior learning capabil-
ities compared with MLP, as the nonlinear function is
repeated several times. In this experiment, three hidden
layers were established using 100, 50, and 25 units in
each hidden layer. The nonlinear activation function and
optimization algorithm were the same as those used for
the MLP. In addition, batch normalization was applied
to each hidden layer to stabilize the learning process.

2) Generative Classifiers: Generative classifiers model
the joint probability p(x,y) = p(x|y)p(y) of the inputs and
outputs. Subsequently, the posterior probability for each class
can be calculated using Bayes’ rule as follows:

p(xly)p(y)

p(x) @

pylx) =
A classifier can be designed by establishing an appropriate
distribution for the class-dependent generative model p(x|y).

o Linear discriminant analysis (LDA), which is a
method applied not only for classification but also for
a wide range of applications such as dimensionality
reduction, can be interpreted as a generative classifier
based on Gaussian distributions with a shared covari-
ance matrix among classes. Therefore, the generative
model of class ¢ in LDA is expressed as

p(xly = ¢) = N(x|p, 2), (2)

where N (x|, X) represents a Gaussian distribution
with a mean g € RP and covariance matrix ¥ €
RP>D This model is typically used in EMG-based

systems owing to its simple structure and low compu-
tational cost.

e Quadratic discriminant analysis (QDA) is a genera-
tive classifier that uses a Gaussian distribution with a
unique covariance matrix for each class:

p(xly = ) = N(x|p,, Ze). 3)
Unlike LDA, which can only learn linear decision
boundaries, QDA can learn quadratic boundaries. QDA
is equivalent to a Gaussian mixture model-based clas-
sifier with a single-mixture component.

e Scale mixture model-based classifier (SMMC) [2],
which is a non-Gaussian classifier, captures the char-
acteristics of EMG generation more effectively. The
classifier is composed of a linear combination of scale
mixture models [10], which assume a hierarchical prob-
ability structure for the signal variance, and can account
for the uncertainty in the EMG variance. The generative
model for class c in this classifier is expressed using the
latent variable u.;, which generates stochastic fluctua-
tions in EMG variance:
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where K. is the number of mixing components, 7.
is the mixing coefficient, v, is the degree-of-freedom
parameter, and IG(u|a,b) denotes the inverse gamma
distribution with shape a and scale b. The authors
showed that SMMC can classify EMG patterns with
higher accuracy than the existing classification mod-
els [2]. Furthermore, the authors presented a technique
for automatically determining the hyperparameters, K,
and v.. In this paper, however, we fixed them as K. = 1
and v, = 0.1 for simplification.

C. Evaluation

After training each classifier on the training set, we cal-
culated its accuracy using the test set. In addition to the test
accuracy, we evaluated the confidence of the class predictions
and compared them across classifiers.

Given a test data point x,, a class prediction g,, and its
associated confidence p,, can be obtained using the posterior



Fig. 1.

probability, which is the output of the classifier, as follows:
yn = arg maXp(yn = C|X’n)7 (5)
Dn = m?xp(yn = c|xp). (6)

Ideally, the confidence estimate p,, should reflect the prob-
ability of the classification result being correct. As an
example, given 100 predictions, if the confidence of each
prediction is 0.7, then 70 predictions should be classified
correctly. Thus, a classifier that provides adequate confidence
is described as well calibrated. We evaluated the confidence
of each classifier using the following methods.

Reliability diagrams are visual representations of the
classifier calibration [4]. Given N test data points, their
prediction confidence is first segmented into M interval bins,
thereby Let B,, be the set of indices corresponding to the
data points in each bin m € {1,..., M}, then the average
accuracy acc(B,,) and average confidence conf(B,,) for
each B,, are calculated as follows:
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where y; is the true class label, 1(-) is the indicator function,
and | B,,,| represents the size of B,,. Finally, a plot is created
with conf(B,,) along the horizontal axis and acc(B,,,) along
the vertical axis. Thus, a perfectly calibrated classifier will
exhibit acc(B,,) = conf(B,,) for all m, and the plot will
be diagonal. Any deviation from the diagonal implies a
miscalibration. In this experiment, the number of bins was
set to M = 10.

Expected calibration error (ECE) is an approximation
of the difference in expectations between confidence and
accuracy [11]. This metric can be calculated using the
average of the bins’ accuracy and confidence as follows:

M
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ECE = — B,,) — conf(B,,)]|. 9
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The difference between the accuracy and confidence for a

given bin represents a calibration gap, which corresponds to
the deviation from the diagonal in reliability diagrams.

Reliability diagrams for MLP, Deep MLP, LDA, and SMMC on Dataset III. Red bar represents calibration gap for each bin.

Maximum calibration error (MCE) is an approximation
of the worst-case deviation between confidence and accu-
racy [11]. Similar to ECE, this metric can be calculated as

MCE = (10)
me{l,...,
The MCE can be regarded as the largest calibration gap
across all bins in reliability diagrams.

IIT. RESULTS

Fig. [T] shows the reliability diagrams for MLP, Deep MLP,
LDA, and SMMC on Dataset IIl. The dashed diagonal line
in each diagram indicates perfect calibration. The red bar
represents the calibration gap for each bin, where the gap
below and above the diagonal indicates overconfidence and
underconfidence, respectively. Additionally, the ECE metric
corresponding to each reliability diagram is shown in the
figure, which represents the weighted average of the gaps.

Table lists the accuracy and confidence metrics for
each classifier. The best metric values for each dataset are
highlighted in bold font. Note that higher accuracy and lower
ECE/MCE indicate better results. The relationship between
accuracy and ECE is shown in a scatterplot in Fig. [2| Based
on the property of each metric, the classifiers plotted in the
upper-left corner of the scatterplot exhibit higher accuracy
and are well-calibrated.

IV. DISCUSSION

The accuracy for test data tended to be higher for the
more complex models. In particular, Deep MLP among the
discriminative classifiers and SMMC among the genera-
tive classifiers achieved better performance than the other
classifiers on average, thus indicating their suitability for
EMG classification. By contrast, LDA, which is widely
used in EMG classification, demonstrated low accuracy for
all datasets. The strong constraint of sharing covariance
among classes in the LDA is likely to adversely affect the
classification of these datasets.

However, accuracy and confidence metrics are not nec-
essarily positively (or negatively) correlated. Discriminative
classifiers, including Deep MLP, which shows high accuracy,
tend to have worse ECE and MCE overall. This can be
observed from the reliability diagrams, indicating that neural
network-based classifiers such as MLP and Deep MLP are



TABLE I
PERFORMANCE METRICS ON EMG DATASETS

Dataset Classifier Accuracy (1) ECE () MCE ({)
LLR 63.78% 9.09% 13.07%
MLP 65.17% 8.04% 16.35%
I Deep MLP 65.02% 17.16% 26.33%
LDA 57.88% 7.50% 12.77%
QDA 63.74% 14.33% 20.67%
SMMC 64.21% 6.13% 27.53%
LLR 79.32% 19.56% 42.16%
MLP 78.89% 18.39% 32.34%
I Deep MLP 85.22% 9.89% 28.41%
LDA 81.49% 13.63% 30.99%
QDA 82.81% 14.74% 38.51%
SMMC 85.68% 5.29% 15.93%
LLR 85.70% 8.78% 15.75%
MLP 86.47% 8.61% 20.09%
I Deep MLP 86.21% 9.67% 28.83%
LDA 81.66% 5.69% 19.06%
QDA 87.22% 8.94% 25.45%
SMMC 88.48% 1.38% 8.99%
LLR 79.95% 5.69% 77.21%
MLP 72.35% 7.04% 15.41%
v Deep MLP 80.81% 12.06% 28.02%
LDA 75.11% 7.20% 13.25%
QDA 76.89% 18.79% 37.42%
SMMC 80.59% 7.94% 16.99%
M LLR MLP Deep MLP A LDA QDA SMMC
704 90
< 651 ] 5 854
S 2y
© 60+ ©
5 A 5 A
8 o5 g o1 ]
< < i
so1___ LG
0 5 10 15 20 25 0 5 10 15 20 25
ECE (%) ECE (%)
(a) (b)
904
. o S
> >
3 A S
5 5 A
O 801 Q
Q o
< < 79
0 5 10 15 20 25 0O 5 10 15 20 25
ECE (%) ECE (%)
(© (d)

Fig. 2. Accuracy vs. ECE plot for each dataset. (a) Dataset 1. (b) Dataset
II. (c) Dataset III. (d) Dataset IV.

overconfident. Such overconfidence in highly nonlinear net-
works is consistent with phenomena reported in large image
and natural language datasets [4]. By contrast, generative
classifiers, in particular LDA and SMMC, showed better re-
sults in terms of ECE and MCE. Further analysis is required
to fully understand the underlying reasons. However, gener-
ative classifiers involve stronger assumptions regarding the
data generative process; thus, if this assumption is consistent
with the actual data distribution, then the confidence may

approach the true predictive uncertainty.

Remarkably, SMMC demonstrated superior performance
in terms of both accuracy and confidence. In particular, ECE
was less than 10% for all datasets, indicating relatively few
miscalibrations. This might be because SMMC is constructed
based on the generation characteristics of EMG signals and
can thus account for the uncertainty involved in EMG. These
results suggest that SMMC can effectively perform advanced
tasks that utilize classifier confidence, such as the sequential
learning, out-of-distribution detection, and active learning of
EMG patterns.

V. CONCLUSION

In this paper, we conducted a visual and quantitative
evaluation of the prediction confidence of classifiers for EMG
pattern recognition. We demonstrated that whereas com-
plex discriminative classifiers exhibited high accuracy, their
confidence deviated from the true probability. Furthermore,
we revealed that a scale mixture model-based generative
classifier, SMMC, exhibited superior performance in terms
of both accuracy and confidence. This paper provides a
solid foundation for future investigations pertaining to EMG
pattern recognition and the use of confidence in classifiers.

A limitation of this study is that the classifiers and datasets
employed were not exhaustive; thus, further enhancements
are warranted. Furthermore, neural network-based classifiers
have been shown to improve confidence via the utilization
of suitable calibration methods; hence, we plan to examine
these effects. Finally, the well-calibrated confidence output
by the SMMC should be investigated.
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