Timing Analysis of Reliable Real-Time Communication in CAN Networks

Luis Miguel Pinho Francisco Vasques
Department of Computer Engineering Department of Mechanical Engineering
ISEP, Polytechnic Institute of Porto FEUP, University of Porto
Porto, Portugal Porto, Portugal
E-mail: Ipinho@dei.isep.ipp.pt E-mail: vasques@fe.up.pt

This may be disastrous if the CAN network is used to
support replicated applications, since these applications
require that replicated components provide the same

The Controller Area Network (CAN) is a fieldbus results, when they are correct. Thus, the consistency of the
network with real-time capabilities. It is generally delivered messages must be guaranteed by atomic
considered that CAN guarantees atomic multicast multicast mechanisms, which guarantee that messages are
properties, through its extensive error detection/signalling delivered by all (or none) of the component replicas, and
mechanisms. However, there are error situations wherethat they are delivered only once. Furthermore, there is the
messages can be delivered in duplicate by some receivergeed to agree in the delivery order of multicasts, and to
or delivered only by a subset of the receivers, leading toconsolidate values from replicated inputs.
inconsistencies in the supported applications. The DEAR-COTS (Distributed Embedded

In order to prevent such inconsistencies, a set of ARchitecture using Commercial Off-The-Shelf
atomic multicast protocols is proposed, taking advantage components) architecture [5] provides a generic
of CAN synchronous properties to minimise its run-time framework for distributed hard real-time applications,
overhead. This paper presents such set of protocolsguaranteeing their timeliness and reliability requirements.
focusing on the timing analysis of the supported reliable |n this architecture, CAN is used as the communication
real-time communication. It demonstrates that, in spite of infrastructure for reliable real-time communication. A set
the extra stack of protocols, the real-time capabilities of of protocols is provided in order to guarantee atomic
CAN are preserved, since the predictability of messagemulticasts and consolidation of replicated components’

Abstract

transfer is guaranteed. outputs. In this paper, the timing characteristics of the
protocols are analysed, demonstrating that the real-time
1. Introduction characteristics of CAN are preserved.

The paper is organised as follows. Section 2 presents
Controller Area Network (CAN) [1] is a fieldbus Wwork related to reliable communication in CAN. Then,
network suitable for small-scale Distributed Computer Section 3 presents the requirements posed to the
Controlled Systems (DCCS). Several studies on how tocommunication infrastructure. Section 4 presents the
guarantee the real-time requirements of messages in CANproposed protocols for reliable real-time communication
networks are available (e.g. [2]), providing the necessaryin CAN. Their timing analysis is then described in Section
pre-run-time schedulability conditions for the timing 5, developing the necessary pre-run-time schedulability
analysis of the supported traffic, even for the case ofconditions. Finally, a numerical example is presented in
networks disturbed by temporary errors [3]. Section 6 and some conclusions are outlined in Section 7.
CAN networks also have extensive error detection and
signalling mechanisms, which impose the retransmission2, Related work
of the message when an error is detected. However, it is
known that these mechanisms may fail when an error is The use of CAN networks to support DCCS
detected in the last but one bit of the frame [4]. This applications requires not only time-bounded transmission
problem may cause messages to be delivered in duplicatgervices, but also the guarantee of consistency for the
by some receivers or to be delivered only by a subset ofsupported applications. In spite of the extensive CAN
the receivers. built-in mechanisms for error detection and recovery [1],



there are some known reliability problems [4], which can fault-tolerant broadcast protocols is proposed, which solve
lead to an inconsistent state of the supported applications.the message omission and duplicate problems. However,
Such misbehaviour is a consequence of different errorsuch protocols do not take full advantage of the CAN
detection mechanisms at the transmitter and receiveisynchronous properties, therefore producing a greater run-
sides. A message is valid for the transmitter if there is notime overhead under normal operation. For instance, in the
error until the end of the transmitted frame. If the messagebest-case (data message with 8 bytes), the overhead of the
is corrupted, a retransmission is triggered according to itstotal order protocol (TOTCAN) is approximately 150%.
priority. For the receiver, a message is valid if there is noThe problem is that, in order to achieve ordered
error until the last but one bit of the received frame, beingmulticasts, each receiver must re-transmit an ACCEPT
the value of the last bit treated as 'do not care'. Thus, anessage, even if there is no error. Other protocols in the
dominant value in the last bit does not lead to an error, inset do not guarantee total order. Therefore, the overheads
spite of violating the CAN rule stating that the last 7 bits introduced by these protocols make them very inefficient.

of a frame are all recessive. Another approach would be to use hardware-based
solutions, such as the one described in [6]. This approach
Do ot care’ bit AL tnis moment, Recelver A has accepted the frame, whie  jg hased in a hardware error detector, which automatically
Receiver accepts Receiver B has rejected it i ’ ) ¢ :
the frame - Ifthe sender retransmits the frame, then Receiver B will retransmits messages that could potentially be omitted in
ocover A ﬂ o et et egyae & duplicate frame some nodes. It solves the inconsistent message omission
- Ifthe sender fails before the retransmission, then problem, but, in order to achieve order, it is necessary to
—— E ot mesane o restrict hard real-time messages to never compete for the
bus, in a time-slotted approach.
Error detected
Receiver B d Sender sphgdules frame for . X X
:ED [etansmission 3. Communication requirements
RETTOT detegtetti Receiver B signals the Error,
eceiver rejects starting an Error Frame in the . .
the frame last bit of the frame In the DEAR-COTS architecture, a hard real-time

application is constituted by several tasks (processing
units) distributed over the nodes of the system. To

Receivers detecting a bit error in the last but one bit Ofguarantee the reliability requirements of applications,

. . arts of it must be replicated, in order to tolerate
the frame (Figure 1) reject the frame and send an Error P '

F tarting in the following bit (last bit of the f individual faults. Therefore, the notion of “component” is
rame starting in the following bi (las 0l O‘ e rame).' introduced, which is the replication unit. Each component
As for receivers the last bit of a frame is a ‘do not care

) ; ~can include tasks and resources from several nodes, or it
bit, other receivers may not detect the error and will

g .. can be located in just one node. As an example, Figure 2
accept the frame. However, the transmitter re-transmits J P 9

the frame, as there was an error, thus some receivers Wiﬁhowsdat rea(lj—_;lfme a}[ppllcatlon V\tnth;(;askg 2, 75 and
have aninconsistent message duplicatéhe use of 1), and two different components:( Q).
sequence numbers can solve this problem, but it does not 1 [ LI [ [

Figure 1. Inconsistency in CAN.

prevent messages from being received in different orders. =] E_E;""c—/_ ______ E T
Additionally, if the transmitter fails before being able to :E E' e L
retransmit the frame, some receivers will never receive the o e e T TR ]
frame, which causes amconsistent message omission Cz:E i :E ‘

In [4], the probability of message omission and/or et tetelelaletete i
duplicates is evaluated, in a reference period of one hour, 1 | | |

for a 32 node CAN network, with a network load of
approximately 90%. Bit error rates were used ranging

from 10 to 10°, and node failures per hour of 4@nd ™ ation infrastruct . tee that
10 For inconsistent message duplicates the results € communication infrastructure must guarantee tha

obtained were from 2.87 x 160 2.84 x 18 duplicates per all messages sent by correct nodes are orderly delivered to

hour, while for inconsistent message omissions the result?“ Its reC|p|ents.t Hc;wet\;]er, theref must also bet ban
ranged from 3.98 x 1dto 2.94 x 16 omissions per hour. all-or-none guarantee for the case ot a message sent by an

These values demonstrate that for reliable real-timeincorrect node: either all correct nodes deliver that
communications. CAN built-in mechanisms for error Message, or none of them deliver it. There is also the need

recovery and detection are not sufficient. to agree in the order by which broadcasts are delivered,

; ; d to consolidate values from replicated inputs.
Thus, the use of CAN to support reliable real-time an ; .
communications must be carpepliully evaluated and In the DEAR-COTS architecture, there is the need for

appropriate mechanisms must be devised. In [4], a set ofhe following four types of message exchangeto-1, 1-
to-many many-to-landmany-to-many

Figure 2. Hard real-time application.



For 1-to-1 communicatioficommunication from a non- messages are delayed accordingly to their worst-case
replicated component to another non-replicated response times, considering the case of a network
component, or communication internal to a component)disturbed by inaccessibility periods [2] [3]. It is also
there is only the need for a reliable multicast, since thereassumed that clocks are approximately synchronised, to
is no replication, thus order issues are not relevant.guarantee the deterministic behaviour of components [9]

However, when a result is to be disseminated to a group ofind the correct evaluation of the delivery delays.

replicated components 1{o-many communicatijn

atomic multicast protocols [7] must be used to guarantee4.1

that replicated receivers get the same information, in the
same order.

When a group of replicated components receives input-
from another group of replicated componentsaify-to-
many communication)t must agree on the value to use.
Thus, an interactive consistency algorithm must be used.
Each of the receiving components must receive all the
values proposed by the replicated transmitters, and agree
on the value to be delivered. If an underlying atomic -
multicast mechanism is used to disseminate each value,
then it is guaranteed that every receiver will have the same
input values, and by the same order. The agree decision
can then be performed by a sim@ensolidateprotocol,
that decides on one of the received values (or on some
value computed from them).

The case ofmany-to-1 communicatiois a simplified -
version of the previous one. The receiving component has
only to decide from the set of received inputs. The same
Consolidateprotocol is used, but using only a reliable data
transfer from the replicated transmitters to the receiver.

4. Reliable CAN communication

The Atomic Multicast

Failure assumptions

In the DEAR-COTS architecture it is assumed that:

A single message can be disturbed by at rkggt
duplicates. As the probability of an inconsistent
message duplicate is approximately “10(the
transmission of 2.87 x IGmessages per hour results
in, at most, 2.84 x foduplicate messages [4]), it is
not foreseen the necessity g, greater than 2.

During a timeT, greater than the worst-case delivery
time of any message, at most one single inconsistent
message omission occurs in the network. Considering
the existence of 3.98 x £ao 2.94 x 1@ inconsistent
message omissions per hour [4], the occurrence of a
second omission error in a peridd of, at most,
several seconds has an extremely low probability.
There are no permanent medium faults, such as the
partitioning of the network. This type of faults must
be masked by network redundancy schemes.

4.2 Atomic multicasts

module provides several

protocols with different failure assumptions and different
In the DEAR-COTS architecture, the Communication Pehaviours in the case of errors.

Manager Layer (Figure 3) is the responsible for the
reliable and timely communication. The Filtering layer
allows that only nodes registered to receive a particular
message stream will process messages related to that
stream, decreasing the number of messages in error
situations.

Atomic

Consolidate
Multicast

IMD| 2M |2M-GD|

Unrel.

uoI4DUNBIJUO)

Filtering Layer
-
Figure 3. Communication Manager structure.
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Figure 4.1IMD protocol.

The IMD (Inconsistent Message Duplicate) protocol
Relying on CAN frames being simultaneously received (Figure 4) provides an atomic multicast that just addresses
in every node, the protocols are based in delaying thethe inconsistent message duplicate problem. To guarantee
deliver of a received frame for a specific (bounded) time. that the duplicates are correctly managed, every node,
The approach is similar to theprotocols [8], where, in when receiving a message marks it as unstable, tagging it
order to obtain order, message delivery is delayed for aVith @ taeiver (Current time plusdseive). If & duplicate is
specific time 4). In the DEAR-COTS approach, delivery received beforegeiver, Such duplicate is discarded and

delays are evaluated on a stream by stream basis, whefigeiveriS Updated (since in a node not receiving the original
messagetyeqiver refers to the duplicate).



The 2M (Two Messages) protocol addresses both thethe 2M-GD (Guaranteed Delivery) protocol, nodes
inconsistent message duplicates and inconsistent messageceiving the message but not the confirmation, shall
omissions. For the case of inconsistent message omissiongtransmit the message (instead of an abort). This protocol
it guarantees that either all or none of the receivers delivetis however less efficient than ttf#M protocol (in error
the message. In this case, not delivering a message isituations), since messages are retransmitted with the data
equivalent to a transmitting node crash before sending thdield. To guarantee an orderly deliver, it is necessary to
message. use & tyeiiver afier emor 10 SOIVE inconsistent message

The 2M protocol is based on the transmission of a duplicates.
confirmation for every multicast sent in the bus, and, if
needed, the transmission of related aborts. A node wantingt.3  Consolidation of replicated inputs
to send an atomic multicast transmits the data message,
followed by a confirmation message, which carries no  The Consolidate module is built on top of the atomic
data. A receiving node before delivering the messagemulticast protocols, in order to guarantee that every
must receive both the message and the confirmation. If itreplicated component receives the same set of messages,
does not receive the confirmation before a spetifigm in the same order. The Consolidate protocol performs the
(Figure 5 presents an example of an inconsistentdecide phase after a specific delagyd.qsd, or when it
confirmation message), it multicasts the correspondingknows that it will not receive further messages (Figure 6).
abort frame.

Deliver 1 Deliver 2 Deliver 3
A R
Confirmation Transmitter fails before Decide
Message; L
retransmiting e d time

Transmitter

Receiver 1 Odecide

Receiver 2 \ \& / Figure 6. Consolidate in error free situation.

Receiver 3
Receiver 3 signals f Abort For the case ahany-tp—lcommunication, there is no
the error B T need to use underlying protocols that solve the

Odeliver inconsistent message omission problem, since just one

node will deliver the message. However, it is still
necessary to address the inconsistent message duplicate
problem, as the receiving node may have duplicate
messages. Thus, it is sufficient to uselMB protocol.

Figure 5. Inconsistent message omission while sending
the confirmation (2M protocol).

This implies that several aborts can be simultaneously
sent (at most one from each receiving node that is . .
interested in that particular message stream). A message - Response time analysis
only delivered if the node does not receive any related
abort frame until after a speciftgeer (Since a node that In order to guarantee the timeliness requirements of
receives the message but not the confirmation does noteal-time applications it is necessary to previously analyse
know if the transmitter has failed while sending the the response time of the proposed protocols. As these
message or while sending the confirmation). protocols are based on delaying of the delivery and

When a message is received, the node saves it in the séPnsolidation phases, the response time analysis is
of received messages, and marks it as unstable, tagging gonstrained by the evaluation of these delays.

with the teonirm and teeiver A Node receiving a duplicate In the following analysis, it is considered a CAN
message discards it, but updates B@fm andteiver AS network withn message streams defined as:

the data message has a higher priority than the related _ 1)
confirmation, then all duplicates will be received before SH _(Cm’Tm’ Dm)

the confirmation. Duplicate confirmation messages will h def " h terised b
always be sent before any abort (confirmation message ere$y defines a message streamcharacterised by a

have higher priority than related abort messages), thus,unique identifier._Cm is the_ '0’_1995t message duration of
they will confirm an already confirmed message. No streamSy, andTr, is the periodicity of strear, requests.

: : ; : In order to have a timing analysis independent from the
update is performed in this caset{gsim andtyeiver SINCE o i A
thpey are rglated to the fime of regfgg;ion of the messageode! of the tasks, it is assumed that this periodicity is the
not the confirmation minimum time interval between two consecutive arrivals
The 2M protocol can be modified to guarantee the of S“ requests to the outgomg. gueue. Finaly, IS the .
delivery of a transmitted message to all the receiving relatwe deadline of a message, that is, the maximum time
nodes, if it is correctly received by at least one node. Inmterval between the instant when the message request is



placed in the outgoing queue and the instant when theaeference. It must delay the delivery until the time it takes

message is delivered. to completely retransmit a failed message. In the presence
The response time analysis of CAN networks has beerof a duplicate message (Figure e is reset.

addressed in [2], considering fixed priorities for message

streams and a non-preemptive scheduling model. In [3], C Automatic
this response time analysis is extended to integrate Message '“ Retransmission
temporary periods of network inaccessibility (introduced . Duplicated
in [10]). In such analysis, the worst-case response time of Transmitter *\‘ \ f Message
a queued message, measured from the arrival of the Receiver 1
message request to its complete transmission, is: Receiver 2 \ ¥

_ Receiver 3

Rﬂ - |m +Cm (2) Odeliver Deliver
The schedulability of the message stream set is Rn Sdeliver

guaranteed if every message has a response time smaller
than its deadline. The teriy, represents the worst-case Wruo

gueuing delay - longest time interval between the arrival
of the message request and the start of its transmiggion. ~ Figure 7.IMD protocol with one duplicate message.
represents the actual transmission time of the message.

Considering the deadline monotonic (DM) priority — Thus, dseiver Must be greater or equal to the worst-case
assignment, the worst-case queuing delay of a message éesponse time of the duplicate message. This response

message streaBy, is: time is equivalent to the worst-case response time of the
original message, as it has the same priority. However, as
: o+ T H+ 3) the transmitter automatically tries to retransmit the failed
In = B“+u- > T <G =+ Ina(l,,) frame, this retransmitted frame will not be blocked by any
ienel) i 8 H lower priority message:
whereB,, is the worst-case blocking factor, which is equal 5. = R:‘i—‘up 0 Br(ilup -0 (4)
to the longest duration of a lower priority messagg s deliver
the duration of a bit transmission ahg(m) is the set of Considering theMD protocol, the worst-case delivery
message streams with higher-priority th&g Ina(l,) time for message strea®y, is the sum of the message

integrates the temporary periods of inaccessibility causedwvorst-case response time plus the delay introduced by
by errors in frame transmission [3], including the time each one of its duplicates:
necessary to re-transmit failed messages. As a duplicate

message is a consequence of the retransmission of an W' = Ry, + (Kyup + D * Oyerver ®)
inconsistently failed message, the duration of its . . . .
transmission is also included in tha(l,) term. The best-case delivery time is when a message is

Some (or all) of these message streams may use thgansm!tte.d vyith its best-cas'e response 'time (actual
atomic multicast protocols presented in the previous fansmission time) and no duplicate is transmitted:

Section. Therefore, they may involve the exchange of IMD _ (6)

. : Bn =Gt e
extra messages in the network, either from errors m  deliver
(duplicate messages) or from protocol-related messages
(confirmation, abort and retransmission messages). Extr@-2 2M protocol
messages related to a message str&nare referred )
respectively has, P, g ¢ g a0 gng g, fetrans For the 2M protocol, two different delays must be

' considereddeonfirm and Ayeliver FOT Oconiirms it IS considered

5.1 IMD protocol that the message and the confirmation are both put in the

transmission queue atomically, and that any delays needed
The IMD protocol delay eive) is Used to guarantee to handle the transmission of the confirmation message by
that a message is only delivered when it is known thatthe sender node are inferior to the transmission time of the

there will be no more duplicates. A duplicate messagemessage. Thus, the evaluationdgfim considers that the
appears when there is an error in the last but one bit of &onfirmation message will not suffer any blocking:
frame and some nodes do not detect it. Thus, the sender _conf conf _

will automatically retransmit the failed message. As the Oconiem= R 1 By =0

receiving node must evaluate such delay based in local
information, it must take the arrival instant as its time du

(7)

Although network disturbances may lead to the
plication of confirmation messages, tha(l,) term of



equation (3) already integrates these duplicates in thepossible duplicates (Figure 9), thus resetting a®thim

evaluation of the response time. and dueiver Therefore, the worst-case delivery time must
consider an extrad.onirm for each assumed duplicate
Confirmation message.
C
Message L abort oM _
Anode R”’ Wm _Rm+kdup*500nﬁrm+5deliver (9)
Transmitter k 'm:* i . . .
Receiver 1 3 The best-case delivery time is obtained when the
Receiver 2 \ \ / message has its best-case response time (actual message
A \ % transmission time) and there are no duplicates or
Receiver 3 omissions:
6com‘ir‘m Abort ’
2M _
6deliver- Bm _Cm+6deliver (10)
Rn
Won

) ) _ o 5.3 2M-GD protocol
Figure 8.2M protocol with confirm omission.
The2M-GD protocol has the same behaviour as2ile

The dyeiver bound must be determined considering that protocol. For donfim and dueiiver it i only necessary to
every receiver must wait until it is known that it will not rep|ace the worst-case response time of the abort message
receive any abort message. These abort messages will bgr_2°" in equation (8) with the worst-case response time
sent after doniirm DY the nodes that do not receive the of the retransmission message (which is equal to the
confirmation message (Figure 8). However, it must alsoworst-case response time of the original message).
be taken into account the response time of the node itselfultiple retransmissions need also to be considered for
(4nogd, between detecting a missed confirmation until it the response time evaluation of lower priority messages.
places the abort message in the outgoing queue:

bort (8) Retransmission
6de|iver = 6confirm+Anode+ Ri Message Rm"e"'a”s
Note that several abort messages may be transmitted in . \ iy yT—
the network, in relation to the same omission error. ;”’"_S""”:’ N
However, to determine th&yewe bound it is only seener %
necessary to consider the first one to be transmitted, thus Receiver 2 X
to consider the smallgk,qqe Of all receiving nodes. The Receiver 3
possible existence of several aborts in the network in case Oconfirm=-
i i Ar‘lodza 6de|ivzar‘_z:\fhar‘_err‘or
of error must be properly considered for the response-time
evaluation of less priority messages. R Wom-co
Duplicate Confirmation Figure 10.2M-GD protocol With message omission
Message e 2ot followed by transmitter failure.
m
Tran?mi‘r‘;er “\‘ ‘\\1 N F o An extra_delay Geiver atter eror MUst be determined
Receiver \\ \& \ /‘ (Figure 10). This delay must be imposed within each node
Receiver 2 /I Y when a retransmission is received, since it can not
Receiver 3 guarantee that other nodes have already received it (due to
Oconiem Abort inconsistent retransmission duplicates). Thus, it is
Beonfirts necessary to follow a similar approach to thédD
R o protocol, and delay the delivery until all duplicates are
eliver . .
correctly received. Henc&eliver after error iS €qual to the
Wan worst-case response time of a duplicated retransmission
Figure 9. 2M protocol with message duplicate followed message-
by confirm omission. - -
y 6de|iver_after_error - R:f]:‘trans U Brr:‘trans_o (11)
The worst-case delivery time of message str&m The worst-case and best-case delivery time of the 2M-

considering the2M protocol, is when a message is GD protocol are then given by considering that the worst-
transmitted with its worst-case response time with



case is when an inconsistent message omission occurgrrive will be the one with the greater worst-case delivery
and retransmissions are needed. Duplicate retransmissiotime. Therefore:

messages must be taken into account, since it must be _ .

guaranteed that every node delivers the message at the Oecide Dig]reﬁ?fas{W}_uiu@L?caia}+g (14)
same time (once again, this response time is determined ) ) ) )

without blocking, since duplicates are immediately re- WhereW is the worst-case delivery time of messaged

scheduled). B; is the best-case delivery time of messag®nsidering
a common time reference. is the maximum deviation
Retransmission between nodes’ synchronised clocks.
R retrans
Message m

5.5 Response time of message streams

Deliver

In order to determine the response time of each
message stream in the network, it is also necessary to
N consider the interference of confirmation messages and

Receiver 1

Receiver 2

Transmitter ‘“\‘iﬁ
b

Receiver 3 * possible aborts or retransmissions of higher priority
Oconfirm=" message streams that use #ié or 2M-GD protocols.
node e Equation (3) must be updated to account for these new
R Woem-co deliver after._error periods of interference:

Figure 11.2M-GD Protocol with retransmissions. +7,, 0 ot B+
ln=By+ 3 Bk (G +CF) (15)
Ojohp(m) T B B

However, the possible existence of multiple
retransmissions must also be considered (Figure 11). A
node receiving a second retransmission will consider it as +Ina(l,,) +Djr£%){extra_msg}
a duplicate retransmission, as the messages are equivalent,
and it will updatedueiver afier error accordingly. Therefore, whereC;™"is the interference caused by the confirmation
the worst-case response time must also consider th&essage, which is:
maximum number of retransmissions it will receing cont
is the number of receivers of message strg§gm Coe = 5310 2M or 2M-GD protocol (16)
00  otherwise

2M-GD _ *
Wm - Rn + kdup 5confirm+ 6de|iver+

(12) Additionally, max{extra_ms§ accounts for the aborts
+ (M + Ky, )* Oaeiiver atter_error or retransmissions in the network, due to inconsistent
T message omissions. As it is assumed the existence of a
BM 0 =C 45, (13) single inconsistent message omission during a pefiod

(greater than the largest worst-case delivery time), each
message stream needs only to consider the effect of one

5.4 Consolidateprotocol abort/retransmission due to inconsistent message omission
per receiver of messagethat is:

The Consolidateprotocol has to delay thaecidephase
for a specific time deciqd, until it knows that it will not O
receive any more messages. This time is dependent on theextra_msg = @[** C/**"  2M-GD protocol
worst-case delivery for each of the replicated messages. o o otherwise
However, this worst-case time must be referred to an 0

initial time reference, common to all nodes sending these Thelna(l,) term in equation (15) integrates the periods
messages. This common time reference must be they nework inaccessibility caused by errors in frame

release time of the task that sends the message. Thereforgansmission, therefore it includes the retransmissions of
the worst-case delivery time of the messages must alsq,consistently failed messages (that is, duplicates).
take into account the worst-case response time of the tasks

that send the message. . . 5.6 Network utilisation
Knowing the worst-case delivery time for each of the

replicated messagedyeciee May be determined assuming  The network utilisation is given by the sum of the ratio
Fhat the first message to arrive has been transmitted withansmission delay versus period of all message streams.
its best-case delivery time, and that the last message t@qgitionally, periods of temporary network inaccessibility

Dngec* Cjabﬂf‘ 2M protocol an



(due to on-going error detection and recovery The application is divided in three components:
mechanisms) must also be considered [3]: component € encompasses tasks, component &
encompasses, and 1z, and finally component Cis just

(18) 1,. Component €and G are replicated in three replicas,

U= E}zc_m%Uina . . .
mT while component € is not replicated. Node 1
The U, term accounts for the network utilisation due encompasses component @) and G’ (12, 13'), hode 2
to errors in frame transmission, therefore, as alreadycomponent € (1, t3) and G (14), node 3 componentsC
referred, it includes the network utilisation related to (1) and G” (but just 1,”) and node 4 component

duplicate messages.
Considering the proposed atomic multicast protocols,
equation (18) must be updated to account for the extra

Cs"(14") and C,” (but just t3").

Table 1. Tasks’ characteristics.

messages in the network. For each message stream

transmitted with the2M or 2M-GD protocol, an extra

confirmation message must be add€gf{™ to the first
term of equation (18). Furthermore, a third factor is
included in equation (19) to account for network

utilisation related to inconsistent message omissions (one

Task Type WCET Period Comp. Nodes
T Per. 2 5 C1 1
T2 Per. 2 10 Cc2 1,2,3
T3 Spo. 3 10 Cc2 12,4
T4 Per. 4 15 C3 2,34

for each period).
nég){ extra_msg,} (19)

T

extra
C,+C,

U.
%}Zm T El' ina *

u

Table 1 presents each task’s characteristics, while

Table 2 presents the characteristics of the necessary
message streams (all values are in milliseconds).

Table 2. Messages streams’ characteristics.

6. Numerical example

In order to clarify the use of the presented model, a
simple example is used. In this example (Figure 12), a
system where a distributed hard real-time application
executes is considered. The system is constituted by fou
nodes, connected by a CAN network at a rate of 1

Msg Bytes Period From To Prot.
M, 4 5 T To, T2, Ty 2M-GD
5 8 10 " " IMD
3 6 10 T3 LU0 A 2Mm
r M, 6 10 13 414, T4 2Mm
Ms 6 10 LS 7 % i 2M

Mbit/sec.

Application Structure

[ g ]

Messages
Ms, M, Ms
M, >
—>

Application Configuration

My

=

| -1 |

Figure 12. Application example.

The application is constituted by four tasks..<,),
which are spread over the nodes.

results to the following task.

As component
replication is also used, then some of these tasks are als
replicated. In this simple application, each task outputs its

Note that messages from to 13 and 1, to 13’ are
internal to the node, since they are intra-component, and
both tasks are in the same node. Since message & -
to-manycommunication, th&M-GD protocol is used in
order to guarantee that every replica of tgsttelivers the
message. Therefore, there will be an extra confirmation
message with the same period of, Nbut without data
bytes. Since it is considered that an inconsistent message
omission may occur, then it is also necessary to account
for the possible 3 retransmission messages (one from each
receiving node).

Message M is internal to a component (although the
component is spread between nodes 3 and 4), anditis a
to-1 communication. Therefore, it is sufficient to use the
IMD protocol, since only duplicates are to concern.
Messages Mto Ms are messages from replicategto
replicatedt,, therefore they need consolidation in every
replica oft,. As this consolidation will mask node failures
of the senders, then it is sufficient to use2M protocol
for the transmission of messages. Therefore there will be
an extra confirmation message for each message sent (and
Bossible abort messages).



In this analysis, the model of [3] is used, with the protocols (MP) are consideredW,, and B, are,
following error assumptions: respectively, the worst- and best-case delivery time for
- a maximum of 2 errors in each 10 ms time interval, message streaM;,.

resulting from a bit error rate of approximately“10

which is an expectable range for bit error rates in Table 4. Protocol-related delays.
aggressive environments;

- possible existence of an inconsistent message Msg Prot.  Sconfirm  Odeliver  Odel ait er
omission during the period of analysis; M;  2M-GD 0350 0.969 0.389

- possible existence of one duplicate in the M, IMD - 0.848 -
transmission of a messadayf = 1); M; 2M 0.901 2.013 -

- a Dnoge €qual to 100uS and a maximum deviation M, 2M 1.065 2.341 -
between clocks £) of 100pS. Ms 2M 1.229 2.558 -

The target of this example is to analyse the responsiveness

of the proposed protocols, for both the response time andrable 5. Messages’ delivery time considering protocols.
the delivery time of messageskResponse timeis WD WD
considered as the time interval between requesting a Msg _ Ra Wi B Wo/Rm
message transfer until the message is fully received at the M, 0.519 3.394 1.058 6.54
receiver side.Delivery timeis considered as the time M2 0.959 2.655 0.975 2.77
interval between requesting a message transfer until the M, 1.070 3.984 2.121 3.72
Communication Manager delivers the message to the M, 1.234 4.640 2.449 3.76

upper layers. If multicast protocols are not used, these Mg 1.287 5.074 2.666 3.94

times are equivalent, as it can be assumed that messages U 9.09 %
are delivered when they are correctly received.

As it can be seen in Table 5, the worst-case delivery

Table 3. Messages’ response time without protocols.  time is greater than the related worst-case response time,
because apart from the multicast-related introduced

Msg P Ga Rm' delays, it is assumed that each message may be disturbed
M, 5 0.089 0.519 by one duplicate. For instance, the worst-case delivery
M> 10 0.127 0.630 time for message streaMs is not only given by the

Ms 10 0.108 0.741 message stream response time plugfg., but also by

My 10 0.108 0.852 summing an extrd.onim due to the possible existence of a
Ms 10 0.108 0.852 message duplicate.

U 6.590 % The last column of Table 5, presents the ratio worst-

case delivery time/worst-case response time, when

Table 3 presents the response time for each messageonsidering the use of multicast protocols. It is obvious
stream and the network load when multicast protocols arethat thelMD protocol is the one that introduces smaller
not used, that is, tHenreliable protocol is used instead of delays (Message ) while the2M-GD protocol is the
IMD/2M/2M-GD protocols. R,"" represents the worst- one with the higher delays (Message) MTherefore, the
case response time (NP: no protocdbsis the periodicity ~ system’s engineer can use this reasoning to better balance
andC,, is the actual time taken to transmit a messdgs. reliability and efficiency in the system. Moreover, the
the network utilisation. multicast protocols increase network utilisation less than

As it can be seen, the worst-case response time o0b0%, since multicast-related retransmissions only occur in
messages is considerably greater than its actuainconsistent message omission situations. Although this
transmission time. Although interference from higher network load increase is still large, it is much smaller than
priority messages is one of the factors leading to suchin other approaches, and it is the strictly necessary to cope
difference, the main factor is the network bit error rate. with inconsistent message omission using a software-
For instance, a message of streMtnin an error free  based approach.
environment would have a worst-case response time of Since messages from replicated taskto replicated
0.219 ms. The possible existence of errors in the networkiask 1, need to be consolidated, it is necessary to
more than duplicates its worst-case response time, evedetermine the dicqe parameter of theConsolidate
when multicast protocols are not used. protocol. As stated, it is necessary to find the worst-case

Tables 4 and 5 present the messages’ delays andnd best-case delivery time of each one of the messages
delivery times considering the use of the proposed(M;to Ms). However, these delivery times must refer to a
multicast protocols. R, represents the worst-case common time base. Thus, it is necessary to determine the
response timeof a message stream when multicast pest-case and worst-case response time of replicated tasks



Ta. This task is a sporadic task releasedtpyHence, its These protocols explore the CAN synchronous

response time is dependent of the response tir[@ of properties to minimise their run-time overhead, and thus
to provide a reliable and timely service to the supported

Table 6. Consolidation. applications. This paper also presents the model and

assumptions for the evaluation of the response time of the

Task WCRT BCRT| Msg W B protocols and message streams, demonstrating that the
T3 5 5 Mg 8984 7.121 real-time capabiliies of CAN are preserved, since

15 9 7 M, 13.64 9.449 predictability of message transfers is guaranteed.
13" 7.655 5.975 M 12729 8.641

Table 6 presents the best-case and worst-case respons',AéCknOMedgementS

time of replicated taskss;, and the associated worst-case

and best-case delivery time of messagest®dMs (al The authors would like to thank the anonymous

referees for their helpful comments. This work was

referring to the common release time of tasyk. . ; _
Therefore, using equation (14): rl)zrltgi?lll)és)sgﬁg?gfﬂdlzcby FCT (project DEAR-COTS

ecide= 13.64-7.121+0.1=6.619ms  (20)

The worst-case response time of the consolidation

(from the time that the first message is scheduled for 1] 1SO 11898. (1993). Road Vehicle - Interchange of Digital

transmISS|on) IS determined assuming that MEesSages alfgtormation - Controller Area Network (CAN) for High-Speed
delivered at their worst-case delivery time, but there is asgmmunication. 1SO.

message that is lost. In this case (assuming that the Ios>l§] Tindell, K., Burns, A. and Wellings, A. (1995).
message is the one with the lower worst-case responsealculating Controller Area Network (CAN) Message Response
time (Ms)), message Wwill arrive with its worst-case  Time. InControl Engineering Practige3(8), pp. 1163-1169.
response time of 4.640, which summed to dagq. gives [3] Pinho, L., Vasques, F. and Tovar, E. (2000). Integrating
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