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Abstract

The keyserver network serves as a repository of
OpenPGRFkeys, providing replicationthroughoutthe Inter-
net. It currently usesan inefficient and insuficient proto-
col to keepits nodessyndironized: highly redundantnet-
work traffic and excessiveoverheaddue to several thou-
sande-mailmessgesperday. Undertheseconditionseven
shortnetworkoutagescausemassivemail serveroverloads

and lossesresultingin continuouslydiverging databases.

In this paper we presenta new protocol to achieve com-
plete syndronizationefficiently and automatically drasti-
cally reducingthe needfor manualintervention. Our pro-
tocol transmitsonly the updatesand usesmulticastto op-
timize the amountof data sent. Sincesupportfor native
multicastis not widely availablein the underlyingnetwork
and currentInternetmulticastdoesnot scalewell, we base
our keyserveron ALMI. ALMI is a middlevare for reliable
application-level multicast, providing scalablejoin/leave
notification of neighbos, significantly reducingthe com-
plexity of the application. As a part of this work, we have
alsoimplemented keyserversoftwae which usesour pro-
tocol and an eficient RoBMs![Ora] badk-endto hold the

keys.

Keywords: PGP, keysener, ALMI, synchronizationadd
mostly databasehigh availability

1 Intr oduction

The OpenPGPkeysener network senesasa repository
of OpenPGHFkeys, providing replicationthroughoutheen-
tire Internet. Replicationis provided as a meansto keep
the keysener infrastructureandthe storedOpenPGPpub-
lic keys availableindependenbf attacks,be they through
denial-of-servicer throughpolitical or legal systems Cur-
rently, therearesome30 senersworldwide asreplicasites

1RelationalDatabasélanagemengystem

underindependentautonomousadministration. Unfortu-
nately thedistribution mechanisnturrentlyemployeduses
a nodesynchronizatiorprotocolthat was not designedor
the load experiencechow and expectedin the nearfuture.
Redundantraffic is sentthroughthe network in the form
of e-mailmessagesegesultingin ahugedataexchangeover-
headthroughmary thousand®f e-mailmessagegeceved
daily at a single sener. Evenon small network or sener
outagesthisresultsn mail seneroverloads Despitethere-
dundanttraffic, theseoutagegesultin large-scaledatabase
divergence.In this paper we presenta new protocolto ad-
dresstheseissueswhile maintainthe existing positive as-
pects,namely independenbperationof all databases,e.,
theabsencef vulnerablé'master’databasesandcomplete
replication(not just distribution). Althoughthereis no sin-
gle mastemode the protocolprovidesfor “caching” nodes,
whichonly keepasmallsubsebf keys,generallyonly those
interestingto the operatorof this node.Such“slave” nodes
will still receve importantupdatessuchasof key revoca-
tion certificate§CDFT98 Fei0(d, immediately It alsoal-
lows for the efficient operationof databasesvhich are not
continuouslyconnectedo the Internet.

Besidesassuringthe successfutopying of the datato
all participatingseners, the distributednes®of thereplica-
tion processintroducesconcurrentupdates potentially to
the samekey. This concurreng is amplifiedby the desire
to dealgracefullywith extendedperiodsof outagesandthe
potentialfor offline operation.The synchronizatiormecha-
nism currently deployed amongthe OpenPGPkeyseners
addresseshe concurreng problem by having eachkey-
sener performingthe necessaryneiging operationsinde-
pendentlyleadingto possiblydifferentresults.Pleasenote
that althoughtheselocal decisionscan causedifferences,
the vastmajority of the actualdivergencesamongthe cur-
rentkeysenerdatabasess notdueto thesendependende-
cisions,but dueto thelossof replicationupdates.The pro-
posednew schemeobtainsa globally consistentdatabase
by deferringthe potentiallydiverging decisiongo theclient
importing the key. This delegationalsoresultsin a trust-
worthy crypto systemwithout requiring extensive amounts
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of trustof theuserinto the key senerinfrastructure.

The currentprotocolis alsoinefficient asthe entirekey
(someof themweighin atseveraltensof kilobytes)is trans-
mitted whenit is altered,not just the changesThe goal of
this work is to replacethe existing schemeby an efficient
protocol that transmitsonly the updatesby reliable mul-
ticast and usesan efficient RDBMS back-endto hold the
keys. The schemedevelopedhere can easily be general-
ized to any add mostly database By add mostly database
we refer to databaseschemesvherethe numberof dele-
tions and modificationsis far less comparedto additions
andto schemesvhereremoving the entriesin the database
is notanoption? Examplesof suchdatabasearecustomer
servicedatabasesnail archives,problemtrackingutilities,
softwaredistribution updatesgistributeddocumentnnota-
tion tools, applicationsfor ComputerSupportedCollabora-
tive Work (cscw) andversiontrackingmechanismsThese
databasearedifferentfrom simplemirrorsbecausepdates
occuratany/all of thenodesandhaveto bereplicatedacross
thenetwork to the peers.

Laterin this sectionabriefintroductionof variousterms
and conceptsusedin our work is given. In section2 we
presentthe existing keyseners. We start with the prob-
lem of synchronizatiorand explain our schemen section
3. We explainin detailtherole of the middlevarepackage
for multicastin section4. We presentur evaluationsand
comparisorin section5 andconcludetheresultsin 6

1.1 Background

PrettyGoodPrivacy (PGP) [Sta94, a programwritten by
Phil Zimmermantakesthe credit of beingthe first widely
available and acceptedcryptographicsoftware that sup-
ported the Public Key Infrastructure. A family of open
sourcecryptographicoftwareusePGp keyswhich provides
the necessaryramework to storedifferenttypesof asym-
metric cryptographickeys in a well definedformat. RFC
2440 [CDFT9g governsthe definition of the OpenPGP
messagdéormat.

ThesecuritymodelthatPGp believesin is calledtheWeb
of Trust[Fei0(: Eachusercancertify the keys of ary set
of otheruser A signatureis trustedif thereis a trusted
pathof signatureetweenthe signingkey andthe trusted
key. Theadvantageof this modelis thatthereis no central-
ized certificationauthority(cA) into which everyonehasto
have ultimatetrust. The Web of Trust generalizeon the
CcA modelby makingeveryonea potential(and potentially
trusted)cA.

A keysener is a passve repositoryof keys which al-
lows usersto submitandretrieve keys. A groupof redun-
dantsenershave formeda worldwide forum [Key] where
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the Internetcommunitycan publishandretrieve its public

keys. In this way no singlekeysener hasto be completely
trustedandthecommunitycanexchangekeyswith its near

estkeysenerandthemodelcontinuego work evenif some
keysenersaredown. Thesekeysenershave becomevery
popular The numberof keys submittedto andavailable at
thekeysenersis steadilyincreasinganddoublingevery six

months.Eachof thesekeysenerscontainghe completeset
of public keys submittedto the forum. Hencethe PGP key

databasdorms a completelyreplicateddatabasevhich is

anextremeform of distributeddatabase.

The Lightweight Directory Access Protocol (LDAP)
[WHK97] was definedfor the quick implementationof
the X.500 seriesDirectory AccessProtocolon the TCP/IP
stack. It is very efficientto storepropertieson hierarchical
nameausingL DAP. LDAP allowsfor thecreationof a Public
Key Infrastructuregk) for secureexchangeof information
overaninsecurenetwork andis usedby somekeyseners.

2 Currentkeysewners

The first keysener was a wrapperto the PGP program
andconsistedf anemailandawebinterface.As thenum-
berof keyssubmittedo thekeysenersgrew to severalthou-
sandsthe needfor a moreefficient mechanisno storethe
keys in a databasavasfelt. HenceMarc Horowitz wrote
pksd[Hor97], an OpenPGPkeysener software,which be-
camethe de-factostandardfor the public keyseners. Be-
sidesthis one,Network AssociategNAl, thecurrentowners
of PGP) suppliesa keysener called pgpcertdusing LDAP.
Tablel compare®ursto thesekeyseners.

| Keysewer | pksd | pgpcertd | EKA ]
Databasd®ivering yes no no
delayedupdates no yes no
synchronizatiomeans | email | cIP[AL97] | soclet
usesmulticast no no yes
fundamentalnit key key paclet
redundantransmissiong yes yes no
manualintervention yes yes no
Opensource yes no yes

Table 1. Different Keyservers

pksd: It usesBerkeley DB2 embeddediatabaséBer] to
storethekeys. This keysener storesPGP keys asobjectsin
the databaseThe fine-grainedpacket structure[ CDFT98§
of thekey is notusedandwhenererasinglepacletis added,
theentirekey is updatedandtransmitted This softwareuses
anemailinterfaceto keepthe keysenerssynchronizedn a
manuallyconfigured,densemesh,resultingin a keysener
typically receving the sameupdateO(k) times, wherek



is the degree of that node. To counteractthe continual
trendto diverge,the administratorgry to synchronizetheir

databaseby exchangingentiredumpsof the databasend
melgingtheminto theircorrespondindpcal databasesT his

melging operationrequireslarge amountsof administrator
time, CPUtime, andnetwork bandwidth. With the current
increasingateof submittedandupdateckeys, it is to beex-

pectedthat the emailinterfacewill not be ableto keepup

with theincrements.

pgpcertd: Publickeysthatarecertifiedby a Certification
Authority (cA) arebeststoredanddistributedusinga L DAP
keysener. In this certificatebasedsecuritymodelthe cas
typically form a hierarchywith a “root” cas which every-
one hasto trust completely As this ultimate trustis not
feasible,alarge numberof root cAs have developed.If the
CA certifying (and thus storing) a key is not known (and
thustrusted)by theuser shehasto recursvely scanthepar
ent cAs until shereachesa trustedcA. The LDAP seners
are configuredaccordingto the ca hierarchyandchanges
madeby ary cA are propagatechccordinglyto the entire
keysener network.

TheNAI keysener usesthis featureof LDAP. Currently
thesesenerdoesnot providefor anautomaticsynchroniza-
tion mechanisnwith the otherOpenPGPkeyseners. Also
the LDAP basedschemebenefitsmostwhenthereis a hier-
archyto exploit. Sofor a pureWeb of Trustmodel,thereis
no hierarchyin thedatathatcanbe usedby LDAP andthere
is no specialadvantageto useit asa distributed database
scheme.

This keysener also gives the usersmore control over
their keys, which is hardto achiese in a distributed man-
ner.

3 Synchronization

The updatesnadeat ary onedatabaséave to be prop-
agatedo the entiredistributed ervironment. To make this
taskof globalsynchronizatioreasiermostof thedistributed
databasesystemstoday have a single masterdatabaseo
which all the changesare appliedbeforebeing sentout to
thereplicas.This schemas notacceptabléo thekeysener
network whereanybodyin the Internetcan(andshouldbe
ableto) hosta full-fledgedkeysenerwhich canbe updated
by the users. Databaseeplicationwith update-agpwhere
capability while maintaining global synchronizationand
isolationis consideredcasone of the hardproblemsin dis-
tributeddatabasesThe currentsolutionsimplementedcost
expensve resourcer have a delayin reflectingthe data
at all sites. Distributed RDBMS packagesare too general
anddo not take advantageof ary structurein the datathey
maintain,or in the limited setof operationssupportedby
thatdata.

In this sectionwe first introducethe different synchro-
nizationmechanism$eforepresentingpur scheme.

3.1 Replicated DatabaseSynchronization

In a multi-masterreplication ernvironment, all master
sitescommunicatalirectly and continually propagatedata
and schemachanges. The synchronizationmechanism
worksto corvergethe dataandto ensureglobaltransaction
anddataintegrity. In asynchronouseplication,the updates
arestoredin a deferredtransactiomueueat the mastersite
wherethe changeoccurred. Thesedeferredransactionsre
thenperiodicallypropagatedo othermastersites. The dis-
adwantageof this methodis thatthe changesrenotvisible
on all masterammediatelyand conflictswill arisedueto
simultaneousipdatesat differentmasters.In synchronous
replication,changesnadeat onemastersitearepropagated
immediatelyto all participatingmastersites. To achiere
this, aglobaltransactions implementedvhich succeed#f
the transactionn all mastersare successful. The disad-
vantageof this methodis that the global transactiondoes
not completeif one of the mastersitesis unreachabler
cannotsenetherequesfor ary reasonAlso, it depend®n
a priori knowledgeof all masters.It hasbeenshown that
this methoddegradesthe performanceof distributedrepli-
cateddatabasesystemand the degradationincreaseswith
the numberof nodesand the distanceshetweenthem. A
practicalcompromiseébetweerthetwo modesds to have de-
ferredtransactions In thefirst phasethe changesarecom-
mittedatthelocal siteandthetransactiodocksarereleased
veryfast. In the secondphasethe transactions propagated
globally onall themastersitesafteradelay If it failsatone
site,thenthelocaltransactioris rolled back. Sinceconflicts
areveryrarethis approachs suitableandusedin mostDis-
tributed Databasepackages However a lot of information
hasto bestoredfor thetwo level rollbackin this systemand
it is very complex to implement.

3.1.1 LDAP Synchronization

LDAP senerskeepthemselessynchronizedby usinganex-
changeprotocol called CommonIndexing Protocol (CIP)
[AL97]. For synchronizationamongtheseseners there
hasto be a replicationagreementin the distributed envi-
ronment. This agreements usuallyin the form of a man-
ually maintainedconfigurationfile. All the senersin the
ervironment are classifiedin one of the four cateories:
Master Read-onlyslave, Read-writeslave and No-replica
node. LDAP usesa lazy replica basedprotocol for syn-
chronization. To maintain consisteng in the distributed
ervironment, multi-masterdirectory infrastructureneedto
be avoided. In multi-masternetworks there are different
topologiesin which the mastersare connected Eachnode



gueuegheupdatesnto areplicationlog file whichis trans-

mittedperiodically[PGP]. Thetrade-of betweenedundant
transmissions;onsisteng, andreliability inspiresthe deci-

sionsfor selectingsynchronizatioparametergcludingthe

network topologyused.

3.1.2 EKA Synchronization

In addmostlydatabaseshefrequentoperatioris the(idem-
potent) addition operation. There will not be ary con-
flicts in the globaltransactionif the local transactiongoes
through, provided we take care of someidentificationis-
sues.Hencewe canprovide a synchronizatiorschemehat
hasthe latengy of asynchronousransmissionsnd consis-
tengy of synchronousransmissionsWereleasahetransac-
tion locks assoonasthelocal transactiorcompletes Each
transactiorresultsin anadditionof anobjectandaglobally
uniqueserialnumberis assignedo the objectat the local
database.Sincewe are usingreliable multicasta transac-
tiontransmittecverthenetwork is assumedeverto belost
aslong asthe receving nodeis connectedo the network.
We have developeda protocolto synchronizethe nodeif it
reconnectdo the network after a brief period of inactivity.
Ourmechanismeednotblockif oneor morenodesdo not
recevetheupdatesThisis importantassomeof thenodes
may be disconnectedrom the network andwhenthis hap-
pens,the network mustcontinueto progresswithout ary
overload.

In somecasesijt may be requiredto deletean objectin
the databaseWhenthis needso be done,thereis a poten-
tial for inconsisteng whenthe objectdeletedatonenodeis
updatedat anothemode. To dealwith this issue,we mark
the objectto be deletedwith a flag andnot actuallyremove
it from the databaseHencesuchconflictscanbe automat-
ically resoled by performingthe memge of the updateop-
erationswhich leadto the union of the changes.This also
preventslossof informationin the consisteng by serializa-
tion scheme. However since deletionis assumedo be a
very rareoperation the spaceoverheadof maintainingthe
deletedobjectin the databasés not significant.

3.2 Enabling Technologies

3.2.1 Serial Numbers

For our schemeto work, we require each addition per
formedatalocalnodebeassigned globally uniqueidenti-
fier. We do this by assigninga uniqueserialnumberto each
objectaddedo the databaseA serialnumbercontainswo
parts: A hostidentifier (hostID) and an integer sequence
number The hostID is the IPv4 addressof the keysener
which first seeghe object. The sequenceumberis locally
uniquelyassignedy the ownerof the hostID, the concate-
nationwith the hostID ensureglobal uniqguenessallowing

for the generatiorof uniqueidentifiersin a distributedand
potentially disconnectedervironment. By simply having
the locally uniqueparta counter theseidentifierscanalso
be usedto quickly checkwhich of two peershasnewerin-
formationabouta givenhostID.

A PGP key is a partially orderedsetof paclets. A paclet
is the smallestunit that canbe addedto a key or modified.
Whenthis happenst suficesto transmitonly the pacletto
supplyall the updateinformation. We associatehis paclet
with the sequenceaumberto distinguishits identity. The
PGP keys are governedby a hierarchicalarrangemenbf
paclets. Sowith eachpaclket we alsoassociatet’s parent
paclet’s serialnumberto enablereconstructiorof the com-
pletekey duringretrieval. Onceaserialnumbethasbeenas-
sociatedvith a PGP paclet, it is calleda serial padketwhich
is the fundamentabbjectstoredin our keysener database
andreliably multicastto all otherseners.

3.2.2 Multicast Transport

To reduceduplicatetransmissiorof dataover the network,
we remove the redundantinks by forming a spanningtree
andusingit for multicast.Our keysenerrequiresareliable
multicastmechanisnwhich guaranteethata nodewill not
missary pacletsaslong asit is connectedo the network.
Sincethekeysenerswill berandomlyscatteredaroundthe
Internetandsincetheirnumbemwill berelatively small(not
more than a few hundredor thousand),applicationlevel
multicast(Section4) is probablythe mostsuitableoption.
Baumer[Bau99g consideredisingthe MBone[Eri94], but
thenall thekeysenersmay not be connectedo the MBone
Further the typical high lossratesassociatedvith MBone
would have madethe reliable multicastconnectiongiffi-
cult. Also, having well-definedgroupjoin andleave events
significantlysimplified designandimplementation.

3.2.3 Startup synchronization protocol

The keysener network hasto continueworking evenwhen
some of the nodesare disconnectedrom the network.
Whenthis happensthe multicastmechanisnreconfigures
itself to containonly the connectechodesandupdateprop-
agationcontinuesas normal[PSVWO01]. Only the discon-
nectednodeswill remainunsynchronized.When a node
rejoinsthe network, it mustreceve all the updatesthat it
missedduring its down time. To achieve this eachnode
registersthe highestsequenc@umberthateachhosthasis-
sued. Sincethe sequencenumbersare issuedin a strictly
increasingorder, they canbe usedasanextremelycompact
log of the updateshat the nodehassuccessfullyreceved
and depictsthe exact stateof the node beforedisconnec-
tion. Whenthe nodereconnectsit makesan out-of-band
connectionto its new neighborand sendsits statebefore
disconnection.The neighboris synchronizedvith the rest
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of thenetwork andalsohasits lateststate.lt sendghemiss-
ing updatedo thereconnectinghodeusingunicastafterre-
trieving themfrom thelocal databaseln thiswaywe do not
causeary extratraffic or load on theremainingnetwork. If
the reconnectinghodewasstill working andreceving up-
datesfrom local usersduringthetime it wasdisconnected,
it canpotentially have receved updatesand have its state
incremented.In that casethe network would not have re-
ceivedtheseupdatesandby requestingheneighbors state,
the node can reconstructhe updatesand retransmitthem
usingALMI. The startupprotocolthat every nodefollows
whenit connectgo the network will beasfollows.

1. Sendstateto neighbor
2. Receve missedupdatedrom neighbor

3. Receve stateof neighbor(This is alsothe stateof the
keysener network).

4. Regeneratdhe updatego the keysener network from
its advancedstateby comparingwith the neighbors
state.

5. Multicasttheseupdatego thekeysenernetwork using
ALMIL.

3.2.4 Deletionand Conflict Resolution

A key submittedto the keysener network can not and
should not be deleted. This is becauseone of the func-
tions of keysenerswould be to sene as archivesfor the
keysthatanuserhadbeenusingatapreviouspointin time.
If the userno longer wishesto usethat key, then as per
the PGP framework, he mustsubmita revocationsignature

declaringthat the key is no longer valid and this will be
onemorepacletthatwill be addedto his key. Soarnybody
candownload his revoked key from the passve keysener
repositoryandit is up to the encryptionsoftware that he
usesto dealwith the revoked keys. The only conflict that
canariseis whena paclet is simultaneouslysubmittedto
morethanonekeysener. Thisis hotacommonlyoccurring
situationand occursonly when a user deliberatelysends
updatesto more than one keysener. Under this circum-
stancethe samepaclet will have more thanone sequence
numberandthis mayeventuallydisturbthe hierarchyof the
PGP key. Sowhena keysenerrecevesanupdateandfinds
thatthe datapacletis alreadypresenin its databaseit re-
tainsthe paclet with the lowestserialnumber Eachnode
follows this policy consistentlyand eventuallythe conflict
is resohed aseachupdatereachesll the nodesconnected
to the network. Hencethe hostID in the serialnumberbe-
comeshetie brealer®

3.2.5 IndependentTool Ar chitecture

To enablethe servicef the EKA keysenersimultaneously
availablethroughdifferentinterfaces the keysener is im-
plementedasa setof independentoolswhich cancontinue
to work in adwentof failure of others.In this way the key-
senerremaingo be partially availablein adwentof failures
of someof the serviceagents.EKA requiresa RDBMS with
transactiorsupportto storethe PGP keys andassumeshat
this RDBMS is alwaysrunningaslong asthe keysener host
is up. Thereis a synchronizatiortool that connectgo the
multicast sessionwheneer the keysener connectsto the

SAlternatively, a setof sequenceumberscould be usedto identify a
uniquekey.



network andsendsandrecevesupdatesasdescribein the
previous sections. The keysener canbe accessedy web
or mail by the Internetcommunity The administratoris
providedwith an AdminTool to do more privilegedopera-
tions, collect statistics performdata-processingperations
andmaintenanceTheinteractionbetweerthevariouscom-
ponentghatconstitutethe keyseneris depictedn figure 1

3.2.6 Eventdrivenmodel

EKA is built on a eventdrivenmodel. The differentevents
thattrigger of actionsare network connectiondisconnec-
tion, startingandterminationof atool, requesbr command
from a user additionor modificationof a key. A usercon-
nectsto the databaseisingoneof theinterfacesandissues
requestswhich are processedndependentlyas far as the
useris concernedand the synchronizationoperationsare
transparento him. Whenever a databasés alteredit trig-
gersof eventsthatcommunicatevith thesynchronizingool
andmulticastthe updatesIf the network is not accessible,
the changedo the databaseareloggedand propagatedn
reconnection.

4 ALMI Communication Channels

ALMI[PSVWO0] is anapplicationlevel groupcommuni-
cationmiddleware, thatis tailoredtoward supportof mul-
ticast groupsof relatively small size with mary to mary
semantics. In contrastwith IP multicast,it doesnot rely
on network infrastructuresupportandthus,allows acceler
ateddevelopmentindexperimentf multicastapplications
arywherein the network. Dueto its functionality asa re-
liable mutlicasttransportandits immediateavailability, we
have integratedour key senersontop of ALMI. In this sec-
tion, we describebriefly its architectureandfunctions,more
interestedeadersaredirectedto referencdPSVWO01.

An ALMI sessionconsistsof a sessioncontroller and
multiple sessiormembers.Sessiorcontrolleris a program
instance]ocatedat a placethatis well known to andeasily
accessibléy all membersThesessiorcontrollermanifests
itself only in the control path. It handlesmemberregis-
trationsand maintainsthe multicasttree’s connectvity and
efficiency in the dynamic network ervironment. Session
membersare connectedvia a virtual multicasttree,i.e., a
treethatconsistf unicastconnectiondetweerendhosts.
The tree is formed as a minimum spanningtree (MST)
wherethe costof eachlink is anapplication-specifiperfor
mancemetric,in the currentimplementationthe round-trip
delaybetweermembersThe multicasttreeis a shared-tree
amongstmemberswith bi-directionallinks. Sessiormem-
bersnot only sendandreceve dataon the multicasttree,
they alsoforward datato their next hopsalongthetree. In
orderto presere the efficiency of the multicasttree,a ses-

sionmembemonitorsperformancef unicastpathsto and
from asubsebf othersessioomembersThisis achiezedby

periodicallysendingprobesto thesemembersaand measur
ing the roundtripresponsalelay Delay measurementare
thenreportedto the controllerand sene asthe costsused
to calculatea Minimum SpanningTree. To preventservice
disruption, suchtree reconstructiordoesnot happenvery
frequentlyand other precautionshave beentaken to mini-

mize possibledatalossesduringatreetransition.

In ALMI, the leverageof existing reliable unicasttrans-
port, i.e. TCR provides datareliability on a hop-by-hop
basiswhich impliesthatpacletlossesdueto transientnet-
work congestiorandtransmissiorerrorsareeliminated.In-
stead the mainreasorfor pacletlossesn ALMI aredueto
multicasttreetransitionstransientetwork link failures,or
nodefailures. TheresultingALMI’s losscharacteristicare
thatpacletlossesareinfrequentout usuallyhapperin bulk.
In orderto provide a fully reliabletranportfor applications
suchasek A keysenersandto presereapplicationreliabil-
ity semanticspaLMI implementsaschemehatis capableof
recoveringpacketlosseduring differenttime intervalsand
alsoincludesan applicationnaminginterfacefor efficient
datarecovery. Uponlossdetection,a NACK is sentin the
directionbackto sourceandis aggreyatedat eachupstream
hop. Whenapplicationscanbuffer dataor regeneratedata
from disk, dataretransmissiortan happenlocally. In this
case,the nodeabove the lossylink will retransmitdatato
therequestingubtree Otherwise whenupstreanmodehas
resetits datastatesand can no longer retransmitdatalo-
cally, the requestoiinitiates an out-of-bandconnectiondi-
rectly to the source andsubsequentequestandretransmit
areconductedver this out-of-bandconnection.In the ex-
tremecaseof along network blackout, it is lik ely thatappli-
cationdoesnot needto recoverall intermediatepacketsbut
only thosethat containthe mostrecentchangego the ob-
jects. In this case ALMI implementsa callbackfunctionto
notify applicationof suchnetwork changesandallows ap-
plicationto recoverpacletsof theirown choiceghroughthe
naminginterface.Additionally, ALMI alsodeploys ACKsto
synchronizedatareceptionstatesat members.This is nec-
essanyfor applicationghatrequiretotal reliability but have
limited buffer space Thefrequeny of the ACK processle-
pendson boththe datarateandthe smallestuffer spaceat
amemberapplication.

5 Evaluation and Comparison

Our testnetwork consistedof 5 Linux machineseach
running Oracle8i RDBMS. Four of themwereon a LAN
andthe fifth onewasconnectedby a bsL link outsidea
firewall. Thetime to addthe entire keyring to the sener
wasaround12h. We measuredhatthe keysenersreceve
around8000new pacletsevery dayandthesearetransmit-



ted to a (re-)joining nodein the matterof a few minutes.
This meansa keysener thatis disconnectedrom the rest
of the network for a few weekswill automaticallybe syn-
chronizedcompletelywith the restof the network in just
a few minutes. Our testsener received incrementaldrom
3 other pksd seners and thesecontainedaround48% re-
peatedkeys. Among the remaining,46% were new keys.
Among the modified keys the numberof paclets sentout
wasaround30%of thenumberof pacletsto transmitentire

keys.

EKA and pksd: In atypical pksdsetupthekeysenerthat
recevesa new key passest to sendmailwhich mails the
keyring to all thesync-sitesvith hugemail headersAt each
sync-sitethesendmaitransportecevesthemail, spavnsa
procmailprocesswvhich spavnsanothemprocesgo sendthe
key to the keysener daemon. Theseoverheadsandloads
on the senersareavoidedin our keysener asupdatesare
sentover soclketsinsteadof emails. No new processesire
spavneduponthearrival of anincremental The PGP datais
sentout in the Binary Formatinsteadof the Armored For-
mat reducingthe payloadsize to 3/4 of the original. The
deploymentof a RDBMS enablesscalingand makesit pos-
sible to have more complex querieson the databasehan
currentlypossible. The multicastgroup continuesto func-
tion without any errorsevenif acoupleof nodesfail (crash
or aredisconnected) With pksd,if a sync-sitefails, there
will be numerousmail bouncesandmanualinterventionby
administratorsnay be required.Completesynchronization
canbe achieredin EKA by detectingthe discontinuitiesn
theserialnumbers.

EKA and pgpcertd: Evenin the pgpcertdthe entirekey

needsto be transmitted. If the samekey is alteredat one
placeanddeletedat anotherat the sametime, thenan infi-

nite loop mayform asthe keysenerdoesnotkeepary state
information. In EKA the network topologythatis idealis

automaticallyarrived at in a mannerwhich is completely
transparento the keysener, no replicationagreementsire
requiredto be maintainedandmanualinterventionfor col-

lision resolutionis avoided.

6 Conclusion

In this paperwe have presenteda new protocolto keep
addmostly databasesynchronized A nev schemeto im-
plementglobal consisteng by addinga globalidentifierto
eachobjectin the databaséiasbeenproposed. We have
developeda OpenPGPkeysener as a proof of concept.
We have successfullydeplojed a ALMI middleware pack-
ageand demonstrate@d good examplefor an Application
Level Multicast application. We have evaluatedour key-
sener with otherkeysenersavailabletodayandfoundthat

our keyseneris moreefficientin mary ways. With thein-
creasinguseof the PGP keysin the Internetcommunity we
expectthat our keysener will provide answersfor all the
issuesnvolved.
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