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❖ Federated learning (FL) has been made easy with FLoX
➢ A serverless FL framework, built on funcX
➢ Removes need for users to configure systems for FL

❖ Users shouldn’t have to configure FL experiments either!
➢ So we automate experiment hyperparameter selection!

❖ Understanding workload balance and aggregation
➢ Frequency of aggregation

■ Every epoch to once per experiment

➢ Comparing workload balance methods
■ Balancing on epochs, samples, or both
■ Epochs seems like the parameter to sacrifice

● Much more testing needed

❖ Currently testing on sensitivity to dropped endpoints
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