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Abstract:
This article presents a very low-power clock and data 

recovery (CDR) circuit with 8 parallel channels 

achieving an aggregate data rate of 20 Gbps. A structural 

top-down design methodology has been applied to 

minimize the power dissipation while satisfying the 

required specifications for short-haul receivers. 

Implemented in a 0.18µm digital CMOS technology, 

total power dissipation is 70.2mW or 3.51mW/Gbps/Ch 

and each channel occupies 0.045µm2 silicon area. 

1. Introduction 

While clock frequency and throughput of processors are 

increasing with each new technology generation, the lack 

of high bandwidth I/Os becomes a prominent limiting 

factor in communication performance of computer 

systems. Using very high-speed serial interfaces is a 

good solution to increase the data communication 

bandwidth. For this purpose, design of very low-cost 

serial link data transceivers is very desirable. 

Implementing the proposed transceivers in a digital 

CMOS technology, has the advantage that these high-

speed interfaces could be integrated with digital 

processors on the same substrate, without any extra cost 

for additional analog process options. 

This article introduces an 8-channel clock and data 

recovery (CDR) system for short-haul applications. The 

main goal of this work is implementing a small area 

circuit with a power dissipation of less than 

5mW/Ch/Gbps. These criteria were derived to make it 

feasible to implement tens or even hundreds of identical 

channel on a single chip.  For this purpose, a gated-

oscillator (GO)–based topology has been applied to 

benefit from both its simple structure [1]-[3] and its 

inherently high jitter tolerance (JTOL). Extensive 

behavioral modeling and simulations have been carried 

out to explore the performance of the proposed topology. 

Based on the required specifications for the proposed GO 

architecture, extracted from behavioral simulations, a 

circuit for optimized area and power consumption has 

been designed.  

First we will present the architecture and system level 

design and simulation results for the proposed 8-channel 

CDR, while circuit design and simulations results plus 

the layout of the test chip will be explained in the 

following. 

2. System Design 

2.1. Multichannel GO Based Topology 

Figure 1 shows a multichannel gated current controlled 

oscillator (GCCO) CDR. In this architecture, a shared 

PLL generates a local high frequency clock (fout) from a 

reference clock (fin) while fout is exactly equal to the baud 

rate of the received data. The proposed PLL uses the 

same oscillator which has been applied in each GCCO. 

To have a better matching between channels and PLL, 

current controlled oscillators (CCO) are used instead of 

voltage controlled oscillators in each channel. A copy of 

the control current (IC) produced by PLL is delivered to 

all matched oscillators in each channel (ICTL[1:N]). 

Providing well matched CCOs, the clock frequencies of 

all channels (Ckout[1:N]) are identical and equal to fout.

Figure 2 shows the topology of the proposed GO based 

CDR. In this architecture, at each data edge, an edge 

detector circuit, based on a delay line and an XOR gate, 

generates a synchronization signal (EDET) for the 

GCCO. At an incoming data edge (Din), EDET goes low 

for a duration defined by the delay line and freezes the 

output clock (Clkout) to high via the first stage of the 

oscillator. 
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Figure 1: Multichannel GCCO-based CDR uses a shared 

PLL and bias circuit for frequency tuning 
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Figure 2: Topology of a gated oscillator based CDR 

Figure 3: Simulated JTOL based on behavioral modeling 

in MATLAB compared to the minimum acceptable 

JTOL defined by the InfiniBandTM standard [11] 

At the rising edge of EDET, the oscillator is released and 

goes back to its free oscillation mode at a frequency 

determined by the controlling current and in phase with 

the last received data edge. Sampling the delayed data 

(DDin) instead of input data (Din), eliminates the delay 

introduced by the delay line. Meanwhile, parasitic delays 

coming from the XOR gate or the delay mismatch 

between both inputs of the NAND gate in the oscillator 

should be compensated by proper dummy gates (not 

shown in this figure).  

2.2. Jitter Tolerance 

Jitter tolerance (JTOL) is a measure of capability of a 

CDR in tolerating the input jitter. JTOL is usually tested 

by adding a sinusoidal jitter at given frequency range to 

the data stream, which already includes the deterministic 

and random jitter components added in the channel [4]. 

The maximum jitter amplitude, which is a function of 

jitter frequency, at which the CDR still operates at a 

given BER, is called jitter tolerance. In this situation 

input frequency would be 

tt jωωωω cos)( 0 ⋅∆+=          

in which ω indicates the instantaneous frequency, ωj is 

the sinusoidal jitter frequency, and based on [5] 

jppUI ωπω ⋅⋅=∆
Here, UIpp is the peak to peak jitter amplitude normalized 

to the nominal data period. Figure 3 shows the simulated 

JTOL in a GO based CDR in presence of random 

(Gaussian) and deterministic (uniform) jitter [4]. 

(a)

(b)

Figure 4: (a) FTOL in presence of both random and 

deterministic jitter on data, (b) trade-off between phase-

noise and power consumption in a ring oscillator based on 

McNeill [6] and Hajimiri’s [7] approaches 

As can be seen, this architecture shows a very good 

JTOL due to its inherent high bandwidth. 

2.3. Frequency Tolerance 

Unlike in conventional PLL based CDRs, a frequency 

difference can exist between the gated oscillator in the 

receiver of a channel and the incoming data stream. In 

practical applications, the data rate is specified within 

± 100ppm accuracy. The frequency tolerance (FTOL), 

defined as the maximum frequency difference at which 

the BER remains lower than a specified value (usually 

10-12). Ideally, when there is no jitter on data or clock, 

frequency error must be smaller than nfffck 200 <− ,

where f0 is data frequency, fck is oscillator frequency, and 

n indicates the maximum number of consecutive 

identical digits (CID). Obviously, any jitter on the input 

data or recovered clock will degrade the FTOL. Figure 

4(a) shows the achievable FTOL in presence of random 

jitter on received data and random jitter accumulated on 

recovered clock. As can be seen, an increase in clock or 

data jitter leads to a degradation of FTOL.  

The main source of jitter on the recovered clock is 

accumulated jitter during free running of the gated 

oscillator that increases with the time interval of free 

running as [6] 
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Eq. 3 

Eq. 4 

Tck ∆= κσ
In Equation 3, σck indicates the rms (root mean square) 

jitter value on the clock accumulated in the time interval 

on T∆  and κ is a proportionality factor which depends 

on the topology power consumption and process 

parameters. Here, T∆  depends on the number of CIDs. 

The 8b/10b encoding scheme used in short distance 

communications reduces the CID to not more than 5 

digits. Therefore, according to Figure 4(a) and using 

Equation 3, a FTOL specification of about 9%, requires 
8104.9 −×≤κ . This criterion could be used to determine 

the bias condition and thus the sizing of transistors in 

each delay cell. We consider relatively large frequency 

offsets which include device mismatches and supply 

variations in different regions of the chip. 

3. Circuit Design 

3.1. Phase Noise Requirement 

Frequency stability and timing jitter are the two most 

important specifications of the oscillator in a GCCO 

topology. Timing jitter of ring oscillators, or its 

frequency domain analogy phase noise, has been 

extensively studied in [6] and [7]. Equation 4 can be used 

to have a good estimation about jitter-power 

consumption trade-off in a gated ring oscillator, where 

the minimum achievable κ  can be calculated as [7]: 
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in which η indicates the relation between rise time and 

delay in each delay cell, P is the oscillator power 

dissipation, N is the number of delay stages in ring 

oscillator, RL is the load resistance, ISS is the tail current 

of delay cell, Vdd is supply voltage, Vchar=Vdsat (drain-

source overdrive voltage) for long channel devices and 

Vchar=ECL/γ for short-channel devices. Shown in Figure 

4(b), this equation can help us to determine the minimum 

achievable power dissipation and required FTOL value. 

In this design, the bias current of transistors and thus, the 

device sizing has been chosen based on this graph. This 

figure also compares the estimated κ value derived in [6] 

and [7]. 

3.2. GCCO-Based CDR 

Based on the topology shown in Figure 1, an 8-channel 

CDR has been implemented in a 0.18µm digital CMOS 

technology. The proposed shared-PLL uses a high order 

loop filter to suppress the ripples on controlling signal 

and thus have a very little jitter generation. 

To achieve good matching, all the delay cells in delay line 

and the ring oscillator are built with the identical current-

mode logic (CML) two-input multiplexer (MUX) gates 

optimized for this application. The minimum acceptable 

bias current has been chosen based on Equation 3 and 

Figure 4(b). 

Figure 5 shows the transistor level simulation result while 

each channel is driven by a random 2.5Gbps input data 

stream. 

Figure 5: Simulated eye diagram of the recovered data 

(top) and clock (down) in presence of practical loads 

3.3. Phase-Locked Loop (PLL) 

Figure 6(a) shows the block diagram of the proposed 

PLL. A third order loop filter has been applied to 

attenuate the ripples on the control signal. A 

transconductor (gm) cell has been used to convert the 

control voltage to current. Copies of this current will be 

applied to all CDRs to tune their oscillators to the desired 

frequency. 

(a)

(b) 

Figure 6: (a) Block diagram of the proposed PLL, (b) 

transfer characteristic of the gm cell 

In the circuit shown in Figure 6(a), the parasitic pole 

introduced by the gm cell and parasitic capacitors at the 

transconductor output can push the loop towards 

instability. To avoid this problem, one can use this 

parasitic pole, i.e., gm / Cparasitic instead of 1/(R3C3) for 

filtering purpose.  

Figure 6(b) shows the transfer characteristic of the 

proposed transconductor. This non-linear characteristic 

helps to achieve both a high current swing for a wide 

CCO tuning range and also relatively constant CCO gain 

(KCCO) over process corners.  In low speed corners where 

KCCO is low and higher control current is required to 

achieve the desired oscillation frequency, 
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transconductance is high. For the same reason, 

transconductance is low when the control current is low.  

3.4. Test Circuit Layout 

Table I, summarizes the specifications of the proposed 

20Gbps 8-channel CDR. Occupying 0.045mm2 silicon 

area per channel, the total power consumption is 70.2mW 

or 3.51mW/channel/Gbps (including bias and PLL 

circuits), which is well suited for modern multi-channel 

serial link applications. Power consumption of each part 

in the proposed multi-channel CDR can be seen in 

Table 1. 

Technology 0.18µm Digital CMOS 

Supply (V) 1.6 – 2.0 

Per channel bit rate (Gbps/Ch) 2.5 

Total bit rate (Gbps) 20 

PLL GCCO Total Power consumption (mW @ 1.8V) 

10.8 7.2 70.2 

PLL settling time (µs) 1.3 

Area of GCCO (mm2) 0.045 (250µm x 180µm) 

Area of PLL (mm2) 0.1 (300µm x 320µm) 

Table 1: Specifications of the Proposed 8-Channel CDR 

Table 2 compares this design to the previous work. As 

can be seen, PI (phase-interpolator) and PLL based CDRs 

have larger area and normalized power consumption 

(Pdiss,n) with respect to the GOs. The proposed approach 

shows about 30% reduction in Pdiss,n with respect to the 

low-power CDR reported in [3]. The CDR reported in [8] 

shows a high Pdiss,n mainly due to the structure applied to 

operate in 1/5 data rate. 

An 8-channel CDR system has been implemented using 

a conventional digital 0.18µm CMOS process with no 

analog options to experimentally evaluate the capabilities 

of the proposed architecture. Figure 7 shows the mask 

layout of a single channel GCCO-based CDR including 

output buffers. The proposed chip is currently in 

manufacturing and measurement results should be 

available by the time of publication. 

Figure 7: Mask layout of the proposed GCCO CDR 

including output I/O buffers 

4. Conclusion 

In this article, an 8-channel clock and data recovery 

system operating with an aggregate data rate of 20 Gbps 

has been presented. A structural top-down design 

methodology has been introduced to implement a 

multichannel CDR using a digital 0.18µm CMOS 

technology.

This work has been partially supported by the Swiss 

National Science Foundation Grant 200021-100625 and 

the Microelectronics R&D Center (MERDCI), Tehran. 

References: 
[1] H. Takauchi, and et al, “A CMOS multichannel 10-

Gb/s transceiver,” IEEE J. of Solid-State Circuits,

vol. 38, pp. 2094-2100, December 2003. 

[2] M. Nakamura, and et al, “A 156 Mbps CMOS 

clock recovery circuit for burst-mode 

transmission,” IEEE Symp. On VLSI Circuits 

Digest of Technical Papers, pp. 122-123, 1996. 

[3] S. Kaeriyama, and M. Mizuno, “A 10Gb/s/ch 

50mW 120x120µm2 clock and data recovery 

circuit,” IEEE Int. Solid State Circuits Conf. 

(ISSCC), February 2003. 

[4] J. Kim, and D. –K. Jeong, “Multi-gigabit-rate clock 

and data recovery based in blind oversampling,” 

IEEE Comm. Mag., pp. 68-74, December 2003. 

[5] L. M. De Vito, “A versatile clock recovery 

architecture and monolithic implementation,” in 

Monolithic Phase-Locked Loops and Clock 

Recovery Circuits, Theory and Design, B. Razavi, 

Ed. New York: IEEE Press, 1996. 

[6] J. A. McNeill, “Jitter in ring oscillators,” IEEE J. of 

Solid-State Circuits, vol. 32, pp. 870-879, 1997. 

[7] A. Hajimiri, and et al, “Jitter and phase noise in 

ring oscillators,” IEEE J. of Solid-State Circuits,

vol. 34, pp. 790-804, June 1999. 

[8] T. Iwata, and et al, "A 5Gbps CMOS frequency 

tolerant multi phase clock recovery circuit," IEEE

Symp. on VLSI Circuits Digest of Technical 
Papers, pp. 82-83, 2002. 

[9] R. Kreienkamp, and et al, “A 10-Gb/s CMOS clock 

and data recovery circuit with an analog phase 

interpolator,”IEEE J. of Solid-State Circuits, vol. 

40, pp. 736-743, March 2005. 

[10] J. Savoj, and B. Razavi, “A 10-Gb/s CMOS clock 

and data recovery circuit with a half-rate linear 

phase detector,” IEEE J. of Solid-State Circuits,

vol. 36, pp. 761-767, May 2001. 

[11] InfiniBand Trade Association, “InfiniBand 

Architecture Specification, Revision 1.0.a”, June 

19th, 2001. 

 Year Technology Supply 

(V)

Data Rate 

(Gbps/Ch) 

Power

(mW/Gbps/Ch) 

Area

(mm2/Ch)

CDR Type No. of Channels 

[9] 2005 0.11 µm 1.5 10 22 0.35 Phase Interpolator 1 

[10] 2001 0.18 µm 2.5 10 7.2 0.99 PLL 1 

[8] 2002 0.18 µm 1.8 5 18  GVCO 32 

[3] 2003 0.15 µm 1.5 10 5 0.02 GVCO 4 

This Work 2005 0.18 µm 1.8 2.5 3.5 0.05 GCCO 8 

Table 2: Comparison with Previous Work (all examples built in CMOS technology)  
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