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Abstract

For a Just-in-Time production scheme in large
manufacturing systems we describe a considerable
methodological extension into an integrated auto-
mated manufacturing system that is supported by a

distributed real-time computer system. This allows
for higher flexibility in demandJfluctuation as well
as for a larger variety ofproducts. At the same time
better adaptability of transportation planning and
transportation cost reduction are achieved through
their integration. For this integrated scheduling we
will present new bidding algorithms. Eventually, in
an extension of the presented scheduling algo-
rithms, novel fault tolerant strategies are included
for overcoming or neutralizing the effect of tran-
sient machine failures. These are handled by coop-

erating local schedulers and managed to guarantee
a minimal damage of schedules and its propaga-

tion, in the presence offailures. Through their inte-
gration into the production and transportation
scheduling the advantages of the Just-in-Time ap-

proach (no storage costs) are preserved in princi-
ple while a near-optimal wayfor the affectedjobs is
found to meet their deadlines. The results of our

extensive simulation experiments for a real produc-
tion scenario are also discussed.

Keywords: safety-critical, real-time systems, embed-
ded systems, distributed systems, multi-agent systems,
electronic negotiations

1. Introduction

In the research landscape of Automated
Manufacturing Systems much work has been done
in automizing single production and transportation
control, originally inspired by the demand-driven
just-in-time concept, with its kanban communica-
tion between cells. Different from earlier hierarchi-
cal concepts (e.g. [JONE86]) we assume a high
amount of autonomy both for cell control com-

puters and AGV control. In this paper the novelty
of distributed control goes hand in hand with a con-

cept of complete integration of production and
transportation control. While in such physical sys-

tems there are end-to-end deadlines which in turn
are broken down into deadlines for all single pro-

duction and transportation processes (in a coher-

ently dynamic fashion) transient machine failures,
as they cannot be avoided, require a partial replica-
tion of machines in cells, or a certain amount of
multifunctionality, and a certain AGV redundancy.
At the same time this provides for a high amount of
scheduling and planning flexibility of the whole
system. Thanks to new distributed bidding algo-
rithms we achieve all objectives mentioned,
through incremental construction. It is important to
note that the time granularity of the produc-
tion/transportation processes on the one hand, and
of the automated control processes are orders of
magnitude apart such that the computer scheduling
overhead is nearly neglectable. This will be further
discussed below.

Previous and related work. After work on cell
scheduling under hierarchical control [JONE86]
and a remarkable number of concepts for uniproc-
essor systems the idea of distributed architectures
for manufacturing systems had been introduced
[DILT9 1]. So far no in-depth treatment of this sub-
ject, e.g. through formally defining production
scheduling algorithms and performing experimental
analysis, has been reported. Although several con-

trol architectures for integrating cell planning (in-
cluding fault tolerance measures) and control func-
tions had been proposed [LRPO1], corresponding
distributed algorithms have not yet materialized.
Representative examples for such architectures are

[SKS+05, SMH+04]. In our case the concepts, and
part of the results, in [TAN93] are a major basis for
this paper. Also, the work described here is part of
the research project COMTRANS which has re-

ceived initial funding through the Fraunhofer Soci-
ety (FhG-IML).

Organization of the paper. After formally de-
fining the distributed manufacturing model for pro-

duction scheduling our distributed bidding algo-
rithm will be presented in section 2 (referred to as

Algorithm I). In section 3 its extension as to inte-
grate AGV scheduling will be introduced (referred
to as Algorithm II). In section 4 both the manufac-
turing model and the algorithm will be again re-

fined and extended such that transient machine fail-
ures can be handled in a completely distributed
fashion (Algorithm III). A comparative simulation
study on the novel algorithms will be reported in
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section 5 from which conclusions will be drawn in
section 6.

Pseudo-code of the 3 algorithms can be found online
at: http.//ls3-www.cs.uni-dortmund.de/ComTrans

2. Scheduling of Cells

2.1 The Distributed Manufacturing Model
The manufacturing cells are interconnected with

a local area network to form a loosely coupled dis-
tributed system. The transportation time from one
cell to another is assumed to be negligible for the
purpose of cell scheduling in this chapter. (For ac-
commodating and integrating Automated-Guided-
Vehicle (AGV) scheduling however, the transporta-
tion time will be taken into consideration in chapter
3.)

For a given diversity of products that could be
manufactured, each product consists ofparts which
may undergo a series of operations (drilling, bor-
ing,..) and which will be assembled into compo-
nents through assembly operations. The compo-
nents themselves may undergo specific operations,
and the resulting subproducts may again be assem-
bled into larger components. In this way a final
product is generated.

All operations are performed within cells. Each
cell has a variety of different machines each of
which could perform different operations on a spe-
cific set of subproducts or components. (As de-
scribed in the introduction this provides the basis
for both a certain production flexibility and fault
tolerance.) The cell flexibility, in contrast, is con-
strained by functional precedences of operations.
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Figure 1: Assembling and Machining Struc-
ture of a Product

Under a given set of machining and assembling
constraints, production schedules of each involved
cell are to be developed in a distributed fashion by
the cooperation of the cell controllers. Each cell
controller is in charge for scheduling all operations
that are performed on a subproduct in its cell. Fur-
thermore we assume:

1. The products/sub-assemblies can be produced by
selecting from alternative production sequences
within the cells. The cell scheduler will select a
sequence based on the current schedule of machines
and the deadline of the job to be scheduled.
2. According to the standard manufacturing prac-
tice, operations are considered to be non-
preemptive, i.e. an operation runs to completion
once started.

3. While scheduling a new job, the cell scheduler
follows the First-Come-First-Serve (FCFS) policy.
Since scheduling within the cells is not a major
focus of our study we do not make assumptions on
job priorities.
4. We assume that manufacturing is consumer-
driven. Thus the arrival times of the jobs are con-
sidered to be aperiodic or unpredictable. Jobs for
manufacturing products arrive in the Scheduling
Department SD.
5. Completion times for a given operation and its
subproducts may vary between different capable
machines.
6. If an operation on given subproducts could be
performed within a cell, the corresponding cell
scheduler will schedule it on a local basis. (Conse-
quently the scheduler will not consider to cooperate
with other cell schedulers to this extent even if an
external machine would be faster. The idea is that
this potential advantage would be more than out-
weighed by additional transportation costs and
scheduling overhead.)

2.2 Formal Notations and Definitions
Given a real-time cellular manufacturing system

with c cells C1, C2, ..., Cc. A cell Ci will have I
machines Mil, MX2, ..., MiI

For a job J let Q(J) and D(J) be the quantity of
the ordered product Pj and the job deadline, respec-
tively.

The machines in the manufacturing system will
produce p different known products. Each product
is made up of a set of sub-assembly(ies) and/or
part(s) called components. A part is a component
which can not be separated.

The component is assembled in an order given
by the assembling precedence constraints. Each
component is manufactured by a set of operations
called the process-sequence, performed in an order
determined by the machining precedence con-
straints.

For example, the product 'P' in figure 1 is made
up of sub-assemblies p5 and P6. Sub-assembly P5 is
made up of parts pj and P2. Part pj is manufactured
by the operations oll, 012, 013 and 014 by following
the machining precedence constraints o11 012
4013 )014. This means oll must be completed be-
fore 012 etc. Parts pi and P2 must be completed be-
fore the operations on component P5 can be initi-
ated.

2.3 The Bidding Scheme
In our approach the task to meet the job dead-

lines is pursued through a distributed bidding
mechanism. Upon arrival of a job, the Scheduling
Department SD requests bids for completing the job
by its deadline D(J), and selects one of them based
on their submitted bids. Any cell, if requested to
submit a bid for a delivery of a subproduct, either
would be able to complete the needed operations
completely, or it would itself request bids for the
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missing operations or subproduct deliveries. In the
latter case it would need the bids in order to com-
pute its own bid. Cell Ci (or SD) requesting a bid
from cell Cj is called the bidding predecessor cell
of Cj. By similar reasoning, cell Cj is the bidding
successor cell of Ci. On submitting a bid, a succes-
sor cell commits the offered operations, which are
the requested sub-job. A sub-job is said to be
scheduled if one of the committed cells has been
selected and notified.

Bidding may lead to a chain of predecessor-
successor cells in which each cell knows only about
its bidding predecessor cell at the previous level, or
successor cell at the next level.

Successor cell Cj submits its bid to the bidding
predecessor cell Ci. The bidding predecessor cell Ci
selects the cell with minimum makespan for com-
mitment. Ci in turn submits its bid to its own bid-
ding predecessor cell at the next level. Finally, a
commitment path with minimum makespan is se-
lected for scheduling. It should be noted that the
propagation of bidding is opposite to the flow of
production operations (Backward propagation
scheme). Several feasible commitment paths are
possible for the same job when searched by differ-
ent cells. In this context, for an operation sequence
01402 (which means that operation 01 must be
completed before operation 02), the cell C2 commit-
ting the operation 02 is called the bidding prede-
cessor of cell C1 committing the operation 01. At
this early stage the following assumptions are made
for the algorithm:
1. There are no production delays due to machine,
computer or network failures. (Machine failures are
considered in chapter 4.)
2. A cell is said to be capable if it has the ability to
process at least the last operation of the sub-job in
the production flow with respect to the special
properties of the component in work. For each
product P the assembling and machining prece-
dence structure (production structure) is uniquely
defined. To facilitate the bidding procedure, it is
assumed that every cell has prior knowledge of op-
eration capabilities of all potential bidding succes-
sor cells. Therefore, a cell needs to request bids for
a sub-job only from the capable cells.
3. Every message will be correctly delivered to its
destination, within a well bounded amount of time.
4. Messages sent from one cell to another are re-
ceived in the same order in which they are sent.
5. Each cell is always connected with all other cells,
network failures are not considered.
6. A bidding time interval defines a deadline by
which a requesting cell must receive the bids. After
this deadline it is considered useless to start the
requested production.

2.4 Algorithm Description (Algorithm I)
When a cell Cj receives the REQUEST-BID-

CELL(Ci, Pi, Dd message for the job from the bid-
ding predecessor cell Ci, cell Cj commits the op-

erations which could be performed on machines
within the cell. It selects the machines, based on the
latest start time to meet the deadline. It is conceiv-
able that Cq receives two messages REQUEST-
BID-CELL(Ci, Pi, Di) and REQUEST-BID-
CELL(Ci', Pi', Di') for the subproducts Pi and Pi' but
where the requests refer to the same job and sub-
products Pi = Pi'. Each cell keeps track of the com-
mitments by the unique customer job number, sub-
assembly number and part number. Therefore, in
the mentioned situation of overlapping requests for
the same job and subproducts (but possibly differ-
ent deadlines), time slots would be scheduled inde-
pendently since at most one of the submitted bids
would be selected.
Case i) If all operations of the part/sub-assembly

Pi could be performed in Cj in due time,
cell Cj computes the latest start time Tj for
the operations Pj. It then multicasts a RE-
QUEST-BID-CELL(Cj, Pj, Dj) message to
the capable cells for each of the compo-
nents Pj. Here Dj is the new deadline
which is equal to Tj. If there are no com-
ponents left to be requested, Cj submits a
bid to its bidding predecessor cell Cj by
sending a message SUBMIT-BID-
CELL(Cj, Pj T7) with the latest start time
T1.

Case ii) If not all operations of the part/sub-
assembly could be performed in Cj in due
time, cell Cj multicasts a REQUEST-
BID-CELL(Cj, Pj, Dj) message to the ca-
pable cells for completing the operations
on manufacturing Pj.

Case iii) If none of the operations of the job could
be performed in Cj - this could happen
only due to timing problems - then the cell
Cj stops and submits no bid.

On receiving SUBMIT-BID-CELL(Cp, Pi, T)
messages within the bidding time-interval, cell Ci
selects the best bid based on the latest start time Ti.
It sends a message RELEASE-CELL(Ci, Pi) to the
unsuccessful bidders. Cell Ci will send a message
SUBMIT-BID-CELL(Ci, Pi, TI) to the bidding
predecessor cell, which again repeats this step,
until the bid is received by the SD.

If the cell Ci receives no SUBMIT-BID-CELL
message, a time-out occurs. Cell Ci then undoes
the machine commitments for the job. It submits
no bid and stops.
SD finally selects the best bid based on the lat-

est start time. SD sends a message SCHEDULE-
CELL(SD, Psd) to the cell whose bid was selected.
A message RELEASE-CELL(SD, Psd) is sent to
the cells with the rejected bids. If SD receives no
bid within the bidding time interval, scheduling
terminates with failure.

Cell Ci, on receiving a message RELEASE-
CELL, deletes the commitments for the corre-
sponding sub-job. It then sends a message RE-
LEASE-CELL to its successor cells. This contin-
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ues, until there are no successors.
Cell Ci, on receiving a message SCHEDULE-

CELL, schedules the machines for the correspond-
ing sub-job. It then sends a message SCHEDULE-
CELL to its successor cells. This continues, until
there are no successors.

3. Distributed Cell/AGV-Scheduling:
Algorithm II

3.1 Modification of the Model
In the previous section the manufacturing sys-

tem consisted solely of flexible manufacturing
cells. The assumption on the transportation subsys-
tem was that the transportation was available at
constant cost whenever needed. In this section it is
assumed that a limited number of AGVs are re-
sponsible for transportation of parts or sub-
assemblies from one cell to another. AGVs operate
in an autonomous mode. Their control system and
the manufacturing cells are inter-connected
through a local area network to form a loosely
coupled distributed system. In this paper we as-
sume that AGVs are always operational.

Problem: Given a real-time cellular manufac-
turing system together with m AGVs A1, A2, ..., Am.
Through the cooperation of cell-controllers and
autonomous AGV-controllers, a schedule for cells
and AGVs is to be determined such that the dead-
lines of the arriving jobs will be met. Cooperation
among the cells and AGVs is achieved by a bid-
ding scheme as discussed below.

3.1 The Bidding Scheme
A bidding successor cell Cj receives a request for

a bid from a bidding predecessor cell Cj (see section
2.3) for delivering a needed quantity of compo-
nents. It attempts to determine the earliest start time
for producing the requested components. For doing
so, it first requests bids from all AGVs for trans-
porting components from Cj to Cj. After selecting a
bid from the AGVs, that allows the latest start time
for Cj, Cj submits its own bid to C1. If selected by
Ci, Cj commits the requested operation in case that
it can produce the needed component on its own. If
it cannot commit the operation completely, it re-
quests further bids for the missing machine opera-
tions. As a result of our particular method this
structure contains exactly one path for each part,
from its generation or production until the final
product to which it belongs. This path allows for
the latest start time to complete the part in time
(Just-In-Time principle). This will lead to a bid-
ding chain of commitments by cells and AGVs,
constituting a feasible commitment path structure
for the given job. Several feasible commitment
paths are possible for the same job as searched by
different capable cells. Finally, a commitment path
with minimum makespan is selected for scheduling

3.1 Algorithm Description
In addition to the scheduling rules as described

in section 2.4 for including AGV scheduling we
formulate the following rules:

When cell Cj receives the message REQUEST-
BID-CELL(Ci, Pi, D) for the job from the prede-
cessor cell Ci, the cell Cj multicasts a REQUEST-
BID-AGV(Cj, Ci, Pi, Di) to the AGVs, requesting
for transportation from the source cell Cj to the des-
tination cell Ci, to be completed by the transporta-
tion deadline Di.

When AGV v receives a message REQUEST-
BID-AGV from cell Cj, v commits the transporta-
tion in a manner that meets the deadline Di and its
start time Tv is latest. The bid is submitted to the
requesting cell Cj by a message SUBMIT-BID-
AGV(AV, Pi, Tv). If the AGV cannot commit any
time slot, then it will not submit any bid. If the re-
ceived bid request is for the transportation of a part,
for which it had already been committed on behalf
of another cell, then the previously committed time
slot is ignored for calculation the new bid

Upon receiving the SUBMIT-BID-AGV mes-
sages from the AGVs within the bidding time-
interval, cell Cj will select the bid with the latest
start time T1. The deadline Dj for completing the
cell operation in Cj is set to T1. A message RE-
LEASE-AGV(Cj, Pi) is sent to each AGV whose
bid was not approved.

If cell Cj does not receive any SUBMIT-BID-
AGV message from AGVs before the timeout, then
it stops and submits no bid.

Upon receiving a message RELEASE-CELL,
cell Cj sends a message RELEASE-AGV(Ci, Pi) to
the AGV that had committed to do the transporta-
tion for Cj.

Upon receiving the message SCHEDULE-
CELL, cell Ci sends a message SCHEDULE-
AGV(Ci, P) to the AGV that had committed the
transportation for Cj.

Upon AGV receiving a message RELEASE-
AGV(Cj, Pj ), the addressed AGV will delete the
committed time slot for the transportation job.

Upon AGV receiving a message SCHEDULE-
AGV(Cj, P) the addressed AGV will schedule the
committed time slot for the transportation.

4. Distributed Rescheduling: Algorithm
III

In a manufacturing system one distinguishes be-
tween faults and failures. The main difference be-
tween a fault and a failure lies in their frequency of
occurrence and repair time. Faults are caused, for
example, by misfeeding of a part, breaking of a
tool, an improper insertion of a tool etc. Failures in
term are often caused by wear and tear, as in a mo-
tor bearing. In this paper we do not consider faults.

In this section, an algorithm is presented for dy-
namic rescheduling machines and AGVs, in the
presence of machine failures so that the products

264



can still be manufactured in time. We will call it
algorithm III. The major idea for this extension
will be presented subsequently.

4.1 Problem Description and Solution Idea
For a system of loosely coupled cells and AGVs

we consider a more realistic system where machine
failures could occur. In case of a failure a machine
needs repair. Machine failures and repair will occur
in a stochastic fashion. The probability of more
than one machine failing at the same time is as-
sumed to be zero [AKEL90]. The repair time is
assumed to last between 1 and 7 hours. Repair
times of less than an hour are considered as part of
normal machine maintenance. (Cell controllers,
AGVs and the network are assumed to be always
operational.) In case of a machine failure the pro-
duction of parts or sub-assemblies may be discon-
tinued or at least are in danger to miss their dead-
lines. In order to meet this challenge we introduced
an additional time interval (slack) to each part/sub-
assembly production time (about 5-15% of the
scheduled production time). So if Di was the dead-
line for a particular part production in cell Ci and Pi
its production time, then the latest start time is Si
for the production in Ci - which will be transmitted
as the deadline in bidding request - will be adjusted
by a slack Ai such that Si=Di-Pi-Ai.

In case of a machine failure in cell Ci, this cell
tries to reschedule the involved operations by as-
signing them to idle machines. If that is not possible
even under the new slack Ci requests bids for part
or all of the machine operations in question from
neighbor cells. If a timely schedule could not be
found in this way Ci notifies its bidding predecessor
Ck about the failure. Ck would in turn try to reiniti-
ate the bidding procedure for the services it ex-
pected from Ci. If a chain of failure messages would
build up until it reaches the capable cell for the final
product (see definition 2.3), this cell would again
try to reinitiate the production job. If unsuccessful it
would discard the job. In terms of rules the re-
scheduling part of algorithm III is indicated in sec-
tion 4.2.

4.2 Rule Description for Rescheduling (Configu-
ration Example)

If a machine fails in cell Cj at a certain time,
then cell Cj becomes responsible for rescheduling
of the parts scheduled at this time.

Let operations (01 02-03-04) be sched-
uled in cell Cj. Here, 02 is the successor of 01, and
so on. Deadline for completion of 04 is equal to the
start time of the AGV for transportation of the part
to the next cell. Let machine m fail at the time of
scheduled operation 02. Here, 01 has already been
completed. The local scheduler starts rescheduling.
For local rescheduling to be successful, the local
scheduler must be able to reschedule 02, 03, and
04 within the cell to finish by its deadline. Cell Cj
selects the machine which can start the operation
02 earliest. Similarly, machines for operations 03

and 04 are selected based on the earliest start time
and after completion of the previous operation. If
finish-time of 04 is before its deadline, then local
rescheduling is successful. Otherwise, it starts
global rescheduling by requesting bids from capa-
ble cells for the job, by multicasting the message
REQUEST-BID-CELL(Cj, Pj, Djt) to all the capa-
ble cells.

When rescheduling successor cell Ck receives
the REQUEST-BID-CELL message for the opera-
tions (02-03-04), cell Ck multicasts the RE-
QUEST-BID-AGV(Cj, Ck, Pk) to all the AGVs re-
questing for transportation of part Pk, from the cell
Cj to the cell Ck, by the earliest start time. A bid is
submitted to the requesting cell Ck, by a message
SUBMIT-BID-AGV(Av, Pk, Tv), where Tv is the
earliest start time of the AGV. Cell Ck commits
operation 02 after time Tv + TTv (TT is the trans-
portation time) such that the start time is earliest. It
requests bids from other cells for the operations
(03-04). After cell Ck receives all the bids, it se-
lects the bid which can finish the operations earli-
est. It submits the selected bid to the rescheduling
predecessor cell Cj.

Upon receiving bids from the cells, cell Cj se-
lects the bid which can finish the operations earli-
est. If the selected bid meets the deadline then re-
scheduling is successful and cell Cj stops. Other-
wise, cell Cj sends a message UNABLE-TO-
SCHEDULE(Cj, Pi, Tf) to its bidding predecessor
cell Ci where Tf is the new arrival time of the part Pi
at the cell Ci.

Upon receiving UNABLE-TO-SCHEDULE(Cj,
Pi, T) message, the bidding predecessor cell C,
first checks, whether the new arrival-time Tf can be
accepted or not. If the additional time slack is taken
into account, it is possible that Tf is early enough (Tf
- Djt < slacki(P) for the component P in cell CQ) to
recover from the failure by a local rescheduling in
cell Ci. In this case, no further global rescheduling
is necessary. If the duration is too large the bidding
predecessor cell Ci performs local rescheduling as
in step 2 to make up for the delayed arrival (Tf-Djt)
from the bidding successor cell Cj. If operations are
rescheduled before deadline Djt, then further re-
scheduling is not needed, otherwise it starts re-
scheduling. This continues until rescheduling is
successful, or until there is no bidding predecessor
cell.

Ifthere is no bidding predecessor cell and bid-
ding is not yet successful then the algorithm dis-
cards the job.

5. Simulation Study

Simulation experiments have been performed for
evaluating the distributed algorithm described, in
the simple practical context of furniture manufac-
turing. Three similar product types are chosen for
scheduling in three different shop floor configura-
tions. Three product types ensure some production
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variety in the system, thus justifying the need of a
flexible manufacturing system.

bots.
2. There are at least two machines in the shop

floor capable of doing any given operation.
3. The maximum number of machines in each

cell is six.
4. The machines are running one shift of 8

hours/day.

A~~f I

Table 1: Materials and Production Opera-
tions for Steel Chair

Some details of the production process as well as
the model for the simulation experiments are pro-
vided.
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Figure 2: Materials and Production Opera-
tions for Steel Chair

5.1 Product Model Description
The following requirements were derived from

the real furniture production process for the selec-
tion of three furniture or product types:
1. Each product is produced in three different

sizes, called product size.
2. Each product is produced by machining and

assembly processes in a discrete manufactur-
ing environment.

3. The average batch size of each job is 40
pieces.

4. Each job is produced within a lead time of 2 to
4 weeks.

5. The total number of parts and sub-assemblies
for each product type is less than 1.

The selected product types were steel table, steel
chair and bedframe. Table 1 shows the bill of ma-
terial and the operation times of operations for the
steel chair production as an example. Figures 2 and
3 show the assembly and machining constraints for
the steel chair.

5.2 Shop Floor Model Description
Three different shop floor configurations Si, S2,

and S3 of cells and machines were selected. They
are shown in table 2. The following context was
derived from shop floor models:
1. The assembly is either manual or done by ro-

SubiS-assly-3 Sieat: Stjj4 -i}.k sted lI( r

Figure 3: Steel Chair Assembly Sequence

5.3 Simulation Experiments
The set of jobs requested by the customers per

day is defined as job set. Its quantity is called job
set quantity. The subset of the job set quantity that
could be successfully scheduled is called the guar-
anteed job set quantity. For each shop floor con-
figuration, three different batch size patterns are
selected as shown in table 3.

For example, in a simulation run with medium
batch size variation, the batch size will be 20, 30,
40, 50, or 60. For the simulation study a job gen-
erator module generates five customer-requested
jobs (as 1 job-set) per day. For each job, it gener-
ates the product type from the 3 different types, the
product size from three sizes, and the batch size.
The deadline value of the job is chosen between
minimum and maximum time values, by uniformly
distributed random number generation. The conven-
tions in table 4 are used.

5.4 Results
Algorithm I. From the beginning of section 3

we recall that transportation for parts from one cell
to another one is assumed to be available whenever
needed, at constant costs.

9 different types of simulation runs were per-
formed for accommodating the 3 shop configura-
tions and 3 batch size variations. Each simulation
is run over a 50-day time period. The performance
of the algorithm is evaluated by looking at the pat-
tern of the guaranteed job set quantity, relative to
thejob set quantity for each of the simulation runs.
In figures 4, 5 and 6 the graphs show for each day
the job set quantity and the guaranteed job set quan-
tity as scheduled by the algorithm, each for one of
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the three shop floor configurations and batch size
variations. (Note that the graphs do not show the
quantity actually produced on any given day. They
show only the quantity scheduled on the particular
day.)

Cell Shop Machine Mean

Cmel Shop Machine Operations failureName Name Name tmtime
bc-1 bending, cutting 80
bc-2 bending, cutting 140

cl S1, S2, pr-1 press, rivet 90
S3 pr-2 press, rivet 110

d-l drill 80
d-2 drill 160
g-1 grind 140
g-2 grind 160

12S, S2, s-1 screw 90
c2 S3 s-2 screw 180

w-1 weld 190
w-2 weld 100

c3 S1, S2, p- 1 paint 100
S3 p-2 paint 170

bc-3 bending, cutting 140

c4 S2 pdr--p3 press, rivet 110
c4 S2 ~~~ ~ ~~d-3drill 130

d-4 drill 120
g 3 grind 140
g-4 grind 110

c5 S3 s-3 screw 110
s-4 screw 150
w-3 weld 130
w-4 weld 120
bc-4 bending, cutting 160
bc-5 bending, cutting 90

c6 S3 pr-3 press, rivet 120
pr-4 press, rivet 80
d-5 drill 140
d-6 drill 130

Table 2: Shop Floor Configuration

The requested job quantity is equal to the guar-

anteed job set quantity for the first seven days.
Hence the graphs coincide. This is because during
the initial stages of the simulation, all the machines
are free.

After seven days, the unavailability of time slots
on machines causes quite a few jobs to fail.

Batch size Batch size Batch sizes
Variation Min Max permitted
Small 30 50 30, 40, 50

Medium 20 60 20,30,40,50,60
Large 10 70 10,20,30,40,50,60,70

Table 3: Batch Sizes of Jobs

Table 4: Simulation Conventions

V ~ ~~~*.
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It can also be seen that during simulation with
medium batch size variation more jobs than with
small batch size variation can be guaranteed. This is
because the smaller size jobs could readily fit into
the small free slots of the machine schedules. By
the same token, the large batch size variation allows
a still larger number of jobs to be scheduled in due
time.

For the shop floor configurations S2 and S3, with
their increasing number of cells and machines, the

requested job set quantity was equal to the guar-

anteed job set quantity even for the first eight to
fifteen days, compared to seven days in cell con-

figuration SI (see fig 5 and 6). Also otherwise the
increasingly better basis for bidding results in a

clearly better performance of Algorithm I. Using
the data in figures 4, 5, and 6 the mean and standard
deviation for each simulation run are calculated in
table 5.

i.
I

..

.

Figure 5: Scheduling Configuration #2

To compare the mean deviation of the simulation
runs, a significance test was performed. Table 6
shows the computed test values given by the test.
For all cases in table 6 the test statistic is greater
than 1.67. Also the confidence interval does not
include zero. Hence, we can say with 90% confi-
dence that the mean quantity scheduled increases in
shop configuration S2 compared to SI. Also, the
mean quantity of scheduled jobs increases again in
shop configuration S3, compared to S2.

Algorithm II. The performance of the algorithm
was evaluated in the shop floor configuration S2,
with 1, 2 or 3 AGVs. (S2 can be found in table 2. It
consists of the cells c1, C2, C3, C4.) For every day the
guaranteed job set quantity was compared to the job
set of that day. The time of transportation between
any pair of cells which includes loading and
unloading, is assumed to be known (within the
range of 12 to 15 minutes).

Figure 4: Cell Scheduling Configuration #1

Shop- Graph Sample Size Mean Standard
Config Deviation

SI A 40 51.8 39.5
B 40 59.7 48.0

C 40 59.3 34.1
S2 A 40 76.3 40.9

B 40 78.5 45.2
C 40 75.3 48.5

S3 A 40 136.0 50.3
B 40 137.8 52.9
C 40 143.3 58.9

Table 5: Mean and Standard Deviation
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Minium time_of deadline = Current time + (Lead-Time *
Batch Size)

Maximum time_of deadline = Minimum time_of deadline + Maxi-
mum Laxity

Lead Time = Average lead-time for the batch size = 1
(production time)

Maximum Laxity = 20 days (considered equal to the lead
time of 20 days for a product with
average batch size)
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The medium batch size variation is assumed for
the arriving jobs (see table 3). The simulation runs
were performed over a 50 day time period. The
quantity which could not be scheduled to meet the
deadline was discarded.

Detailed plots of all simulation results can be found at
http:/l s3-www.cs.uni-dortmund.de/ComTrans. The results are
discussed below.

With one AGV in the system, the requested
quantity was equal to the guaranteed job quantity
on the first day. This is so since during the initial
stage of the simulation, all the time slots of the ma-
chines and (the only) AGV are free. With two
AGVs in the system, the requested quantity was
equal to the guaranteed job quantity for the first two
days while with three AGVs in the System, this
optimal scheduling result lasted even for the first
five days. The reason is that the availability of addi-
tional AGVs in the system provided a growing
number of empty time slots for transportation.
We computed the mean and standard deviation

of the simulation runs as shown in table 7. The test
statistic is 1.67 at the 10% significance level (or 90
% confidence interval). The test statistic in table 8
for two and three AGVs is less than 2.3 > 1.67.
Also the confidence interval does not include zero.
Hence, we can say with 90% confidence that the
mean quantity scheduled increases with two AGVs
relative to just one AGV.

.=Xshl;~~~~~~~~eqeseOuaeXtity
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Figure 6: Cell Scheduling Configuration #3

With two AGVs, the higher transportation avail-
ability results in fewer deadline failures. With two
and three AGVs, the test statistic is 1.0 < 1.67. Also
the confidence interval includes zero. Hence, we
can say with 90%o confidence that the mean quantity
scheduled does not increase with three AGVs rela-
tive to two AGVs. In this configuration the ma-
chines in the shop floor are not able to produce
enough parts to keep all three AGVs busy.

Combined ConfidenceShopfloor (Graph) S Test Statistic Interval

SI(A) and S2(A) 40.2 2.7 24.5 ± 15.1

SI(B) and S2(B) 46.6 1.8 18.8 ± 17.5

S1(C) and S2(C) 42.1 1.7 16 15.8

S2(A) and S3(A) 45.8 5.76 59.7 17.2

S2(B) and S3(B) 49.2 5.32 59.3 ± 18.5

2(C) and S3(C) 54.0 5.56 65 20.3

rable 6: Simulation at 90% Confidence In-
terval

Shop- # ofAGVs Sample Mean Standard
Config. Size Deviation

1 40 29.5 27.6
S2 2 40 48.0 43.0

3 40 57.0 40.5

Table 7: Mean and Standard Deviations

ofAGVs Combined Test Statistic Confidence Interval
S.D. (90%)

1 and 2 36.1 2.3 18.5 13.6
2 and 3 46.6 1.0 9.0 15.7

Table 8: Simulation at 90% Confidence In-
terval

Algorithm III. A module for machine failure
generation has been added. This module generates
exponentially distributed random machine failure
patterns in the system. The mean working time of
the machines in the system is set to vary between
80 and 200 hours. The mean time for an operator to
repair a machine which experiences a failure was
between 1 and 7 hours. The module first generates
the mean time of failure for a machine by the uni-
form distribution. This mean value was used to
generate the exponentially distributed random re-
pair time.

For higher flexibility of cell scheduling under
machine failures a slack of 10% was added (see
section 4.1). If no job was scheduled for production
during a machine breakdown no production delay
was to be experienced. Hence no rescheduling was
done.

Cell configuration S3 of table 2 with two AGVs
was selected for the simulation, and the medium
batch size variation was assumed for the arriving
jobs. The simulation was run three times, each time
for the duration of fifty days.
A different seed number was used in each simu-

lation run so that different machine failure patterns
were generated each time.

Figures that depict the deadline failures per day can be
found at http:/l s3-www.cs.uni-dortmund.de/ComrTrans.

In figure 9, the total quantity which Algorithm
III was able to reschedule successfully was plotted.

Using the data of the graphs in figure 9 the mean
and standard deviation of the rescheduled quantities
in each simulation run were calculated in table 9.

From table 10, using 68 degrees of freedom, the
test statistic is given as 1.67 at the 10% significance
level (or 90 % confidence interval). The test statis-
tic in table 10 for all the graphs is less than 0.64.
Also the confidence interval includes zero in all the
cases. Hence, we can say with 90% confidence that
the mean quantity rescheduled is the same in all
simulation runs, thus confirming that the simulation
runs are representatively significant.

5. Conclusion

In this paper we presented novel distributed al-
gorithms for production scheduling in an automated
manufacturing system. We incrementally extended
a new distributed cell scheduling algorithm by inte-
grating, through model refinement, Automated-
Guided-Vehicle (AGV) scheduling and finally,
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through adding slack times for cell operation and
transportation deadlines, by adaptive distributed
rescheduling features for handling transient ma-
chine failures, thus providing for fault tolerance
capacity.

Even for the singular cell scheduling problem as
dealt with in section 2, there had not been any dis-
tributed algorithm in the literature to handle both
machining and sub-assembly operations. The fur-
ther integration of AGV scheduling and adaptive
rescheduling in case of transient machine failures
are our original contributions.
We performed preliminary simulation studies

with a real manufacturing example (furniture pro-
duction) and realistic data. The results show how
with increased replication of machines the real-time
performance improves considerably.

Figure 9: Rescheduled Quantity

Shop- Graph Sample Mean Standard Devia
Config. Size lion

A 35 27.1 30.8
S3 B 35 30.9 31.6

C 35 26.3 30.1

Table 9: Mean and Standard Deviation

Graphs Combined Test Confidence Interval
S .D. Statistic (90%)

A and B 31.2 0.63 4.8 ± 12.6
B and C 30.9 0.61 4.6 ± 12.4
A and C 30.5 0.11 0.1 ± 12.3

Table 10: Simulation at 90% Confidence
Interval

The flexibility of the underlying bidding tech-
nique is further demonstrated by the improved per-
formance under higher variation of batch sizes
since the algorithm obviously takes good advantage

of smaller batches to be scheduled as smaller time
slots will be immediately utilized. One of the open
questions we are currently investigating is the im-
pact of the frequency of variation of batch size over
time, on the real-time behavior of the system.

In the experiments with Algorithm II, we found
a direct performance dependency on the number of
AGVs involved until the cell throughput arrived at
a limit while the available AGV capacity was not
exhausted. When comparing Algorithm III with its
rescheduling features to Algorithm II under differ-
ent failure injection patterns, the performance was
throughout found highly superior, due to the re-
scheduling techniques used in Algorithm III.

In our current research we are working on the
problem how to minimize penalties for missed job
deadlines, a conceptual refinement of the deadline
studies which has been given considerable atten-
tion, however, in case of centralized control only.
As a problem of a very high practical impact, a ma-
jor body of work is now being devoted to adap-
tively tailoring the degree of replication of ma-
chines or cells, according to local needs and costs.
This is beyond the scope of this paper.
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