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Abstract—In multicore system, shared cache interference has
been recognized as one of the major factors that degrade the
average performance as well as predictability of system. How
to manage the shared cache in order to optimize the system
performance while guaranteeing the system predictability is still
an open issue. State-of-the-art techniques on this topic use page
coloring to partition the shared cache at OS level. In this paper,
we present a shared cache management scheme for multicore sys-
tem. This shared cache management scheme supports way-based
cache partitioning at hardware level, building task-level time-
triggered reconfigurable-cache multicore system. We evaluated
the proposed scheme w.r.t. different numbers of cores and cache
modules and prototyped the constructed MPSoCs on FPGA.

I. INTRODUCTION

With increasing requirement for high-performance, multi-

processor system-on-chip (MPSoC) has emerged as the dom-

inated architecture choice for modern computing platforms.

To alleviate the high latency of the off-chip memory, MPSoC

architectures are typically equipped with hierarchical cache

subsystems. Due to this inherent complex cache hierarchy,

the analysis of shared cache subsystem has received much

attention [3], [5], in recent years.

The main problem of cache hierarchy is that the behavior

of shared cache is hard to predict and analyze statically [2] in

MPSoCs. How to manage the shared cache in order to opti-

mize the system performance while guaranteeing the system

predictability is still an open issue [6]. To address this problem,

most of the state-of-the-art techniques [3], [5] on the multicore

cache management for real-time systems use page coloring,

i.e., a software approach in the OS level, to partition the cache

by sets. The problem of page-coloring based techniques is

the significantly large timing overhead when computing the

color of a page. In [4], the observed overhead of page coloring

based dynamic cache partitioning is reported to reaches 7% of

the total execution time even after the optimization. To solve

this problem, we implement multicore cache management in

hardware level and propose an integrated cache management

scheme that improves the execution predictability for MPSoCs.

This paper summarizes the results built in [1].

II. CACHE MANAGEMENT APPROACH

One ILP formulation is developed to model the time-

triggered scheduling as well as the cache configuration for a

given mapping of a task set on an MPSoC [2]. With this ILP

formulation, optimal task schedule and cache configuration can

be computed to minimize the cache misses while preventing

deadline misses of all tasks in the task set. The generated

schedule and the cache configurations together minimize the

cache miss of the cache subsystem while preventing deadline

misses of all tasks. According to the generated configurations,

tasks can be scheduled with inserting cache configuration

instructions in each task invocation. High performance code

can be generated by this scheme.

III. HARDWARE PROTOTYPE

In this paper, we developed a parameterized reconfigurable

way-based cache memory and prototyped it on FPGA. The

cache size, line size, and associativity of the cache memory

can be parameterized during compile time while the partition

of the cache can be reconfigured during runtime. We also

design a complete set of APIs with atomic operation, such

that the application tasks can reconfigure their cache sizes

during runtime. In addition, We developed a share-clock multi-

port timer component that enables the precisely time-triggered

schedule for the MPSoCs generated from the above scheme.

With the customized multicore system with a reconfigurable

way-based cache memory and share-clock mutli-port timer

component, we prototyped and evaluated the above cache

management scheme on the generated MPSoCs on Altera

Statrix III FPGA using benchmarks.
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