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Abstract— Automatic affective dimension recognition from
facial expression continuously in naturalistic contexts is a
very challenging research topic but very important in human-
computer interaction. In this paper, an automatic recognition
system was proposed to predict the affective dimensions such as
Arousal, Valence and Dominance continuously in naturalistic
facial expression videos. Firstly, visual and vocal features are ex-
tracted from image frames and audio segments in facial expres-
sion videos. Secondly, a wavelet transform based digital filtering
method is applied to remove the irrelevant noise information
in the feature space. Thirdly, Partial Least Squares regression
is used to predict the affective dimensions from both video
and audio modalities. Finally, two modalities are combined
to boost overall performance in the decision fusion process.
The proposed method is tested in the fourth international Au-
dio/Visual Emotion Recognition Challenge (AVEC2014) dataset
and compared to other state-of-the-art methods in the affect
recognition sub-challenge with a good performance.

I. INTRODUCTION

Human face provides an essential, spontaneous channel
for the communication of mental states. In addition to
functioning as a conversation enhancer, facial expressions
directly communicate feelings, cognitive mental states, and
attitude toward other people.

In the affective computing field [18], various studies have
been carried out to create systems that can recognize the
affective states of their user by analyzing their vocal [2], [21]
and facial expressions [19], [14]. Most of that work has been
done on acted or stereotypical expressions. More recently,
there has been a shift towards using naturalistic expressions
to create systems that can interact with people in their
everyday life (e.g. [7], [22], [12]).

Naturalistic expressions present a big challenge to the
research community because they are less stereotypical and
not always fully-fledged expressions. Furthermore, the dy-
namic of these expressions is more complex, leading to a
larger variability in the way affect is expressed. Finally,
human affective states tend to change much slower than the
typical rate at which video or audio is recorded in naturalistic
expressions as analyzed in [12]. The focus of this paper is
to utilize this property in the naturalistic expressions in an
efficient way and build a better automatic affective dimension
recognition system.

The proposed automatic affective dimension recognition
system includes four steps: (1) Advanced feature extraction
methods are introduced to capture the characteristics of both
video frames and audio segments; (2) Wavelet Transform
(WT) based digital filtering method is applied on time line
on feature space to remove the irrelevant noise; (3)Partial

Least Squares (PLS) regression is employed to predict the
measurement of three dimensional affects for both video and
audio modalities; (4) Decision fusion is done to combine
video and audio modalities together. It was tested in the
AVEC2014 Challenge [28] dataset and good performance is
achieved.

The rest of the paper is organized as follows. Section
2 briefly reviews related work in this area. Section 3 pro-
vides a detailed description of the proposed method. Section
4 displays and discusses the experimental results on the
AVEC2014 dataset [28]. Section 5 is the conclusion and
discussion.

II. RELATED WORK

Continuous emotional state detection and prediction has
been a challenging research topic in recent years within
the affective computing research community. Many research
focused on building automatic systems that can recognize
preselected instances of expressions in acted or non-acted
videos. An important challenge is to create systems that can
continuously (i.e. over time) monitor and classify affective
expressions into either discrete affective states or continuous
affective dimensions [19]. The initial approaches treated the
videos as sequences of independent facial expression frames
and aimed at improving the classification performances for
each independent expression at frame level. For example, the
baseline method of AVEC2013 challenge [29] treats each
unit of expression (e.g. a video frame, a audio segment)
independently and makes it a standard regression problem at
frame or word level. Firstly, Local Phase Quantization (LPQ)
feature was extracted from each frame to describe the char-
acteristic of the face image. Then, feature selection process
was carried out to remove less relevant feature. Furthermore,
optimized kernel based Support Vector Regression (SVR)
method was used for regression. Finally, a fusion process
combining video and audio together was used to boost the
overall performance. In the baseline method of AVEC2014
challenge [28], Local Gabor Binary Patterns from Three
Orthogonal Plane (LGBP-TOP) was extracted from videos
and an epsilon-SVR with intersection kernel was employed.
The results from these works miss the opportunity to exploit
temporal relations that exist between consecutive instances
of an expression in naturalistic facial expressions.

Recent years, the research work on emotion recogni-
tion from naturalist expressions has been seen a signif-
icant progress with the great support of naturalist ex-
pression datasets and competitions(e.g. AVEC2011 [23],
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AVEC2012 [24], AVEC2013 [29], AVEC2014 [28]). A few
works tried to use the temporal relations in the naturalistic
expressions by modeling. Meng and Berthouze [12] proposed
a multi-stage automatic affective expression recognition sys-
tem to use HMMs to take into account this temporal re-
lationship and finalize the classification process. The hidden
states of the HMMs are associated with the levels of affective
dimensions to convert the classification problem into a best
path finding problem in HMM. The system achieved the
best performance on the audio data of AVEC2011 dataset.
Nicolle et. al. [15] proposed a method to use log-magnitude
Fourier spectra to extract multiscale dynamic descriptions
of signals characterizing global and local face appearance
as well as head movements and voice. It performs a kernel
regression with very few representative samples selected via
a supervised weighted-distance-based clustering, that leads
to a high generalization power. Then a particularly fast
regressors level fusion framework was used to merge systems
based on different modalities. Savran et. al. [20] use temporal
statistics of texture descriptors extracted from facial videos, a
combination of various acoustic features, and lexical features
to create regression based affect estimators for each modality.
The single modality regressors are then combined using
particle filtering, by treating these independent regression
outputs as measurements of the affective states in a Bayesian
filtering framework, where previous observations provide
prediction about the current state by means of learned affect
dynamics. At AVEC2014 affect recognition sub-challenge,
the temporal relations in naturalistic expressions was used
to boost the performance in decision level filtering [10] [9].
Kachele et al. [10] proposed an approach based on abstract
meta information about individual subjects and also prototyp-
ical task and label dependent templates to infer the respective
emotional states and achieved the best performance. Gupta
et al. [9] proposed a 4-stage system including individual
training, prediction processing, system fusion and temporal
regression. Chao et. al [4] utilized deep belief network based
models to recognize emotion states from audio and visual
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Overview of the proposed automatic affective dimension recognition system.

modalities by combining the predicted results from different
modalities and emotion temporal context information simul-
taneously.

These approaches have produced very good performances
in the challenge competition. They used the relationship
between consecutive expression unit (e.g. frame or audio seg-
ment) on the decision level to boost the overall performance.
However, in terms of temporal relations in the feature level,
only [4] did it by temporal pooling functions in the deep
neutral network. In this paper, we will investigate how to
use this temporal relations in the feature space further. We
designed a wavelet transform based digital filtering technique
on feature vector to remove their high frequency component
and then integrate it in our affective dimension recognition
system.

III. AFFECTIVE DIMENSION RECOGNITION

In affective dimensional space, it represents more details
on how we deal with emotional states other than six basic
emotion categories (e.g. happy, sad, disgust, anger, surprise
and fear). There are Arousal, Dominance and Valence.
Arousal is the individual’s global feeling of dynamism or
lethargy. It subsumes mental activity, and physical prepared-
ness to act as well as overt activity. Dominance is an indi-
vidual’s sense of how much they feel to be in control of their
current situation. Valence is an individual’s overall sense of
feeling positive or negative about the things. In this sub-
challenge, the main task was to classify the scales of arousal,
valence and dominance from video and audio database.
Therefore, the automatic affective dimension recognition
system needs to comprehensively model the variations in
visual and vocal clues and automatically predict the scale of
each Arousal, Dominance and Valence from video and audio.
From the machine learning point of view, it is a regression
problem, not a classification problem, on each individual
frame in a image sequence because the predicted values are
real numbers.



A. System Overview

Figure 1 depicts the framework of the proposed approach
to automatic affective dimension recognition. For each video
clip, we deal with the channel of the video and audio
signals separately. In the step of video process, feature
extraction is implemented towards each of the video frame,
producing features for texture representation. Then wavelet
transform based digital filtering technique is implied towards
the features. The main reason is that we believe the affect
related features should also change slowly as the affective
dimensions. The high frequency components might be noise
that is irrelevant to the affective dimensions. The Partial
Least Square (PLS) regression is then applied to predict
the scales of the affective dimensions. While in the step of
audio process, a set of Mel-frequency cepstral coefficients
(MFCCs) are employed to encode the characteristic of the
audio. Then wavelet transform based digital filtering is
again used to remove irrelevant information of the vocal
expression, followed by PLS based regression as does in
video process. The prediction labels from each video and
audio is smoothed using low pass filtering to enhance the
results. Finally, the video and audio modalities was combined
to improve the overall performance.

B. Image Feature Extraction

Based on the modality of facial expression and vocal
expression recorded in video data, three dynamic features
are extracted respectively, which are detailed and presented
in the subsequent.

1) EOH: Edge Orientation Histogram (EOH), an efficient
and powerful operator, is regarded as a simpler version of
Histogram of Oriented Gradients (HOG) [5] that captures
the edge or the local shape information of an image. For an
image frame, firstly, the edge image is captured using Sobel
edge detection algorithm from each frames. Secondly, the
angle and intensity of the gradient function on each pixel
is calculated and arranged into a polar coordinate system.
Finally, the histogram from each block is normalized and
concatenated into a feature vector. If the whole image is
divided into 4 x 4 blocks and each polar coordinate system
has 24 bins, the feature vector will have 384 components.

2) LBP: Local Binary Pattern (LBP), a non parametric
descriptor summarizes local texture structures of images
into a set of patterns. It is highly discriminative and its
key advantages, namely invariance to monotonic gray level
changes and computational efficiency, make it successful and
popular in many topics, e.g. texture classification [16] and
face recognition [1]. The basic LBP operator labels the pixels
of an image with decimal numbers, called LBP codes, which
encode the local structure around each pixel.

3) LPQ: Local Phase Quantization (LPQ) operator was
originally proposed by Ojansivu and Heikkila [17] as a
texture descriptor and further used in emotion recognition
in [8]. LPQ is based on the blur invariance property of the
Fourier phase spectrum. It uses the local phase information
extracted using the 2-D short-term Fourier transform (STFT)
computed over a rectangular neighborhood at each pixel

position of the image. Only four complex coefficients are
considered, corresponding to 2-D frequencies of an images.

C. Audio Feature Extraction

Mel-frequency cepstral coefficients (MFCCs) are coeffi-
cients that collectively make up the mel-frequency cepstrum
of an audio signal. They are derived from a type of cepstral
representation of the audio clip (a nonlinear spectrum-of-a-
spectrum) and widely used in automatic speech and speaker
recognition. For each MFCCs, we fully utilized long, short
and valid-segmented baseline acoustic feature sets. For de-
tailed information, please see the baseline paper [28].

D. Wavelet Filtering

Digital filters are generally used for two purposes: (1)
separation of signals that have been combined, and (2)
restoration of signals that have been distorted in some
way [26]. In image processing, digital filters are mainly used
to suppress either the high frequencies in the image, i.e.
smoothing the image, or the low frequencies, i.e. enhancing
or detecting edges in the image. Wavelet transform is a spe-
cial digital filter which has been used as image compression,
edge detection, noise removal and so on.

Human’s emotional state changes much slower than the
video frame/word recording rate in naturalistic facial and
vocal expressions [12]. That means there are no much
difference within the frames in a short time period. However,
in the feature space, there are significant differences between
nearby frames due to the powerful feature extraction meth-
ods. That means that there exist some irrelevant information
in the features that will decrease the overall pattern recogni-
tion performance. Here, wavelet transform is used to remove
this irrelevant noise in the features, by compressing high
frequency components in feature space without distortion.
Moreover, Haar wavelet transform is one of a easiest tool to
determine where the low and high frequency area are.
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Fig. 2. Haar Wavelet Transform filtering on selected feature space.
1840 frames, selected components and decomposition level=4. (a). Original
feature vectors (b). Low and high frequency parts of the feature vectors in
wavelet space (c). Filtered feature vectors.

1) Haar Wavelet Transform: For a signal X =
(21,29, -+ ,xy) with N values, it can be decomposed into
two parts s and d with the length of N/2 each based on Haar



wavelet transform as the following equations:

Tok—1 + Tak
Skzi’ k:172’...

5 N2

T2k—1 — T2k
2

sy 1s called approximation of the signal that represents the
low frequency part of the signal while dj, is called details of
the signal that represents the high frequency of the signal.
After this first level Haar wavelet transform decomposition,
the signal X = (21,9, - ,zy) will be transformed to
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The original signal X can be fully reconstructed from sy,
and dj, easily by using:

dk: ) k:1a2a7N/2 (2)

(317827"' 7SN/2|d17d27"

Tok—1+ Tok  Tog—1 — T2k

sk +d = 5 5 =Ta-1, (4)
k=1,2,---,N/2
and
Tok—1 + Tok  T2k—1 — T2k
sp —dy = -

D) 9 = T2k, (5)
k=1,2,--- ,N/2

2) Filtering: In order to remove the high frequency com-
ponents of the signal, after performing wavelet transform,
low frequency part s will be kept and high frequency part
d will be replaced by zeros. In this way, the reconstructed
signal will lose the high frequency components. The low
frequency part s can be decomposed further by Haar wavelet
transform to remove more high frequencies. It was called
level 2 wavelet transform. It can be carried this way further
for level 3, level 4 decomposition. Figure 2 shows the
wavelet transform process on EOH feature with 4 level
decomposition. It can be seen, through reconstruction step by
step, final reconstructed signal generated is smoother along
the time line. For affective dimensions prediction, smooth
and simple features are matching the slow change property
of the real affective dimensions.

E. PLS Regression

Partial Least Squares (PLS) regression [6] is a statistical
algorithm that bears some relation to principal components
regression. Instead of finding hyperplanes of minimum vari-
ance between the response and independent variables, it
builds a linear regression model by projecting the response
and independent variables to another common space. Since
both the response and independent variables are projected to
a new space, the approaches in the PLS family are known as
bilinear factor models. PLS is used here because it achieved
better performance than SVR in emotion recognition [13].

F. Filtering on Decision Label

After performing Haar wavelet transform on the features,
and use PLS regression for training and testing data, it will
give prediction label as the output. Since these challenge
requires the prediction of continuous affect labels per frame,

we carry out smoothing over the prediction labels using
simple low pass filtering. Low pass filtering is carried out on
prediction of each development and testing frames to further
enhance the results.

G. Decision Fusion

The decision fusion stage aims to combine multiple deci-
sions into a single and consensus one [25]. The linear opinion
pool method is used in this case due to its simplicity [3], and
a weighted sum rule [27] is defined to combine the predicted
values from each decision as shown in Equation 6.

Diinen(@) = 3 ali)Di(2) ©

where I is a testing sample and D;(&) is its iy, decision
value (i = 1,2,..., K) while alpha(i) is its corresponding
weight which should satisfy Zfil a(i) = 1.

IV. EXPERIMENTAL RESULTS

A. AVEC2014 Dataset

The proposed approach is evaluated on the Audio/Visual
Emotion Challenge (AVEC 2014) dataset, which includes
recording of subjects performing a Human-Computer In-
teraction task while being recorded by a webcam and mi-
crophone. The video and audio recordings were split into
three partition: training, development, and testing set of 150
Northwind-Freeform pairs, totaling 300 task recordings. The
detailed information about this dataset can be found in the
AVEC2014 baseline paper [28].

B. Experimental Setting

The proposed system was trained on training set and tested
on development and testing sets for the affect recognition
challenge, where the level of affect has to be predicted for
each frame of the recording. The Pearson’s correlation coef-
ficients (CORR), and Root Mean Square Error (RMSE) over
all M sessions are both used as measurements in challenge
competition, as shown in Equation 7 and Equation 8.

®)
where N; is the number of frames in session i(i =
1,2,--- ,M). y] and y] are the true and predicted values
for the frame j(j = 1,2,---, N;) in session 4. 7; and y; are

the mean values of y; and gf for session (i = 1,2,--- , M).



C. Performance Comparison

1) AVEC2014 Development Dataset: Table 1 shows the
performance of different features on each affective dimen-
sions in terms of CORR and RMSE in the development
dataset. It can be seen that there is small difference between
video features EOH, LBP and LPQ while each one achieved
best performance in one of three dimensions. However, for
audio features (‘long’, ‘short’, and ‘valid segmented’), ‘valid
segmented’ achieved best performance in Dominance and
Valence while ‘long’ achieved best performance in Arousal.
For the video and audio fusion, there is no significant

TABLE I
PERFORMANCE OF AFFECTIVE DIMENSION RECOGNITION MEASURED IN
CROSS-CORRELATION (CORR) AND RMSE AVERAGED ALL OVER
SEQUENCES IN THE DEVELOPMENT SET. BOLD INDICATE HIGHEST
CORRELATION VALUE ACHIEVED ACROSS EACH DIMENSION AND

MODALITY.
Affect
Modality | Dimension Feature CORR | RMSE
EOH 0.5669 | 0.0879
Arousal LBP 0.5868 | 0.0956
LPQ 0.5624 | 0.0987
EOH 0.6021 | 0.1026
Video Dominance LBP 0.5135 | 0.1049
LPQ 0.6023 | 0.1015
EOH 0.5523 | 0.0670
Valence LBP 0.5480 | 0.0706
LPQ 0.5211 | 0.0665
Long 0.6136 | 0.0992
Arousal Short 0.5911 | 0.0981
Vad_seg 0.5954 | 0.1002
Long 0.5866 | 0.0989
Audio Dominance Short 0.5902 | 0.0988
Vad_seg 0.6054 | 0.0987
Long 0.5773 | 0.0659
Valence Short 0.5509 | 0.0659
Vad_seg 0.5798 | 0.0661
EOH_Long 0.5668 | 0.0894
Arousal LBP_Long 0.5873 | 0.0944
LPQ_Long 0.5165 | 0.0955
Video EOH_Vad_seg | 0.6021 | 0.0998
+ Dominance | LBP_Vad_seg | 0.5891 | 0.1005
Audio LPQ_Vad_seg | 0.5788 | 0.1011
EOH_Vad_seg | 0.5525 | 0.0654
Valence LBP_Vad_seg | 0.5479 | 0.0676
LPQ_Vad_seg | 0.5199 | 0.0660
Baseline | Arousal 0.412 -
(video) Dominance LGBP_TOP 0.319 -
Valence 0.355 -
Baseline | Arousal 0.517 -
(audio) Dominance | LLDs+MFCC 0.439 -
Valence 0.347 -
Baseline | Arousal 0.421 -
(video Dominance | LGBP_TOP+ 0.348 -
+audio) Valence LLDs+MFCC 0.236 -

difference. The reason is that only very simple fusion rule
was used here. In comparison with the baseline results, the
proposed method outperform in every modality and every
dimension.

2) AVEC2014 Testing Dataset: The results for the official
AVEC2014 challenge test set can be seen in Table II. All
parameters, such as filter window size, number of component
in PLS are identical to the previous set of experiments on

TABLE II
PERFORMANCE OF AFFECTIVE DIMENSION RECOGNITION MEASURED IN
CROSS-CORRELATION (CORR) AND RMSE AVERAGED ALL OVER
SEQUENCES IN THE TESTING SET. BOLD INDICATE HIGHEST
CORRELATION VALUE ACHIEVED ACROSS EACH DIMENSION AND

MODALITY.
Affect
Modality | Dimension Feature CORR | RMSE
EOH 0.5713 | 0.0921
Arousal LBP 0.5597 | 0.0961
LPQ 0.5711 | 0.1017
Video EOH 0.4916 | 0.1009
Dominance LBP 0.5179 | 0.0597
LPQ 0.4835 | 0.0993
EOH 0.5032 | 0.0570
Valence LBP 0.5183 | 0.0597
LPQ 0.5319 | 0.0560
Long 0.5277 | 0.0951
Arousal Short 0.4913 | 0.0954
Vad_seg 0.5081 | 0.0953
Long 0.4750 | 0.0907
Audio Dominance Short 0.4892 | 0.1797
Vad_seg 0.4913 | 0.0901
Long 0.4987 | 0.0552
Valence Short 0.4468 | 0.0553
Vad_seg 0.5355 | 0.0548
EOH_Long 0.5721 | 0.0950
Arousal LBP_Long 0.5586 | 0.0935
LPQ_Long 0.5760 | 0.0968
Video EOH_Vad_seg | 0.4913 | 0.0953
+ Dominance | LBP_Vad_seg | 0.5182 | 0.0915
Audio LPQ_Vad_seg | 0.4842 | 0.0945
EOH_Vad_seg | 0.5030 | 0.0542
Valence LBP_Vad_seg | 0.5184 | 0.0559
LPQ_Vad_seg | 0.5354 | 0.0549
Baseline | Arousal 0.2062 -
(video) Dominance LGBP_TOP 0.1959 -
Valence 0.1879 -
Baseline | Arousal 0.540 -
(audio) Dominance | LLDs+MFCC 0.360 -
Valence 0.355 -
Baseline | Arousal 0.478 -
(video Dominance LGBP_TOP+ 0.324 -
+audio) Valence LLDs+MFCC 0.282 -

the development set. From Table II, it shows that the results
are better than the baseline results [28] in every modality
and dimension.

In addition, our method was compared to state-of-the-
art results in the AVEC2014 affect challenge competition
as shown in Table III, it can be seen that our method
achieved competitive performance in term of CORR and best
performance in term of RMSE.

V. CONCLUSION AND DISCUSSION

In this paper, an automatic affective dimension recognition
system is proposed based on wavelet filtering and PLS
regression for naturalistic facial expressions. Instead of using
the temporal relations in the decision level like other meth-
ods, Haar wavelet transform based digital filtering method
was used to remove any irrelevant noise in the feature space.
The reconstructed features were input to PLS regression and
final fusion process was used for combining video and audio
modalities.



TABLE III

PERFORMANCE COMPARISON WITH STATE-OF-THE-ART METHODS IN

AVEC2014 AFFECT RECOGNITION SUB-CHALLENGE IN TERM OF

AVERAGE CORR AND RMSE VALUES.

Team Method CORR | RMSE
Baseline [28] SVR+Fusion 0.4185 | 0.2090
Ulm [10] Subjects+Label Inference 0.5946 | 0.1009
NLPR [4] Deep Learning+Fusion 0.5499 | 0.1630
SAIL [9] Fusion+Temporal Regression 0.5219 | 0.0831
BU-CMPE [11] | CCA ensemble 0.3932 | 0.0928
Our method Wavelet Filtering+PLS+Fusion | 0.5432 | 0.0810

The system was trained on the AVEC2014 training, tested
on both development and testing set, and compared with
baseline method. It was also compared with all the state-
of-the-art methods in the AVEC2014 affect recognition sub-
challenge with fairly good performance. NLPR [4], SAIL [9],
BU-CMPE [11] and our method achieve better performance
than baseline method, while Ulm [10] achieves best perfor-
mance. However, it utilized extra information on subjects
and annotation process that is not comparable with other
methods.

The performance of the proposed system can be enhanced
by improving the fusion rule on video and audio modalities.
In addition, other wavelet transform filters might achieve
better results than Haar wavelet here because Haar wavelet
is the simplest one in the wavelet family. For the future
work, the proposed method can be tested on other naturalistic
expression datasets.
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