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Abstract 

The problem of pose in 2 0  face recognition is widely 
acknowledged. Commercial systems are limited to near 
frontal face images and cannot deal with pose deviations 
larger than 15 degreesfram the frontal view. This is a prob- 
lem when using face recognition for surveillance applica- 
tions in which people can move ,freely. We suggest a pre- 
processing step to warp ,faces ,from a non ji-ontal pose to 
a nearfiontal pose. We use view-based active appearance 
models to j t  to a novel face image under a random pose. 
The model parameters are adjusted to correct for the pose 
and used to reconstruct the face under a novel pose. This 
preprocessing makes face recognition more robust with re- 
spect to variations in the pose. An improvement in the iden- 
tification rate of 60% (from 15 % to 75%) is obtained for 
faces under a pose of 45 degrees. 

1. Introduction 

This research was initiated by the observation that 2D 
commercial face recognition is limited to the recognition of 
faces under near frontal poses. This was also mentioned in 
a survey by Zhao et al. [14] who state that together with 
varying illumination, pose is one of the major problems in 
face recognition. Current commercially available systems 
are limited to face recognition within 15 degrees deviation 
from the frontal view. Face recognition performance using 
frontal faces is considered to be good enough for application 
in real life situations. 

One of the main advantages of face recognition is the 
non obtrusiveness. This property makes the technique es- 
pecially attractive for surveillance applications. However in 
surveillance settings there is often only a small time frame 
to capture a face with a high probability that the grabbed 
images do not contain the required frontal face images. 

We suggest a preprocessing step in order to warp faces 
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from a non frontal pose to a frontal one in order to perform 
frontal face recognition with commercial 2D face recogni- 
tion systems. 

First an overview and comparison of a few possible tech- 
niques is presented in Section 2. Then an overview of 
view-based active appearance models (AAMs) used to re- 
construct the face images under a novel pose is presented in 
Section 3. Section 4 gives information on choices that were 
made with respect to the implementation. The results of two 
experiments are presented in Section 5. Finally a discussion 
(Section 6)  and recommendations for future work (Section 
7) are given. 

2. Several methods for reconstruction 

We want to construct photo realistic images that can 
be used in commercial face recognition systems. Three 
interesting methods are mentioned in the literature that 
combine face reconstruction with face recognition. The 
three methods with the main pros and cons per method are 
given below. 

1. 3 0  Morphable Models (3DMM) [I], [2] 
- Pro: Visual image quality. 
- Pro: Recognition performance. 
- Con: High computational load. 
- Con: Manual interaction required in the on-line phase. 
- Con: Need for 3D scanners to construct the model. 

2. Viav-based Active Appearance Models (AAM) [7] 
- Pro: Fast. 
-Con: Lower image quality with respect to the other two. 

3. Light-fields (Lf) [4], [9] 
- Pro: Image quality. 
- Con: Need for a camera array [4] or knowledge of 

camera intrinsics [9]. 

AAMs are probably the lesser of the three with respect to 
visual image quality but the fact that AAMs are fast makes 
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the use of these models attractive for use in surveillance set- 
tings. The other two methods have a few important disad- 
vantages with respect to AAMs. The large drawbacks of 
3DMMs are the high computational load and the need for 
manual interaction in the process of synthesizing images. 
The need for camera intrinsics and relative orientation to 
the camera in Light-fields make it a less attractive candidate 
than AAMs. 

3. Reconstruction of view-based AAM in- 
stances 

Figure 1. The block diagram illustrates the 
flow from image to reconstruction. An AAM 
is "fitted" to a face image which results in a 
set of parameters. These are "warped" to a 
novel set of parameters. Finally the face is 
"reconstructed" which results in a face im- 
age under a novel viewing pose 

The entire process from original image to reconstruction 
illustrated in Figure 1. The first step is fitting an AAM 
a face image which results in a set of parameters. These 

parameters are then warped to a new set of parameters us- 
ing a rotation model. We use the term warping with respect 
to changing the model parameters as well as changing the 
images. The warped model parameters are then used to re- 
construct the face image which is now under a novel pose. 

Cootes et al. [7] introduced view-based AAMs and also 
showed that the model parameters can be warped and used 
to reconstruct the face under novel poses. We will show that 
these reconstructions can be used to make commercial face 
recognition more robust against variation due to pose. 

3.1. Combined AAMs 

A combined AAM [6] models the shape and texture vari- 
ation seen in a training set with one set of model parameters. 
By using faces with different poses it is possible to construct 
a model that represents variation due to identity and rota- 
tion. Labeled images are needed to construct a training set 
of shapes and textures. The images are labeled with land- 
marks which are the coordinates of distinctive points in the 

face image. These coordinates form the shape vector x of 
the face. The texture vector g of the face is given by the 
pixel values inside the convex hull of the landmarks. By us- 
ing PCA on the training data it is possible to obtain a model 
in which the model parameters c control both the shape and 
texture: 

and where Z and are respectively the mean shape and 
mean texture. Q, and Q, describe the variation in the train- 
ing set and come from the eigenvectors of the covariance 
matrices of the training set. 

By fitting the model on a novel face image it is possible 
to find a set of model parameters that represent the given 
face. The model parameters are found by determining the 
smallest possible difference image between the reconstruc- 
tion and the original in a number of iterative steps [6]. 

at least three linear models are needed to capture the en- 
tire pose range from -90 to 90 degrees around the vertical 
head axes. Fewer linear models is impossible because land- 
marks disappear when the head rotates. Gong et al. [8] sug- 
gest a non-linear model using KPCA which results in only 
one model. The issue of rotation (i.e. reconstruction under 
a novel pose) is however not explicitly addressed. 

3.2. Rotation Model 

In order to rotate the head it is necessary to have a 
link between the model parameters and the viewing angle 
within one model (i.e. intra-model rotation) and over mul- 
tiple models (i.e. inter-model rotation). Too little annotated 
training data was available to investigate the inter-model ro- 
tation so we only took intra-model rotation into considera- 
tion. Cootes [7] suggests that the viewing angle 0 can be 
linked to model parameters c by 

where co, c, and ca, are learned from the training data. 
The pose can be determined by computing the left 

pseudo inverse RF' of the matrix (c,lc,). Now there is 
a relation between the viewing angle and the model para- 
meters based on Equation 2: 

and 

tan 0 = ya/xa (4) 

We verified the rotation model by constructing Figure 2 
in which an independent test set was used to estimate 6.  The 
estimate of 0 is not entirely correct which is caused by anno- 
tation errors, mis fits and inaccuracy in the model. However 
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it is probably be good enough to use in the reconstruction 
of the face images. 

Figure 2. The annotated angles plotted ver- 
sus the estimated angles using the rotation 
models for the frontal and the semi profile 
AAMs. 

3.3. Reconstruction 

The rotation model describes only a part of the model pa- 
rameters. Therefore the model parameters are divided into 
a part that describes the variation due to rotation and a part 
that describes the other variations (e.g. the variation due to 
identity). This is done by introducing the residual vector r :  

r = c(8) - co + c, cos(8) + c, sin(8) ( 5 )  

This provides a method for rotating faces from the cur- 
rent angle 8 to a new angle $. We estimate the angle 8 of 
the current view with Equation 4 and determine the residual 
r using Equation 5. Now the model parameters are warped 
to a novel view by adding r to Equation 2 and substituting 
$for 8. 

The reconstruction of the face images is done using thin 
plate splines [3], mainly because deformations introduced 
by the warping process are smooth, as opposed to deforma- 
tions in triangulation. 

4. Implementation 

Different data sets and tools were used in performing the 
experiments. Some general remarks on both are given in 
this section. 

4.1. Data 

Three image databases are used in the training of the 
AAMs and the rotation model. The CMU PIE [12] and 

IMM [lo] are publicly available and another one was col- 
lected at TNO for previous research on face recognition. 

The IMM and TNO data sets were used for finding a rela- 
tion between the number of training images and the "iden- 
tity" in the reconstruction. The image set contained three 
faces of each individual under 3 poses ranging from -40 to 
-1-40 degrees divided into a training set and a test set. 

Three images (under 22,45 and 67 degrees) of 68 indi- 
viduals from the CMU PIE data set were used to build a 
semi profile view-based AAM. 

The images were semi automatically labeled with a set 
of landmarks defining the shape and texture of the images. 
In the frontal model 68 landmarks were used and in the semi 
profile model 63. An AAM was used to find a near fit which 
was adjusted if necessary (bootstrapping). 

In order to enlarge the training set (i.e. introduce more 
variation) in the frontal model with little effort we extended 
the training set by adding the mirrored face images and an- 
notations. This is mainly valid because the images of the 
left and right pose were often taken under different angles. 

4.2. Tools 

The training and fitting of AAMs is done using the 
AAM-API by stegmann i t  al. [13]. The standard exe- 
cutable is slightly adapted to output the desired variables. 
The averages and variation matrices in Equation 1 are the 
output of the training phase. The fitting of the model to a 
face image results in a set of model parameters. These are 
then processed using Matlab. 

The face recognition software is from Cognitec (which 
is one of the market leaders on commercial 2D face recog- 
nition software). It has the least stringent demands on res- 
olution (32 pixels inter pupil distance) compared to other 
vendors. The software is robust against pose (f 15 degrees 
deviation from frontal) [5]. 

5. Experiments and Results 

This section presents the experiments and results that 
provide an answer to the two following questions: 
1. Can enough detail (i.e. identity) be captured in the AAM 
to use the reconstructedfaces in 2D face recognition? 
2. Can face images under non-frontal poses be warped to 
(near) frontal poses? 

A consequence of using AAMs is the loss of detail since 
they are based on an average and a model of the variation 
(Equation 1). The retained detail (i.e. identity) in the recon- 
structions has to be sufficient to perform face recognition. 
If this is the case we want to know if we can use the ro- 
tation model to adjust the model parameters to compensate 
for the non-frontal pose. We use the semi profile view-based 
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AAM to rotate faces from any pose in this model to the near 
frontal edge of the model. This edge is near the 15 degree 
pose limit of the face recognition software. 

Both questions will be treated separately in the following 
sections. 

5.1. Identity 

Four frontal view-based AAMs were trained to establish 
the relationship between the identity for recognition and the 
size of an AAM. The models were trained using a different 
number of face images for each model. By using more face 
images more variation due to identity is introduced. The 
training set contained approximately 50% of original im- 
ages and annotations and 50% of mirrored data. Table 1 
shows the number of training images for the 4 models. The 
training sets were a1 sub sets of the first larger model. All 
of the images came from the TNO and IMM data sets (for 
every I ' M  image there are three TNO images). 

model number # of training images # of model parameters 
1 41 1 158 

Table 1. Number of training images and 
model parameters in 4 different AAMs 

An independent test set of 243 images and 3 images per 
individual (from the IMM (54) and TNO (189) data set) is 
used to evaluate the face recognition performance. Each 
individual was recorded in a right and left view (within 
approximately 35 degrees deviation from frontal) and in a 
frontal view. The 4 AAMs are fitted on the test images and 
the mis fits are removed after visual inspection. The recon- 
structions of the frontal face images are the reference im- 
ages and the reconstructions of the non-frontal face images 
are the probes. 

The ROCs of the 4 AAMs and the original data are pre- 
sented in Figure 3. It clearly shows that the performance 
decreases rapidly with a reduced number of training im- 
ages and hence a reduced number of model parameters. It 
was impossible to "come closer" to the characteristic of the 
original data since it was impossible to train a larger model 
with the computer and software resources that were avail- 
able. It should be investigated if adding more training data 
improves the performance even further. 

Remarkable is the fact that ROC of model 1 is better than 
the ROC of the original data (for a FAR > 22%) for which 
there is no clear explanation. 

m 

FAR 1%) 

Figure 3. The ROCs of tests with 4 AAMs of 
different sizes 

5.2. Reconstruction under novel poses 

In the previous section we showed that it is possible to 
capture enough variation in the AAM to perform mean- 
ingful face recognition in the frontal region. This section 
will focus on reconstruction under a novel pose in the semi 
profile region (20 to 70 degrees deviation from the frontal 
view). 

The semi profile AAM and rotation model are trained us- 
ing the CMU PIE dataset [12]. 170 images of 68 individuals 
are used to train the models. Each individual was recorded 
under 22, 45 and 67 degrees. The 67 degrees group con- 
tains only 37 individuals since it is impossible to annotate 
the rest of the group due to disappearing landmarks. These 
images fall outside the semi profile model and will have to 
be captured by a profile model. 

We construct three probe sets containing: 
- the original images; 
- the reconstructed images under the original pose and 
- the reconstructed images under a novel pose of 22 degrees. 
The reference set contained the frontal face images of 
these individuals. 162 individuals from the IMM and TNO 
dataset are added to the reference set for the identification 
tests. 

The images in the training set are also used in the testing 
for lack of more data. Although we realize that independent 
test and training sets are needed to obtain valid results we 
choose to perform the tests anyway to get an idea about the 
possible performance. 

Figure 4 shows the original data under two poses, the 
reconstructed face image under a pose of 67 degrees and 
the warped reconstruction (under a pose of 22 degrees). 

The ROCs and CMCs of the overall performance of ro- 

Proceedings of the 7th International Conference on Automatic Face and Gesture Recognition (FGR’06) 
0-7695-2503-2/06 $20.00 © 2006 IEEE 



ROC 

Figure 4. The original face images under 67 
and 22 degrees (top). Original reconstruction 
at 67 degrees and the warped reconstruction 
to 22 degrees (bottom). 

tating the faces in the test set are presented in figure 5. The 
ROC of the original probes is in fact much lower than shown 
in Figure 5 since in 28% of the cases the face was not found. 
These images were therefore not used in the tests. The 
EER increases with approximately 20% (taking the 28% of 
missed faces into account). 

The correct identification rate at rank one increases with 
2590. We also evaluate the performance of the three angles 
seperately. The CMC for 45 and 67 degrees are given in Fig- 
ure 6. The CMC at 22 degrees of the warped images shows 
a decrease in the performance (between 20% and 2%) with 
respect to the original data. In this case the detail lost in 
the reconstruction is higher than the benefit gained from the 
warping. This seems logical because we warp the images 
to an angle that is close to the original view. The CMCs 
of the other two poses show significant increases in perfor- 
mance. Warping face images from 45 degrees to 22 degrees 
improves the performance with 60% (from 15% to 75%). 

6. Discussion 

We showed that it is possible to capture a large part of 
the variation that defines the identity in AAMs needed for 
face recognition. Although it was not possibIe to reach the 
performance obtained with the original data we showed that 
we can capture enough detail to gain more from the rotation 
model than that we loose detail by using a limited model. 

The results of warping face images show a large im- 
provement in the performance and the suggested method 
makes face recognition under pose more robust for faces un- 
der large pose deviations from frontal (45 and 67 degrees). 

---original pmbes 

20 40 60 a0 too 
FAR (%) 

war,,"jO ,,'VM' 

10 ............. .:. recans&ctM pm&s 
original probes 

OO 50 100 150 200 250 
rank 

Figure 5. ROC (top) and CMC (bottom) of 
tests with a polluted reference set. 

The perfarmance can be increased by 25% for identifica- 
tion at rank one for faces under poses ranging from 22 to 67 
degrees. For faces under 45 degrees the identification rate 
increases by 60% (from 15% to 75%) at rank one. These re- 
sults were obtained using the same set for testing and train- 
ing which means that the exact increase in performance has 
to be investigated in future research. The results however 
are very encouraging. 

Blanz and Vetter [2] used their method (3DMM) in the 
face recognition vendor test 2002 (FRVT2002) [I  11. They 
obtained an improvement of up to 40% in the verification 
at a fixed FAR of 1% for reconstructions from 45 degrees 
to frontal. The results for Cognitec were similar to that 
obtained in this research. The manual interaction and the 
slow procedure are however large disadvantages of using 
3DMMs. 

It was possible to locate the face in all but one of the 
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Figure 6. CMCs at 45 (top) and 67 (bottom) 
degrees. 

warped reconstructions. The method is in essence auto- 
matic since no manual interaction is needed. Due to the 
reasonably large images of 140 by 140 pixels the method 
becomes somewhat sluggish. It takes approximately half 
a minute to find a correct fit and another few seconds to 
reconstruct the face image (in Matlab) in the current imple- 
mentation. A significant gain in speed is expected by imple- 
menting the entire procedure more efficiently in for instance 
C++, 

Our research focuses on face recognition in surveillance. 
The suggested method makes 2D face recognition more ro- 
bust but we experienced quite some problems with the fit- 
ting of the AAM when the test and training set contained 
images from different data sets. Great care should therefore 
be taken in the training of the AAM. 

7. Future Work 

AAMs need to be more robust. Improvements can be 
made to the initialization and fitting of the AAMs to novel 
face images. Also the speed of the implementation can be 
improved by making it more efficient. 

More insight has to be gained on how different variations 
manifest themselves in generic models. Is it possible to train 
one generic model capturing all the variation in the test set 
(without an exploding number of model parameters) or are 

other strategies needed (e.g. a set of generic models)? 
The actual improvement using pose correction has to be 

determined with independent test and training sets. 
Our main objective is to make face recognition more ro- 

bust against different variations. This means we will also 
look at other possible methods that can be used as a pre- 
processing step and operate real-time in order to make 2D 
face recognition in surveillance settings more succe~sful. 
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