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Abstract— Cloud Continuum is the paradigm that unifies 

and exploits resources from far edge to public and private cloud 

offerings, as well as processing nodes with significant capacity 

in between. Nowadays, the combination of all these resources for 

augmenting modern hyper-distributed applications becomes a 

necessity, especially considering the vast volumes of data, their 

velocity, and their variety, which constitute well known 

challenges of Big Data processing. In this paper, we address the 

main research question on how a Cloud Continuum 

management platform should be structured to cope with the 

constantly increasing challenges and opportunities of the 

domain. We introduce the NebulOuS architecture vision 

towards accomplishing substantial research contributions in the 

realms of Cloud Continuum brokerage. We propose an 

advanced architecture that enables secure and optimal 

application provisioning, as well as reconfiguration over the 

Cloud Continuum. NebulOuS introduces a novel Meta-

Operating System and platform, that is currently being 

developed, for enabling transient Cloud Continuum brokerage 

ecosystems that seamlessly exploit edge and fog nodes, in 

conjunction with multi-cloud resources, to cope with the 

requirements posed by low latency applications. 
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I. INTRODUCTION  

The exponential increase in volume and velocity of data 
produced by a constantly increasing number of devices (data 
sources), has led modern enterprises to urgently look for 
advanced multi-cloud offerings that can efficiently address the 
dynamically changing needs of their data- and processing-
intensive distributed applications. Nevertheless, there are still 
several significant challenges. Even in advanced efforts [1, 2, 
3] that pursue to combine hybrid cloud offerings and exploit 
the potential of the Cloud Continuum, significant issues 
remain unresolved. These are mainly related to the need of 
optimising network traffic and latency between processing 
jobs and data sources to respect Quality of Service (QoS) 
guarantees, as well as establishing security and trust. 
Furthermore, in today’s digital era, where data is the main 
commodity for creating value in data-driven business 
ecosystems, multi- or cross-cloud solutions alone may be 
insufficient for satisfying the requirements associated with 
data- and processing-intensive applications. We witness a 
constant increase of connected devices that produce data at an 
astonishing rate of 2.5 exabytes per day [4] whilst, according 
to Cisco [5], the Internet of Things (IoT) will feature more 
than 14 billion connected devices worldwide by the end of 
2023 [5], and by the end of 2025, more than 75% of enterprise-
generated data will be created outside data centres [6]. Such 
unprecedented amounts of heterogeneous data and their 
propagation among diverse processing and storage 

architectures, amplifies the need for solutions that can cost-
effectively host and process this data.  

In recent years, edge computing has emerged as a panacea 
for coping with such challenges [7]. As low latency and 
location-sensitive applications continue to loom (e.g., 
precision agriculture, industry 4.0 maintenance applications, 
autonomous vehicles, AR-based remote patient treatment [8], 
etc.), the distant cloud will not be able to follow the 
dynamically changing requirements of these hyper-distributed 
applications, struggling to cope with the sheer magnitude of 
the data that they produce. In addition, certain application 
components are, by default, restricted from transmitting data 
to remote cloud resources due to organisation-wide security, 
legal and privacy concerns. To cope with such challenges, a 
flexible processing paradigm is needed to advocate data 
processing on adequate resources, hosted in proximity to data 
sources [2]. The importance of placing processing jobs as 
close as possible to the data sources is highlighted by the 
recent launch of Amazon’s AWS Wavelength that allows 
developers to deploy, in a pre-defined way, application parts 
that require ultra-low latency to Wavelength Zones that embed 
AWS compute and storage services in telecommunication 
provider data centres (located in metropolitan aggregation 
sites of 5G networks). Moreover, telco operators have recently 
announced the Open Gateway API initiative [9], which aims 
to provide cloud developers with a universal, open means to 
access their networks and exploit the available computing 
capacity at the edge. Nevertheless, further research is required, 
that goes beyond such propositions, e.g., by investigating the 
secure enablement of computing paradigms (such as 
Function-as-a-Service  / FaaS) over heterogeneous topologies, 
thereby providing generic solutions that are agnostic to any 
particular cloud provider or telco operator technologies and 
infrastructures. We argue that similar to how an Operating 
System (OS) efficiently interoperates with a wide range of 
heterogeneous hardware resources, and akin to how the rapid 
adoption of cloud computing led to the need of cloud service 
brokerage (CSB) [10], the true exploitation of the Cloud 
Continuum inevitably necessitates the introduction of holistic 
cloud and fog brokerage capabilities.  

In this paper, we reflect on the core functionality that is 
further needed for adequately harnessing Cloud Continuum 
resources. Thus, we address the main research question how a 
Cloud Continuum management platform should be structured 
in order to offer the capabilities outlined above. To this end, 
we introduce NebulOuS: a novel platform that aspires to 
facilitate the formation of an adaptive application hosting 
environment, that spans the Cloud Continuum, it is driven by 
the need of ensuring proximity between processing and data 
sources, and it is optimised based on the data involved, the 



defined QoS requirements, and any applicable regulatory, 
security, or privacy constraints. In this respect, NebulOuS  
shall offer a meta-Operating System (meta-OS) that enables 
the emergence of ad-hoc fog brokerage ecosystems that 
exploit IoT/edge and fog nodes, in parallel to multi-cloud 
resources, in order to cope with the requirements of hyper 
distributed applications.  

The rest of the paper is organised as follows. In Section II, 
we discuss relevant state-of-the-art. In Section III, we sketch 
the main aspects of the NebulOuS approach, while providing 
initial details on the core components of its architecture. In 
Section IV, we discuss the next steps of this work. 

II. RELATED WORK 

We present three different, albeit closely inter-linked, 
strands of related work: i) cloud and fog brokerage solutions; 
ii) cross-cloud and fog application deployment; and iii) self-
adaptive and proactive reconfiguration in the Cloud. 

Cloud and fog brokerage. The works in [1,10] aim at 
identifying optimal cloud services, from a cloud consumer 
perspective, by considering user preferences, but limited to 
quantitative metrics. Nevertheless, they do not attempt to 
address the apparent multi-criteria optimisation problem that 
also involves qualitative aspects [10]. Furthermore, recent 
domain surveys [11, 12] identify  the following key challenges 
and future research streams in cloud brokerage: i) adaptive and 
fluid application deployment; ii) intelligent decision-making; 
iii) proactive resource management; iv) governance and QoS; 
v) ability to solve high-dimensional problems; vi) reducing 
latency based on fog computing; vii) discovering and 
combining cloud services to meet complex needs; and viii) 
ability to deal with cloud provider failures. The proposed 
NebulOus architecture shall tackle these challenges by 
introducing cloud and fog brokerage capabilities analogous to 
the intermediation capabilities that OSs offer. Specifically, it 
will support Cloud Continuum providers (organisational units, 
telecom providers, etc.) and consumers in advertising 
available resources for ad-hoc formulation of local micro-
continuums, and application provisioning requirements and 
preferences, in a way that retains their inherent vagueness 
(e.g., using linguistic terms). Furthermore, NebulOuS will be 
able to match, on demand, the above aspects using a multi-
criteria decision making (MCDM) approach that handles 
precise and imprecise criteria to broker the ad-hoc generation 
of micro local cloud continuums. 

Cross-cloud and fog application deployment. Main 
application orchestration challenges stem from the 
heterogeneity of resources, the dynamic resource offerings, 
and the dynamic workload patterns [13]. To address these 
challenges, the work by Wen et al. [14] proposes holistic 
cross-layer optimisation with an orchestrator maintaining an 
entire view of the system, whereas FogAtlas [7,15] offers a 
software platform and architectural framework for 
orchestrating microservice container workloads in fog 
environments using OpenStack and Kubernetes. NebulOuS 
will reinforce support for edge and fog infrastructures by 
introducing novel mechanisms for controlling edge devices 
and allowing aggregation of resources over Secure Shell 
(SSH), while enabling communication with devices regardless 
of their architecture and operating system. This will create a 
unified resource pool over which novel orchestration concepts 
for highly distributed applications, including workflow 
orchestration will be founded. In this respect, NebulOuS will 

attempt to leverage technologies such as FIWARE FogFlow 
[16] or Eclipse Zenoh [17] to extend the ways context 
management and data processing are addressed in a 
distributed fashion, from the IoT device to the datacenter. 
With respect to context management, NebulOuS will provide 
extensions in IoT discovery mechanisms and enable the 
efficient and dynamic propagation of context information.  

Self-adaptive and proactive reconfiguration technologies. 
Existing work focuses on the analysis of application/workload 
behaviour, future workload predictions, and workload 
generation. Herbst et al. [8] conducted a survey of works using 
statistical analysis and machine learning methods in workload 
modelling and prediction.  Ba, Lorenzi and Ploennigs [18] 
presented an approach, based on Graph Convolutional Neural 
Networks, that is capable of improving modelling and 
monitoring at the edge. Nevertheless, most relevant works fail 
to address self-adaptation capabilities in the Cloud Continuum 
as they are unable to cope with edge cases in which proactive 
reconfigurations potentially contradict reactive ones. Such 
challenges have been also recognized in the recent work of 
Dustdar Pujol and Donta [19]. The authors propose a 
methodology to generate proper representations for cloud 
continuum systems based on the Markov Blanket concept [19] 
and offer the concept of equilibrium, leaving behind the use of 
thresholds. This notion of the equilibrium aims at alerting the 
system in advance so that the adaptations enforced become 
more efficient. NebulOuS, on the other hand, shall keep the 
use of thresholds (not always predefined through the use of 
AI-driven anomaly detection engine) but it will limit the 
variability space of adaptation decisions through cloud and 
fog brokerage. NebulOuS will tackle complexity issues by 
providing tangible improvements in understanding and 
predicting workload behaviour of complex fog applications. 
The tools NebulOuS will develop for workload forecasting 
will support advanced application reconfiguration and 
remediation scenarios and will provide a sound basis for 
reasoning about the proactive management of workloads as 
well as about the optimization of application deployments. 
The abstract behavioural specification language for designing 
executable models of distributed systems will be used to create 
and maintain automatically a “Digital Twin” parallel 
simulation model of the running application supporting the 
proactive application adaptations and reconfigurations.  

III. NEBULOUS APPROACH 

In this work, we introduce NebulOuS, a Cloud Continuum 
brokerage solution that aims to replace the monolithic public 
cloud paradigm with resources drawn from a transient mesh 
of interconnected, interoperable and heterogeneous micro 
local clouds, private enterprise clouds, public clouds as well 
as edge resources. The exact candidate resources that may 
consolidate this mesh will be filtered and aggregated 
according to each application’s placement requirements (e.g., 
organizations involved, location of data sources, data velocity 
and volume aspect, physical/network distance among edge 
and cloud resources, legal and pricing issues, etc.). Therefore, 
one of our main directions of work is to develop a novel 
brokerage platform that will enable any enterprise, SME or 
public organization to become both a cloud and fog service 
provider, as well as a cloud and fog service consumer of 
resources that may span the limited organisational boundaries 
(Figure 1). This implies the ad-hoc generation of “virtual 
organisations” that involve partners willing to share and/or 
consume heterogeneous cloud resources according to 



blockchain-enabled SLAs and strict security enforcement 
guarantees for optimized usage of any available cloud or fog 
computing resources. From a business point of view this 
corresponds to the “virtualisation” of exploitable 
infrastructural assets that can be shared across departments of 
the same or different organisations.  

The NebulOuS approach will offer capabilities along the 
following dimensions: i) facilitate the use of semantic 
technologies, as well as security policies and requirements 
stemming from pertinent legal and regulatory frameworks (i.e. 
providing models for: resource description, security overlay 
network and SLA aspects); ii) enable users to discover 
infrastructural resources among sets of heterogeneous and 
geographically-dispersed micro local clouds, private clouds 
and available edge resources, while augmenting them (if 
needed) with public resources in bursting scenarios; iii) enable 
the definition of appropriate SLAs and facilitating their 
interpretation into smart-contracts; iv) enable the allocation of 
application components, data and workflow tasks to the 
discovered resources by taking into account several factors 
such as the proximity of the resources to the data-generating 
IoT devices, their current health status, etc.; v) enable the 
effective orchestration of applications and workflows running 
on heterogeneous resources; vi) design, deploy and maintain 
a flexible monitoring and adaptation system of cloud 
applications  to sustain their unobstructed operation according 
to the defined SLAs; vii) enable secure access to these 
resources by taking into account user security requirements, 
as well as any pertinent national and international legal and 
regulatory frameworks. 

The NebulOuS approach will advocate a model-driven 
engineering (MDE) approach, whereby a user first describes 
an application and the required resources using a well-defined 
application model. This model can be expressed either using 
YAML constructs (as is the case in KubeVela - 
https://kubevela.io/), or specific modelling languages, e.g., the 
Topology and Orchestration Specification for Cloud 
Applications (TOSCA) [20], or the Cloud Application 
Modelling and Execution Language (CAMEL) [21, 22]. In the 
following section, we present in detail the main capabilities of 
the NebulOuS meta-OS.  

A. NebulOuS Architecure 

Before delving into the actual architecture, we first outline 
different kinds of NebulOuS users we envision  

• Regular users who assume the role of Cloud 
Continuum consumers and may use NebulOuS to 
deploy workloads in the cloud-to-edge continuum 

(typically software developers or DevOps). Regular 
users provide NebulOuS with a service description, 
along with all related requirements and constraints 
(e.g., the hardware architecture that the service can be 
deployed on). They also declare their preferences 
regarding service brokerage in the form of requests 
handled by the NebulOuS meta-OS.  

• Admin users, who deploy NebulOuS on their premises 
and advertise available resources to be brokered. 
Admin users may be telecom providers staff, who 
onboard compute resources from their edge locations, 
organizational units staff that make their private 
resources available for intra- or inter-organisational 
infrastructure sharing, etc. Admin users provide 
NebulOuS with policies (e.g., access control) to be 
enforced by the NebulOuS meta-OS. 

 Both kinds of actors use NebulOuS as an 
intermediary between computing resources and software, 
similar to a typical OS. They interact with the platform via 
the NebulOuS User Interface (UI), including a GUI   
providing  information about the state of the deployed 
services and available resources. NebulOuS shall consider 
various tools for the observability, telemetry and 
monitoring aspects and provide visualizations of the 
relevant data to the users using a dashboard-like approach. 

 Figure 2 provides an overview of the different 
components comprising the NebulOuS platform, and the 
main communication flows between them. At the center of 
the NebulOuS meta-OS lies the Control Plane that 
comprises the following modules: the Optimizer, the 
Deployment Manager, the Overlay Network Manager and 
the Execution Adapter.  The Control Plane is responsible 
for service deployment, orchestration, optimization and 
real-time reconfiguration across the entire cloud-to-edge 
continuum. Based on the application design time 
requirements, it deploys service graphs on available 
cloud/edge resources and continuously monitors execution 
(triggering runtime reconfigurations, if needed) to ensure 
that services operate as required. This involves: 

• The evaluation of the severity of situations forwarded 
to it by the AI-driven anomaly detection mechanism, 
or the Event Management system (EMS), and 
triggering of reconfiguration action(s) in the form of  
application-level or platform-level adaptations. 

• The dynamic optimization of the application 
placement, so that all applications meet their 
performance targets, and the infrastructure is not over-
subscribed.  

• The real-time scheduling of functions and workflow 
tasks, using traditional and AI-based scheduling 
approaches. 

 NebulOuS employs a layered approach to orchestration, 
assuming it is performed on two different levels: a local one 
and on a global one. Local orchestration (or L1) is performed 
by a service orchestrator which manages the deployment and 
execution of a distributed application within a single cluster, 
which will typically span a single resource provider (e.g., 
cloud provider). In the case of containerized workloads, 
Kubernetes may play the role of the local service orchestrator. 
However, NebulOuS as a Meta-OS aims to unify resource 
management spanning different resource providers under a 

 

Fig. 1  Brokerage in Cloud Computing Continuum 



single control plane, aiming to globally optimize application 
placement on a multi-cloud, multi-cluster setting from the 
cloud to the edge. Such a setting may consist of several local 
orchestrators being deployed in the different cloud providers. 
As a result, a global layer of orchestration is also needed (L2).  

 Layer-2 orchestration functionality is provided by the 
NebulOuS logically-centralized Control Plane that 
intermediates between the various infrastructure and 
application resources located in different clusters and 
optimizes their placement on a global level. As such, it is 
envisioned that although the two different levels will have a 
certain degree of autonomy in their operation, the global 
NebulOuS Control Plane will be able to override local 
orchestrator decisions, if needed. This approach allows L2 
orchestration to achieve globally-optimal setups when 
available, while L1 can still operate locally even if 
communication to the global control plane is inhibited. Such 
an approach aims to realize the Fog Computing paradigm by 
combining the performance benefits of centralized approaches 
(i.e., the cloud) with the resiliency offered by 
distributed/decentralized ones (i.e., the edge) [23]. 

NebulOuS also offers agents that are deployed on compute 
resources managed by the NebulOuS Meta-OS. Agents enable 
information exchange with the Control Plane, including 
control signals, based on which the latter monitors, 
orchestrates, and continuously optimises application 
execution. Several other components intermediate between 
the NebulOuS agents and the control plane, implementing 
various functionalities such as Data Collection and 
Management, Event Management, Anomaly Detection, 
blockhain-based SLAs, and Cloud/Fog servive brokerage. 
These components are further discussed in Section III.B.  

Communication in NebulOuS Meta-OS is mainly 
concerned with: connectivity establishment between 
infrastructure resources, and data management over the entire 
continuum. Two main components are introduced to realize 

these functionalities: the Overlay Network Manager and the 
Data Collection and Management component. The former is 
used for creating tunnels between the different physical and 
virtual devices.  The latter is used for capturing raw IoT data 
streams and managing data flow details; it also handles the 
exchange of control plane information between the distributed 
agents and the orchestration components. The data plane is 
established using current virtual networking approaches, 
focusing on programmable and software-defined networks. 

B. Core Functionalities 

In this subsection, we take the reader through the basic 
details of the NebulOuS core functionalities. 

1) User Interface (UI) 
The User Interface component will be the main point of 

entry for end users and system administrators for interacting 
with NebulOuS. It will provide a user-friendly interface that 
allows the interaction with the system in an intuitive manner, 
reducing the learning curve and making it easier to understand 
and use the capabilities provided by the Meta-OS. As the 
process of deploying and managing applications can be 
complex and technical, a GUI will help simplify the 
experience for end-users, by providing tools that will enable 
the definition of their workloads and respective requirements, 
the management of the deployed services, as well as 
visualization of metrics and alerts that will be deducted 
through the monitoring process. 

2) Cloud/Fog Service Broker 
The Cloud & Fog Service Brokerage (CFSB) will be an 

important aspect of the NebulOuS meta-operating system for 
coping with the massive number of resources that can be 
considered in Cloud Continuum deployments. One of the aims 
of this mechanism is to reduce the variability space when 
considering Cloud Continuum resources for hosting 
application component instances. NebulOuS CFSB will 
introduce brokerage capabilities, beyond the state-of-the-art, 
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in a similar manner that OS intermediates between computing 
resources and software. Specifically, it will support Cloud 
Continuum providers and owners (organisational units, 
telecom providers, etc.) to advertise the available hosting 
resources (Figure 1). These advertisements will combine 
quantitative (e.g., CPU cores) and qualitative characteristics 
(e.g., reputation) of their offerings (i.e., cloud, fog, edge 
resources that are willing to share across organisation units) 
that will be used for the ad-hoc formulation of local 
continuums according to the prerequisites of the applications. 
Without such brokerage capabilities a multicloud 
management platform’s solvers would be difficult to 
continuously maintain an optimal application deployment 
solution, as the cloud continuum dynamically changes (i.e., 
new resources appear or become unavailable). 

Furthermore, a graphical user interface (GUI) will be 
offered for application owners or DevOps to declare their 
preferences in a more loose and realistic way that retains the 
inherent vagueness in human preference expressions (e.g., 
using linguistic terms). Based on this information NebulOuS 
will be able to match, on demand, the preferences, and 
resources advertisements, based on a multi-criteria decision-
making (MCDM) approach that copes with precise (related to 
quantitative resources characteristics) and imprecise (related 
to qualitative aspects) criteria to enable the ad-hoc generation 
of micro local cloud continuums.  

Therefore, NebulOuS CFSB will research and develop the 
following functionalities: 

• announcement of infrastructural resources and services 
that can be made available in intra or inter-
organisational collaborative infrastructure sharing 
scenarios;  

• declaration of application-related preferences in a way 
that permits the expression of quantitative and 
qualitative aspects; 

• consideration of multiple precise and imprecise criteria 
for ranking cloud and fog services to recommend 
which subsets of them should formulate the required 
local computing continuums, involving cloud, flog and 
edge resources. 

3) Brokerage Quality Assurance 
An important characteristic of NebulOuS will be its ability 

to ensure the quality of the brokerage services that it will offer. 
To this end, the Brokerage Quality Assurance (BQA) 
mechanism is introduced.  

The BQA mechanism assures brokerage quality by 
ensuring abidance of application provisioning requirements 
and preferences with organisational policies: higher-level 
requirements that reflect an organisation’s business and/or 
security standpoint with respect to application provisioning. 
As an example, we may consider an application, call it 
application A1, that samples intermediate-frequency signals 
emitted by a radar. An organisational policy may articulate 
that application A1 belongs to a class of applications that must 
always be provisioned over compute nodes that feature a base 
clock rate of at least 2GHz (e.g., to avoid aliasing effects); the 
policy may also maintain that these nodes should not be under 
the control of certain organisations (which are considered 
untrusted). Such an organisational policy clearly places 
constraints on the way application A1 may be provisioned. It 
is the responsibility of the BQA mechanism to ensure, through 

adequate ontological reasoning, that such higher-level 
constraints are indeed respected by application’s A1 lower-
level provisioning requirements expressed by instantiating the 
QoS facet of the NebulOuS meta-ontology.  

4) Optimizer 
A typical NebulOuS application consists fundamentally of 

a set of containers pre-grouped into microservices where each 
microservice implements a given transformation of input data 
to output data. The role of the optimizer is threefold: 

1. To decide on the placement of the microservices ranging 
from the core cloud data centres to the edge devices. 

2. To decide on the multiplicity of microservices and 
duplicate microservices that are bottlenecks in the 
application. 

3. To provide the application with more resources with the 
right capabilities in the right location to execute the 
application’s microservices. 

A rational decision will maximise the decisions makers 
utility [24], and it is therefore mandatory that the optimizer 
has a way to assess the utility seen from each application 
owner of a particular application configuration prior to 
enacting this configuration. The best way to represent the 
application owner’s utility is arguably through a 
representative utility function [25]. This will allow the 
optimiser to find the combined set of resources and application 
configuration that maximises the application’s utility. 

A workflow application has temporal constraints among 
its microservices. This makes the optimisation problem more 
difficult as the temporal constraints impose an ordering of the 
microservices, and consequently temporal bounds on the 
resources needed. Workflow applications are typically 
scheduled with a Critical Path (CP) heuristic [26], and the 
partial critical path (PCP) approach can be used to meet and 
distribute a given execution deadline over the microservices 
[27]. Serverless functions can be treated differently since they 
do not suffer from initialisation lags, and so they can be 
deployed almost as of need. If the same application workflow 
is repeatedly deployed, reinforcement learning can be used to 
further shorten the scheduling time, making the serverless 
function deployment almost instantaneous. 

5) Deployment Manager 
NebulOuS platform optimizes the deployment of the 

application based on an array of available infrastructures that 
range from bare-metal, public and private cloud virtual 
machines, container orchestration engines, edge and fog 
nodes, and distributed serverless platforms.  This aggregation 
of different infrastructures requires NebulOuS to cope with 
the particular way to communicate decisions to each one of 
them.  This design complexity can be eased through separation 
of concerns where the decision-making component selects the 
target infrastructure and the action and then passes it to a 
deployment controller that translates the decision according to 
the targeted infrastructure. In other words, the deployment 
manager constitutes a single point of contact in front of all the 
underlying infrastructure by receiving unified instructions to 
execute an action. Among others, it will support: 

• Adding/deleting/updating an infrastructure; 

• Scaling up or down the application resources;  



• Reconfiguring the application using a completely new 
deployment strategy; 

• Connecting bare-metal and edge nodes using SSH 
connections; 

• Initializing the nodes with startup scripts; 

• Creating a database of available node candidates that 
an application can use, including the candidate's 
hardware, image and location;   

• Deploying serverless applications; 

• Deploying overlay networks; 

• Orchestrating containers. 

6) Execution Adapter  
The Execution Adapter is the component that is 

responsible for adapting the execution plan to the available 
infrastructure resources, i.e., managing the resource pool. It 
will be able to run workflow tasks in multiple languages and 
multiple environments. It will provide the capability of 
deploying heterogeneous resources on different public and 
private cloud, edge nodes, and bare metal. Furthermore, 
Execution Adapter will provide application components 
lifecycle management for all components of the application 
regardless of where the component is deployed (cloud, edge, 
IoT device). Is able to start components and stop components 
and react to monitoring alerts (if component requires 
restarting for example). In addition, it will provide the 
capability to deploy a serverless platform and call the 
serverless platform’s interfaces to deploy and invoke 
functions, following the FaaS paradigm. 

7) Overlay Network Manager 
The role of this component is to create a secure overlay 

network which interconnects compute resources to support the 
multi-cloud and cloud to edge vision of our approach. It 
receives a deployment plan from the Deployment Manager 
and, based on that, automatically creates the corresponding 
network connections between the endpoints.  

The Overlay Network Manager implements three main 
functionalities: First, it establishes connections between the 
different resources (physical or virtual), enabling component-
to-component and service-to-service communication. Second, 
it ensures that the traffic will be encrypted, and the 
information being exchanged in the channels is secure. Third, 
it is responsible for managing the various connections and all 
related connectivity aspects. Specifically, it will create the 
overlay network by leveraging the most recent advancements 
in VPN gateways, network programmability (SDN/NFV) and 
Linux networking (XPD/eBPF) solutions.  

8) Data Collection & Management 
To allow the communication between modules of the 

NebulOuS platform as well as modules of the applications 
running on top of the platform, the Data Collection and 
Management module will be employed. Due to the 
asynchronous and parallel nature of IoT data publishing and 
its processing, and considering the scalability, which is 
desired, employing a publish/subscribe mechanism at the core 
of the module is considered the most appropriate technology.  
The role of this component is to create a secure, efficient 
communications channels within the NebulOuS architecture 
that will utilize a publish/subscribe paradigm to allow: 

• platform components to publish and subscribe to event 
streams; 

• IoT devices or application components to publish 
event streams; 

• application components to subscribe to these 
information streams. 

To facilitate the integration of devices/systems that cannot 
connect directly to the publish/subscribe broker, a proxy to 
handle the communication with the platform will also be 
included. Data Collection & Management will also involve 
dedicated subcomponents that will handle: 

• Inter-Component Communication: message-oriented 
software that will act as an intermediary layer between 
the sender and receiver of messages, allowing for 
decoupled and interoperable data transmission and 
forming a homogenous communication gateway. 

• IoT time series data storage: a distributed time series 
database will be deployed as part of the NebulOuS 
platform to persist the time-series related data 
generated by the IoT devices. Using a well-defined 
query mechanism, other components of the application 
running on NebulOuS platform will be able to retrieve 
this data. 

• IoT data processing pipelines orchestration: 
Interoperability aspects of the data collection and 
management can require the execution of 
transformation pipelines that include payload encoding 
conversion, mapping of data structures and conversion 
of values among others. To ease the development, 
deployment and management of these transformation 
pipelines, the NebulOuS platform will include a 
framework that allows users to declaratively express 
these data transformation pipelines by identifying their 
main components (data sources, transformation 
operations and data consumers) and interlace them to 
conform to data transformation flows.  

9) SLA Generator 
NebulOuS’s  brokerage  capability naturally rests upon its 

capacity to contract SLAs between resource providers and 
requesters. To this end the SLA Generator will be responsible 
for automatic creation of SLA templates. It will be based on a 
meta-ontology featuring two primary facets: 

• The resources facet, that offers adequate support for 
describing entities in the Cloud Continuum (devices, 
observations, actuations, people, etc.) and the 
properties thereof. 

• The QoS facet, that offers adequate support for 
describing application provisioning requirements and 
preferences.  

The main functionalities of the SLA Generator are: 

• Ontological modelling of cloud continuum resources 
and their properties of interest; 

• Ontological modelling of QoS requirements and 
preferences regarding application provisioning; 

• Semantic reasoning to determine ability of cloud 
continuum resources to satisfy QoS requirements; 



• Generation of SLA templates specifying QoS 
requirements and violation penalties. 

10) Smart Contract Encapsulator 
The Smart Contract Encapsulator (SCE) encapsulates 

SLAs in a smart contract which features expressivity of 
semantic models with immutability aspects that blockchain 
can support. SCE’s main functionality is to automatically 
transform SLAs into smart contract functions, introducing 
blockchain-enabled SLAs. SCE provides a mechanism for 
infusing into smart contracts both the SLA rules and the 
monitoring algorithms used to determine whether these rules 
are satisfied by application execution. SCE is also in charge of 
enabling smart contracts to invoke other services and third 
parties for performing arbitrage when SLAs are violated. It 
also encompasses a sensing and monitoring loop that regularly 
feeds the information into the smart contracts. This 
component has a key role in orchestrating the interactions 
between smart contracts running on blockchain, sensing loop, 
and off-chain external services for maintaining SLAs. 
Specifically, it will: 

• enable the automatic transformation of SLAs into 
smart contract functions; 

• infuse the SLA rules and the monitoring algorithms 
into smart contracts which are used to determine 
whether these rules are satisfied by application 
execution; 

• offer new interfaces and mechanisms for obtaining 
feedback from the monitoring algorithms and 
interacting with off-chain services and other third-
party services. 

11) Event Management System 
The Event Management System (EMS) deploys and 

maintains the monitoring functionality of NebulOuS on 
infrastructure nodes, which will observe the necessary QoS 
metrics both of the platform and of the deployed applications. 
Based on application description models, EMS will deploy 
and configure a number of monitoring agents that collect, 
filter, process and propagate the monitoring metrics values. 
The collected and computed monitoring metrics are then 
published in the pub/sub mechanism of the platform. 
Specifically, EMS will: 

• Extract/Deduce monitoring requirements from 
application description models, as well as from system 
configuration; 

• Deploy monitoring agents and configure them into a 
network of collaborating nodes that process and 
propagate, in a context-aware manner, monitoring 
metrics coming from candidate or already hosting 
nodes located in the Cloud Continuum;  

• Detect SLO violations (specified in Application 
description models); 

• Persist and publish metrics and SLO violation events 
to platform's pub/sub mechanism; 

• Continuously monitor the health status of monitoring 
agents and allow them to autonomously recover when 
failures are detected. 

12) AI-driven Anomaly Detection 
 The role of AI-driven anomaly detection engine is to 
ensure QoS, being able to identify deviations from “normal” 

behaviour (i.e., low probability events, anomaly) with respect 
to the network and the IoT devices. Such anomalies can be 
generated by lack of mobile network coverage, software or 
network misconfigurations, unexpected user behaviour, 
intruders, etc. It will consider the real-time processed 
monitoring data coming from EMS, so this will be 
accommodated as close to the edge as possible. To facilitate 
its operation, it will possibly leverage federated learning 
approaches to: i) decrease response time, ii) reduce network 
traffic, and iii) increase fault-tolerance in the network as a 
result of better decisions between autonomous monitoring 
nodes. To that end, different AI algorithms, from simple ML 
techniques to advanced immunological-inspired systems, will 
be considered. We will consider improvements over artificial 
immunological algorithms (e.g., dendritic cell algorithm – 
DCA) towards a semi-automatic approach (from the current 
manual one) for the feature selection and assignment of each 
selected variable to a type of signal.  

13) Security & Privacy Manager 
The Security and Privacy Manager is the NebulOuS 

component that manages the various security and privacy 
policies defined by admin users. NebulOuS will implement a 
policy engine for ad-hoc multi-cloud and fog environments. 
This component lies between the UI and Control Plane; it 
receives user-defined security and privacy policies by the UI 
and undertakes all necessary actions to ensure that the policies 
will be evaluated, deployed and enforced. Security and 
privacy by-design will be realized by offering a context-aware 
attribute-based access control (ABAC) mechanism (similar to 
[28]), to restrict access to deployed application components 
and data. To achieve the aforementioned security and 
confidentiality of the services and the provisioned resources, 
we are going to introduce a mechanism that will facilitate 
developers in defining access policies for application 
components that are deployed on cloud, fog and edge 
resources. Those fine-grained policies will reflect the security 
requirements that developers are interested in imposing on 
their applications. Using such an approach, the access rights 
of the platform and application will be bound to a number of 
dynamic policies.  

14) NebulOuS agents 
The NebulOuS agents are software agents that are used to 

realize a distributed control plane, implementing several 
functionalities when deployed side-by-side with the (end-
user’s) application components: First, they enable resource 
management, setting up the resources, the containers and 
communicating with the Control Plane components. Second, 
they are used to collect monitoring data from the services and 
compute resources, acting as data sources for the Data 
Collection and Management component and monitoring 
probes by providing health checks, thereby driving real-time 
reconfigurations.  Third, they can act as processing agents to 
support complex event processing close to the edge, reducing 
the need to stream all monitoring data to a centralized 
monitoring mechanism. Last, they implement policy 
enforcement in a distributed environment, enabling fine-
grained security. 

IV. CONCLUSIONS 

As part of this work, we considered unaddressed 
challenges in Cloud Continuum domain and reflected on core 
functionalities that are still missing. We believe that an 
adequate and brokered management of the Cloud Continuum 
power is the answer to the dynamically changing needs of the 



modern hyper-distributed applications. We introduced 
NebulOuS which is designed to transparently manage all the 
layers of the Cloud Continuum stack (in an equivalent manner 
to an OS managing the available computing capacity) in 
proximity to data sources or leveraging the virtually limitless 
scaling capacity of Cloud and Fog resources. 

NebulOuS is currently being developed and it will be 
tested and validated in real pilots related to infrastructure 
maintenance, freights and resources management, precision 
agriculture, and crisis management. We focus on these 
domains for receiving the initial feedback on our novel 
system, due to the business domains involved, as they heavily 
rely on edge devices and sensors, and in parallel require 
intensive data processing capacity that spans different levels 
of the Cloud Continuum. 
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