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Abstract

The Quantum Approximate Optimization Algorithm (QAOA) is a general purpose

quantum algorithm designed for combinatorial optimization. We analyze its expected

performance and prove concentration properties at any constant level (number of layers)

on ensembles of random combinatorial optimization problems in the infinite size limit.

These ensembles include mixed spin models and Max-q-XORSAT on sparse random

hypergraphs. Our analysis can be understood via a saddle-point approximation of

a sum-over-paths integral. This is made rigorous by proving a generalization of the

multinomial theorem, which is a technical result of independent interest. We then

show that the performance of the QAOA at constant levels for the pure q-spin model

matches asymptotically the ones for Max-q-XORSAT on random sparse Erdős-Rényi

hypergraphs and every large-girth regular hypergraph. Through this correspondence,

we establish that the average-case value produced by the QAOA at constant levels is

bounded away from optimality for pure q-spin models when q ≥ 4 and is even. This

limitation gives a hardness of approximation result for quantum algorithms in a new

regime where the whole graph is seen.
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1 Introduction

Quantum computers are widely believed to be more powerful than classical computers, in part
due to Shor’s seminal quantum algorithm for solving the classically intractable problem of integer
factorization [Sho94]. As quantum computers begin to come online, an important open question is
whether we can harness their power to achieve a computational advantage on optimization prob-
lems with widespread real-world applications. The Quantum Approximate Optimization Algorithm
(QAOA) is a leading quantum algorithm designed to find approximate solutions of combinatorial
optimization problems (COPs) [FGG14]. The QAOA is computationally universal [Llo18], and its
generalizations can capture other powerful algorithms such as the quantum singular value transfor-
mation [LKA+21]. Although the QAOA can find the optimum when its level1 (number of layers)
p goes to infinity [FGG14], we have a limited knowledge of its behavior at finite p due to the chal-
lenges in analyzing quantum many-body dynamics on classical computers. Even at the lowest level
p=1, the QAOA has output distributions that cannot be efficiently simulated on any classical de-
vice under reasonable complexity-theoretic assumptions [FH16], similar to algorithms implemented
in recent “quantum supremacy” experiments [AAB+19, ZWD+20]. Experimental tests of quan-
tum optimization algorithms have largely been restricted to only modest-sized problems and short
runtimes due to noisy quantum hardware limitations [HSN+21], although hints of a polynomial
speedup over simulated annealing are recently observed in some cases [EKC+22]. Nevertheless,
it is difficult to conclude from experimental observations whether there is a definitive quantum
advantage for approximate optimization without a convincing picture of the quantum algorithms’
asymptotic behavior at large problem sizes and long runtimes.

To address this question, we are in need of rigorous theoretical studies of quantum optimization
algorithms. Recent work have taken steps in this direction by analyzing the QAOA and obtaining
provable performance guarantees. Early results look at MaxCut, where it was shown the QAOA at
p = 1 has a guaranteed worst-case approximation ratio that beats random guessing but not the best
known guarantee achieved by the classical semi-definite programming (SDP) algorithm [FGG14].
Since the known methods for proving the worst-case guarantees require a computation that scales
doubly exponentially with p and are thus limited to extremely small p [WL21], later results turn to
the more tractable analysis of average-case performance. It was shown in [FGGZ19] that the QAOA
at p = 11 outperforms the standard SDP on typical instances of the Sherrington-Kirkpatrick spin
glass problem. This result was extended to MaxCut on large random regular graphs in [BFM+21]
where the QAOA beats the best unconditionally proven performance of any known classical al-
gorithm. Nevertheless, pending a widely believed conjecture that these two problems exhibit no
overlap gap property (OGP), an approximate message passing (AMP) algorithm [Mon19, AMS21]
can get arbitrarily close to the optimum.

Moreover, recent theoretical results show that the QAOA’s level p needs to grow at least
logarithmically with problem size n for some COPs on graphs exhibiting locally tree-like struc-
tures [BKKT19, FGG20a, FGG20b, CLSS21]. The practical relevance of this limitation on the
QAOA is yet to be understood, and furthermore these results do not apply to models of graphs
exhibiting full connectivity. Many classical algorithms including AMP are similarly limited, and
provably fail to reach optimality if the problem exhibits OGP even when there is full connectivity.
The possibility for a quantum advantage, however, even in the constant-p regime, was thus left
open prior to this work.

In this paper, we analyze the power and limitation of the QAOA applied to general models of
random COPs in the infinite size limit. An example we consider is the q-spin model, which describes

1In some literature, p is also referred to as the QAOA depth. Here we call p as the QAOA’s level to avoid confusion
with the quantum circuit-depth or runtime, which for the QAOA scales roughly as p× (max graph degree).
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ensembles of COPs with random all-to-all q-body couplings. This problem is provably difficult for
many classical algorithms, including AMP [GJ19], low-degree polynomials [GJW20] and Boolean
circuits [GJW21], when q ≥ 4 and is even, because it exhibits the OGP. On the other hand, the
power of quantum algorithms for this model is not known. Our first contribution is a formalism
to calculate the average performance of the QAOA at any fixed level p in the infinite size limit for
various ensembles with i.i.d. random couplings (Theorem 1), using a strong generalization of the
multinomial theorem (Proposition 4.1). Although the proof of the latter result is mathematically
involved, the result itself has a simple interpretation as a saddle-point approximation. We also
establish concentration properties for these problems, where we show that measurement outputs
from the QAOA applied to a typical instance concentrate at the calculated average. We note that
these concentration results do not follow from general concentration bounds applicable to classical
algorithms, and instead we establish the concentration property by showing vanishing variance. Our
result substantially generalizes previous analyses, which were limited to either two-body couplings
(q=2) [FGGZ19], or the lowest QAOA level p = 1 for arbitrary q-body couplings [CD21, BM21].

For our second main result, we show that the performance of the QAOA on q-spin models
matches asymptotically the one for Max-q-XORSAT on sparse random hypergraphs. This asymp-
totic equivalence was first shown via explicit formulas for q = 2 in [BFM+21, BM21], and we
generalize it to arbitrary q in the current paper (Theorem 2 and 3). Our proof method for the
asymptotic equivalence of QAOA performance on these models differs from the approach usually
employed in the classical context. Classical results on the equivalence of dense and sparse models,
such as [DMS15, Sen16], use Lindeberg’s argument or its variants to establish universality proper-
ties of free energy of random Hamiltonians. Unfortunately, Lindeberg’s argument appears powerless
in our setting, and we use other methods to establish this correspondence. We leave it as an in-
teresting challenge to develop general purpose methods establishing Lindeberg-type universality in
the quantum setting.

Lastly, we show that the QAOA at any constant p cannot approximate arbitrarily well the
ground state values of q-spin models in the average-case when q ≥ 4 and is even (Theorem 4).
Previously, this limitation was only shown for some COPs on sparse hypergraphs, via arguments
exploiting the OGP and the locality of the QAOA that prevents it from seeing the whole graph
at sufficiently low depth [FGG20a, CLSS21]. Importantly, for the fully connected q-spin models
we consider, the locality-based arguments do not apply, and no limitation of this kind was known.
Instead, our result is obtained from a “dense-from-sparse” reduction where we use the previous
obstruction-by-OGP result on sparse random hypergraphs to prove limitation of the QAOA on
dense spin glass models. Since we have shown the QAOA’s performance on the two types of models
match asymptotically, its ability to find near optimums for q-spin models would contradict its failure
to reach near optimality on sparse ones. This proof idea is unusual and novel: many results for
sparse random hypergraphs are obtained by establishing them for complete graphs (q-spin models)
and then employing the asymptotical equivalence of the two graph structures [DMS15, Sen16,
Pan16, CGPR19], including the OGP statement established in [CGPR19]. However, the usage of
results for sparse random graphs in order to obtain ramifications for complete graphs is new.

Our work clarifies paths forward in understanding quantum advantages in approximate opti-
mization. Although it was previously known that local quantum algorithms such as the QAOA are
limited in the low circuit-depth regime where they do not see the whole graph, our result shows for
the first time that significant barriers remain even when the whole graph is seen. One natural path
forward is to compare the energy achieved by the constant-p QAOA to that by the AMP algorithm
[Mon19, AMS20], which holds the current record on the q-spin models among polynomial-time
classical algorithms [HS21]. It would be very interesting to see whether the QAOA can achieve a
better energy than AMP. Moreover, there is currently no good methods for analyzing the QAOA
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when the level p grows faster than say, 2 log n, even for sparse random hypergraphs. In this regime,
none of the currently known limitations apply, and it remains an open question how fast p needs
to grow to achieve arbitrarily good approximation.

2 Background: the QAOA, spin glasses, and the overlap gap prop-
erty

Review of the QAOA — The QAOA is a quantum algorithm introduced by [FGG14] for
finding approximate solutions to combinatorial optimization problems. The goal is to maximize a
cost function, which counts the number (or total weight) of clauses satisfied by an input bit string.
Given a cost function C(z) on bit strings z ∈ {+1,−1}n, we can define a corresponding quantum
operator C, diagonal in the computational basis, as C |z〉 = C(z) |z〉. Moreover, define the operator
B =

∑n
j=1Xj , where Xj is the Pauli X operator acting on qubit j. Given a set of parameters

γ = (γ1, γ2, . . . , γp) ∈ R
p and β = (β1, β2, . . . , βp) ∈ R

p, the QAOA initializes the system of qubits
in the state |s〉 = 2−n/2

∑
z
|z〉 and applies p alternating layers of unitary operations e−iγkC and

e−iβkB to prepare the state

|γ,β〉 = e−iβpBe−iγpC · · · e−iβ1Be−iγ1C |s〉 . (2.1)

For a given cost function C, measuring |γ,β〉 in the computational basis enough times will yield a
bit string z whose value C(z) is near the quantum expectation 〈γ,β|C|γ,β〉 or better. Heuristic
strategies have been proposed to optimize 〈γ,β|C|γ,β〉 with respect to parameters (γ,β) using a
good initial guess [ZWC+18].

Defining ensembles of random COPs — We consider a general combinatorial optimization
problem (COP) on n bits where each clause involves at most qmax bits. This problem can be
understood as maximizing a cost function over z ∈ {±1}n that takes the form

CJ(z) =

qmax∑

q=1

cq

n∑

i1,...,iq=1

Ji1,i2,...,iqzi1zi2 · · · ziq = c1

n∑

i=1

Jizi + c2

n∑

i,j=1

Ji,jzizj + · · · (2.2)

where each problem instance is specified by a choice of tensors J = {{Ji1,...,iq}i1,...,iq∈[n]}q∈[qmax].
We study the application of the QAOA to an ensemble of random COPs that takes the above form.
For example, we consider

• Gc,mixed(n) — mixed spin model. This ensemble is defined by any sequence of cq ∈ R and
randomly chosen Ji1,...,iq ∼iid N (0, 1/nq−1) as normal distribution, for each q ∈ [qmax] and
i1, . . . , iq ∈ [n].

• Gq(n) — pure q-spin model. This is a special case of the mixed spin model where cq = 1 and
cq′ = 0 for all q′ 6= q. Note the Sherrington-Kirkpatrick (SK) model is the pure 2-spin model.

• GER
d,q (n) — Max-q-XORSAT on a random Erdős-Rényi directed multi-hypergraph [CLSS21].

Here, a random directed multi-hypergraph on n vertices is obtained by first choosing the num-
ber of edges m ∼ Poisson(dn), and then choosing hyperedges e1, e2, . . . , em i.i.d. uniformly at
random from the set [n]q of all vertex q-tuples (some hyperedges could potentially be identi-
cal). Each hyperedge associates a random weight w(ej) ∼iid Unif({±1/

√
d}). The cost func-

tion is defined as CER,q(z) =
∑m

j=1w(e
j)z

ej1
· · · z

ejq
. This model has an equivalent description
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in the form (2.2). More specifically, the cost function CER,q(z) (as a function) has the same
distribution as CJ(z) =

∑n
i1,...,iq=1 Ji1,...,iqzi1 · · · ziq , where Ji1,...,iq ∼iid (J+

i1,...,iq
− J−

i1,...,iq
)/
√
d

with J+
i1,...,iq

, J−
i1,...,iq

∼iid Poisson(d/(2nq−1)). See Appendix E for an explanation.

We denote generically by G(n) any of the distribution over J for a fixed problem size n specified
by the ensemble description, as above. Later we will drop the n and denote G as the ensemble that
describes the distribution of problems at all sizes.

These ensembles of COPs are studied as spin glasses in the statistical physics community. We
now review a few known facts about the typical-case behavior of these random COP ensembles
that will set the stage for our results.

Ground energy density of random COPs — We begin with the fact that the optimization
of mixed spin model admits a scaling limit of the following form: for any choice of coefficients
c = (c1, c2, . . . , cqmax), suppose that J ∼ Gc,mixed(n), then there exists a constant ηOPT(Gc,mixed)
which is the asymptotic optimum value of the associated optimization problem in the sense

lim
n→∞

1

n
max

z∈{±1}n
CJ(z) = ηOPT(Gc,mixed), in probability. (2.3)

The existence of the limit (2.3) follows from a simple and clever subadditivity argument of Guerra
and Toninelli [GT02], and the actual value of this limit was obtained as a result of a very impres-
sive development starting from a non-rigorous physics-style argument by Parisi [Par80], and then
rigorously verified by Talagrand [Tal06]. See also Panchenko [Pan13] for a book reference for this
and related results.

For the special case of pure q-spin model J ∼ Gq(n) (recall that this corresponds to cq = 1 and
cq′ = 0 for all q′ 6= q in Gc,mixed), we denote the right hand side of (2.3) as ηOPT(Gq). It is known
that ηOPT(Gq) also describes the ground energy density of random sparse model GER

d,q in the large
degree limit:

lim
d→∞

lim
n→∞

1

n
EJ∼GER

d,q
(n) max

z∈{±1}n
CJ(z) = ηOPT(Gq). (2.4)

This result was established first in [DMS15] for the case of graphs (that is q = 2), and then extended
to the case of Erdős-Rényi hypergraphs in [Sen16, CGPR19]. While the results were restricted to
certain types of distributions of J , the proof approach developed in [Sen16], which is based on the
Lindeberg-type argument, reveals a universality property: the limit depends on the distribution
only through the first and second moment, and furthermore applies to the setting of J with non-zero
mean upon centering.

The overlap gap property and algorithmic thresholds — While the above results give us a
statistical prediction of the typical-case optimal energy density ηOPT for these random COPs, they
are non-constructive and thus do not yield efficient algorithms to find near-optimal solutions z such
that CJ(z)/n ≈ ηOPT. As it turns out, there is a provable obstacle preventing many algorithms to
reach optimality in certain ensembles of problems, which is described as a property in the solution
space geometry of the problem. This is the overlap gap property (OGP), which roughly says that
for certain choices of the disorder J , specifically in the case of the pure q-spin model with q ≥ 4
even, there is a gap in the set of possible pairwise overlaps of near-optimal solutions.

The use of OGP to show obstruction for quantum algorithms, specifically the QAOA, was
initiated in [FGG20a] and subsequently extended in [CLSS21]. Both work prove limitation of local
quantum algorithms when the COPs can be embedded on a sparse hypergraph. We now describe
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the result in [CLSS21] formally. This result forms the basis of our negative result on the limitation
of the performance of the QAOA in the setting of the fully connected spin glass models.

Theorem CLSS21 (Modified version of [CLSS21] Corollary 4.4). Let J ∼ GER
d,q (n). For every even

q ≥ 4, there exists ηOGP(Gq) < ηOPT(Gq) and a sequence {δ(d)}d≥1 with the following property.
For every ǫ > 0 there exist sufficiently large d0 such that for every d ≥ d0, every p ≤ δ(d) log n and
an arbitrary choice of parameters γ,β, with probability converging to 1 as n → ∞, the performance
of the QAOA at level p satisfies 〈γ,β|CJ/n|γ,β〉 ≤ ηOGP(Gq) + ǫ.

The proof idea first introduced in [FGG20a] and then extended to the hypergraph setting
in [CLSS21] uses the effective locality of the QAOA at logarithmic depth (or level) which prevents
it from overcoming the OGP barrier. The implementation of this idea in the context of classical
algorithm was introduced in [GS14] and then extended to a broad class of other classical algorithms;
see [Gam21] for a survey.

When considering COPs embedded on dense hypergraphs, however, such as the case of the
model Gc,mixed or Gq, the techniques in [FGG20a] and [CLSS21] do not apply since they rely
crucially on the locality of the algorithm and the sparsity of the hypergraph, so that the whole
graph is not seen by the QAOA at sufficiently low level. In contrast, for these dense models the
QAOA sees the whole graph at any level. Thus, a new idea is needed to prove the obstruction in
this non-local setting. This is one of the main goals of this paper, and it is achieved by a “dense-
from-sparse” argument which uses an asymptotic equivalence of the algorithm’s performance on
the dense Gq and the sparse GER

d,q models. It is noteworthy that while there is a large literature
on using the “sparse-from-dense” reduction for the purposes of establishing the results on sparse
graphs from known results on dense graphs, such as [DMS15, Sen16, Pan16, CGPR19], the converse
direction we undertake in this paper is novel.

3 Main results

3.1 Performance of the QAOA on random COPs

Our first main result is a constructive method to evaluate the QAOA’s performance applied to a
generic ensemble of random COPs in the form of Eq. (2.2) that satisfies the following assumption:

Assumption 1. For every q ∈ [qmax], Ji1,...,iq are i.i.d. following some mean zero symmetric
distribution with finite second moment. Assume that E[eiλJ1,...,q ] is real positive for large n and
denote gq,n(λ) = nq−1 logE[eiλJ1,...,q ]. For any fixed λ, we assume that (1) limn→∞ g′′q,n(λ)/n = 0;
(2) limn→∞ gq,n(λ) ≡ gq(λ) exists and gq is differentiable; (3) limn→∞ g′q,n(λ) = g′q(λ).

Note the ensembles Gc,mixed, Gq, GER
d,q defined earlier satisfy the assumption above. In the

theorem below, we establish the limiting performance of QAOA of at any constant level p for any
ensemble satisfying Assumption 1. The full proof of this theorem is given in Appendix D.

Theorem 1. Suppose CJ is a random COP of form (2.2) drawn from an ensemble G that satisfies
Assumption 1. Then for any p and any parameters (γ,β) ∈ R

2p, we have

lim
n→∞

EJ∼G(n)
[
〈γ,β|CJ/n|γ,β〉

]
= Vp(G,γ,β) (3.1)

and
lim
n→∞

EJ∼G(n)
[
〈γ,β|(CJ/n)

2|γ,β〉
]
=
[
Vp(G,γ,β)

]2
, (3.2)

where the limit Vp(G,γ,β) has a formula that we define explicitly in Eq. (3.10).
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A corollary of the above theorem is that the value produced by the QAOA satisfy concentration
properties. Specifically, it means that with probability tending to 1 as n → ∞, measurements of
the QAOA applied to a typical instance of the random COP ensemble will yield a string z whose
value CJ(z)/n concentrate at the quantum expectation 〈γ,β|CJ/n|γ,β〉, which itself is close to
the ensemble-averaged value Vp(γ,β). This follows from the fact that the second moment is equal
to the first moment squared in the n → ∞ limit. To see this, note that

EJ [〈γ,β|(CJ/n)
2|γ,β〉]− E

2
J [〈γ,β|CJ/n|γ,β〉] = Var(instance) + Var(measurement) (3.3)

is the combined variance over instances and measurements, where

Var(instance) = EJ [〈γ,β|CJ/n|γ,β〉2]− E
2
J [〈γ,β|CJ/n|γ,β〉], (3.4)

Var(measurement) = EJ

[
〈γ,β|(CJ/n)

2|γ,β〉 − 〈γ,β|CJ/n|γ,β〉2
]
. (3.5)

Since both are non-negative, Theorem 1 implies both Var(instance) and Var(measurement) → 0 as
n → ∞. By Chebyshev’s inequality, this means the QAOA is concentrated over both instances and
measurements.

Formula for Vp(G,γ,β) — We now describe our formula of Vp. First, we denote

A :=
{
(a1, a2, . . . , ap, a−p, . . . , a−2, a−1) : a±j ∈ {±1},∀1 ≤ j ≤ p

}
(3.6)

as the set of 2p-bit strings. Given QAOA parameters (γ,β) ∈ R
2p, we define for any a ∈ A

Qa :=
∏p

r=1(cos βr)
1+(ar+a−r)/2(sin βr)

1−(ar+a−r)/2(i)(a−r−ar)/2, (3.7)

Φa :=
∑p

r=1 γr
(
arar+1 · · · ap − a−p · · · a−r−1a−r

)
. (3.8)

We also denote ab ∈ A as the bit-wise product of a, b ∈ A. Then we define {Wa}a∈A to be the
unique solution to the following self-consistent equation:

Wa = Qa exp
[ qmax∑

q=1

q
∑

b1,...,bq−1∈A
gq
(
cqΦab1···bq−1

)
Wb1 · · ·Wbq−1

]
, ∀a ∈ A, (3.9)

where gq(λ) = limn→∞ nq−1 logEJ∼G(n)[e
iJ1,2,...,qλ]. We will establish the existence and uniqueness

of solution to the above equation in Lemma B.6. In general, the solution {Wa} can be obtained
sequentially in some order of the 4p elements of A, using an O(4pqmax)-time iterative procedure (see
Lemma D.11); it can also be as efficient as O(p24p) (see Theorem 3). Finally, Vp is defined by

Vp(G,γ,β) = −
qmax∑

q=1

icq
∑

a1,...,aq∈A
g′q(cqΦa1···aq )Wa1 · · ·Waq . (3.10)

Remark 3.1. The performance of QAOA for the SK model at any constant level p has been
previously derived in [FGGZ19]. Subsequently, the QAOA’s performance at level p = 1 has been
derived for the mixed spin model in [CD21] and sparse random hypergraph model in [BM21]
respectively. Our Theorem 1 encompasses these results by deriving the performance for any such
ensemble of COPs with i.i.d. couplings at any level p. In particular it can be verified that, when
c2 = 1/

√
2, cq = 0 for all q 6= 2, and g2 = −x2/2, our formula (3.10) coincides with the formula of

the QAOA’s performance for the SK model in [FGGZ19]. Our result also coincides with the ones
in [CD21, BM21] for various models at p = 1.
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3.2 Equivalence of the performance of QAOA on dense and sparse graphs

As Eq. (2.4) states, the global optimum of the dense model Gq is asymptotically identical to the
global optimum of the sparse model GER

d,q . This was established using Lindeberg’s universality type
arguments in [DMS15, Sen16]. It is conceivable that the performance of the QAOA will also be
similar on these two models of disorder. We establish that a more general version of this universality
is true at constant levels in the following theorem.

Theorem 2 (Universality). Let Gd,q(n) be a generic ensemble of COPs with only q-body couplings

satisfying Assumption 1, with characteristic function g
(d)
q,n(λ) = nq−1 logE[eiλJ

(d)
1,2,...,q ] for J (d) ∼

Gd,q(n). Moreover, suppose that

lim
d→∞

lim
n→∞

(
g(d)q,n(λ), g

(d)′
q,n (λ)

)
=
(
−λ2

2
,−λ

)
, ∀λ ∈ R. (3.11)

Then, the asymptotic performance of the level-p QAOA on Gd,q is the same as on Gq (the pure
q-spin model):

Vp(Gq,γ,β) = lim
d→∞

Vp(Gd,q,γ,β), (3.12)

at any parameters (γ,β). In particular, this applies to the sparse model GER
d,q , i.e.,

Vp(Gq,γ,β) = lim
d→∞

Vp(G
ER
d,q ,γ,β). (3.13)

We remark that this identity is by explicit computation via the formula (3.10) above (see proof
in Appendix E). Unfortunately, the Lindeberg type argument appears powerless in this setting.

Moreover, the performance of the QAOA for Max-q-XORSAT on large-girth d-regular hyper-
graphs was derived in [BFM+21] using an approach more direct than our Theorem 1. There, the
authors computed the expected performance of QAOA which was shown to be identical among
all d-regular q-uniform hypergraphs with girth > 2p + 1. They gave an explicit formula for the

performance and denoted it as ν
[q]
p (d,γ,β). It was also shown in [BFM+21] that the formula of

limd→∞ ν
[2]
p (d,γ,β) for large-girth regular graphs matches Vp(G2,γ,β), the analogous formula for

the SK model. We generalize this correspondence to arbitrary q in the following theorem, which
shows that the QAOA’s performance for the q-spin model Gq is also equivalent to that for Max-q-
XORSAT on any large girth d-regular hypergraphs in the d → ∞ limit.

Theorem 3. Let ν
[q]
p (d,γ,β) be the performance of QAOA on any instance of Max-q-XORSAT on

any d-regular q-uniform hypergraph with girth > 2p + 1 given in [BFM+21]. Then for any p and
any parameters (γ,β), we have

Vp(Gq,γ,β) =
√
2 lim
d→∞

ν [q]p (d,
√
qγ,β). (3.14)

The proof is given in Appendix F. We note that [BFM+21] provides a more succinct formula for

limd→∞ ν
[q]
p (d,γ,β), and has evaluated it up to p ≤ 20 with an O(p24p)-time iteration on a classical

computer. By the equality (3.14), this also gives a faster procedure to evaluate Vp(Gq,γ,β) than
the O(4pqmax)-time procedure for the more generic case described in Theorem 1.

Remark 3.2. Although d-regular hypergraphs are similar to Erdős-Rényi hypergraphs, our Theo-
rem 1 does not apply to d-regular hypergraphs since we need independence structure of the tensor J
in the cost function CJ (c.f. Eq. (2.2)). On the other hand, the technique in [BFM+21] is algebraic
and is specifically for d-regular hypergraphs, and their technique does not apply to q-spin models
and Erdős-Rényi hypergraphs.
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3.3 Limitation of the QAOA on dense hypergraphs

We now turn to our last main result, where we show that the QAOA’s performance is obstructed
even in a regime when the whole graph is seen. This is in contrast to all known proven limitations
of the QAOA that apply to sparse graphs when the QAOA does not see the whole graph [BKKT19,
FGG20a, FGG20b, CLSS21]. Recall the value ηOGP(Gq) < ηOPT(Gq) from Theorem CLSS21.

Theorem 4. For any fixed p, parameters (γ,β), and any even q ≥ 4, we have

Vp(Gq,γ,β) = lim
n→∞

EJ∼Gq(n)[〈γ,β|CJ/n|γ,β〉] ≤ ηOGP(Gq). (3.15)

This implies that constant-p QAOA is not able to find a near-global optimizer of the q-spin model
when q ≥ 4 and is even.

The proof of this obstruction theorem exploits the equivalence of the QAOA’s performance on
dense and sparse hypergraphs established in Theorem 2 above, together with Theorem CLSS21
established in [CLSS21]. See Section 4.2 where we give a short proof.

While the theorem statement here is for the ensemble average, we remark that it also applies to
typical instances due to the concentration property implied by Theorem 1. Furthermore, note the
constant-p QAOA for the q-spin model Gq has a circuit-depth that grows polynomially with the
graph size n, and the entire graph is seen by the algorithm at any level p. This is in sharp contrast
to the QAOA applied to sparse models such as GER

d,q .

4 Technical overview

4.1 A generalized multinomial theorem motivated by the QAOA

We now explain the key technical idea behind this paper, where we provide a mathematical frame-
work to study the performance of the QAOA for a general ensemble of random COPs. The goal is
to evaluate the quantum expectation of the operator CJ which yields the average value produced by
the algorithm. Using techniques introduced in [FGGZ19], we insert complete sets of Z-basis states
between unitary operations in Eq. (2.1) tracking the path of every qubit, and write this expectation
explicitly for any ensemble G satisfying Assumption 1 as the following sum over paths:

EJ∼G(n)
[
〈γ,β|CJ

n
|γ,β〉

]
=
∑

{na}

(
n

{na}

) ∏

a∈A
Qna

a exp
[
n

qmax∑

q=1

∑

a1,...,aq∈A
gq,n

(
cqΦa1···aq

)na1 · · · naq

nq

]

×
(
−

qmax∑

q=1

icq
∑

b1,...,bq∈A
g′q,n(cqΦb1···bq)

nb1 · · · nbq

nq

)
, (4.1)

where A = {±1}2p, Qa and Φa are defined earlier in Eqs. (3.7) and (3.8), and the sum is over all
sets of non-negative integers {na : a ∈ A} that add up to n. Here, each na counts the number of
qubits whose path matches a given bit string a. (See Lemma D.1 in Appendix D for the precise
statement.) We may also consider higher powers (CJ/n)

k to obtain concentration properties of the
algorithm, but we will focus on k = 1 here to explain the essentials.

While the above expression can be evaluated explicitly by summing over all O(n|A|) = O(n4p)
terms, this double exponential scaling quickly becomes intractable even for the modest case of
p = 2. The fact that we have a polynomial of {na} inside the exponential in Eq. (4.1) also prevents
us from applying the multinomial theorem when its degree qmax > 1. In the n → ∞ limit, one may
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be tempted to treat the {na} as random variables from a multinomial distribution with {Qa} as
probabilities, so that we can approximate the sum as a Gaussian integral and then apply Laplace’s
method. However, since the Qa’s are generally complex numbers, this approach does not apply.

To overcome this difficulty, our main technical contribution in this paper is a generalized multi-
nomial theorem that enables evaluation of sums like the one in Eq. (4.1) in the n → ∞ limit.
We state the informal theorem here and defer its formal version to Proposition 4.1 (Formal) in
Appendix B, where we also provide the full proof.

Proposition 4.1 (Informal). Suppose we are given a finite set A and a set of complex numbers
{Qa}a∈A where

∑
a∈AQa = 1. Also suppose A has a subset A0 such that {Qa}a∈A0 ⊆ [0, 1], and

the remaining elements in A \ A0 can be decomposed into pairs of (a, ā) such that Qa + Qā = 0.
Then for any sequence of bounded-degree polynomials fn({ωa}a∈A) and “well-played” (defined later
in Definition B.5) polynomials Pn({ωa}a∈A) with limn→∞(fn, Pn) = (f, P ), we have

lim
n→∞

∑

{na}

(
n

{na}

)(∏

b∈A
Qnb

b

)
exp

[
nPn({na/n})

]
fn({na/n}) = f({Wa}) , (4.2)

where {Wa}a∈A is given as the unique solution to

Wa = Qa exp

[
∂P ({Wb}b∈A)

∂Wa

]
, ∀a ∈ A. (4.3)

Although motivated by the desire to analyze the QAOA, this generalized multinomial theorem
may be of independent interest for other endeavors. The proof is rather cumbersome, but the result
is surprisingly consistent with the answer obtained from a simple but non-rigorous application of
the saddle-point method. Specifically, in the n → ∞ limit, one may define continuous variables
ωa := na/n, and approximate the sum over paths in Eq. (4.2) as an integral:

ˆ (∏
a∈A dωa

)
enS({ωa})f({ωa}) , (4.4)

where S({ωa}) = −∑
a∈A ωa log(ωa/Qa) + P ({ωa}). Then Eq. (4.2) may be understood as a

saddle-point approximation of the above integral as n → ∞, where it is dominated by the saddle
point of S({ωa}) subject to the constraint that

∑
a
ωa = 1. This saddle point turns out to be the

unique solution to Eq. (4.3). See Appendix C for more details.
However, it is challenging to make this saddle-point approximation rigorous directly. Instead,

we prove Proposition 4.1 by making use of the combinatorial structure that emerges in the summa-
tion when the coefficients of Pn satisfy a property that we call “well-played.” This “well-played”
property manifests after pairing up the variables (na, nā) associated with the cancelling pairs of
complex numbers (Qa, Qā), and then transforming the polynomial Pn({na/n}) into a “canonical
representation” of the dual variables ta = na + nā and da = na − nā. In this canonical represen-
tation, we find that the limit as n → ∞ exists if all the terms of Pn are at least linear in ta, along
with some additional constraints. This property also enables Eq. (4.3) to be exactly solved with
an iterative procedure and allows for an explicit evaluation of the limiting value (4.2).

4.2 Proof (sketches) of main theorems

Proof sketch of Theorem 1 (the QAOA’s performance on i.i.d. ensembles) — We start
by deriving Eq. (4.1) using similar techniques as in [FGGZ19]. In order to evaluate the more general
cases considered in this paper, we show that the polynomial in the exponential of (4.1) satisfies
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the “well-played” property whenever gq,n(λ) is an even function. Then applying Proposition 4.1,
we get the expected performance of the QAOA as in Theorem 1. The second moment is obtained
similarly. In order for the proofs to go through easily, we require some simple technical conditions
on gq,n (that is, on the distribution of J), as stated in Assumption 1.

Proof sketch of Theorem 2 and Theorem 3 (dense-sparse correspondence) — We apply
the formula Vp(G,γ,β) given in Theorem 1 to the pure q-spin model Gq and a generic ensemble
Gd,q satisfying the stated assumptions. In particular, we show that the aforementioned Erdős-Rényi
ensemble GER

d,q can be transformed to an equivalent description in the form of Gd,q using the Poisson
splitting trick (c.f. Lemma E.1). The Vp formulas for these ensembles are then shown to match
asymptotically, yielding Theorem 2.

With the formula for Vp(Gq,γ,β) in hand, Theorem 3 is then straightforwardly proved by alge-

braically transforming the formula for limd→∞ ν
[q]
p (d,γ,β) given in [BFM+21] using the notations

of this paper for all q. We explicitly show the two formulas match, similar to a proof in [BFM+21]
which had obtained the analogous result at q = 2.

Proof of Theorem 4 (limitation of the QAOA on Gq) —Here we give the short but complete
proof of Theorem 4, which is easily implied by Theorem 2 and Theorem CLSS21. Indeed, for any
fixed p ∈ Z>0 and fixed (γ,β), Theorem CLSS21 implies that

lim
d→∞

Vp(G
ER
d,q ,γ,β) = lim

d→∞
lim
n→∞

EJ∼GER
d,q

(n)[〈γ,β|CJ/n|γ,β〉] ≤ ηOGP(Gq). (4.5)

In the equation above, we use the fact that 〈γ,β|CJ/n|γ,β〉 on GER
d,q concentrates around its

expectation which is implied by Theorem 1, and thus the high probability bound in Theorem
CLSS21 extends to the expectation bound.

Furthermore, Eq. (3.13) in Theorem 2 gives

Vp(Gq,γ,β) = lim
d→∞

Vp(G
ER
d,q ,γ,β).

Combining these two equations the proof is completed.

5 Discussion and outlook

In this paper we have considered the performance of the QAOA for the problem of finding a near
ground state of spin glass models when the algorithm is applied at a level (number of layers) that
does not grow with problem size. We have derived an analytic formula of the value produced by the
quantum algorithm as a function of its parameters in the limit as the number of spins diverges to
infinity. Using this formula we have established that this value is asymptotically the same for the
pure q-spin model and for Max-q-XORSAT on a sparse random hypergraph model. This extends
recent results for the case of 2-spin models at any level [FGGZ19, BFM+21, BM21] and for the case
of q-spin models at level 1 [CD21, BM21]. We have also established a concentration result showing
that this value is concentrated around the instance-independent average with high probability as
the system size diverges to infinity.

Using this correspondence, we prove that the value produced by the QAOA is bounded away
from optimality by a multiplicative constant for the case of q-spin models with q ≥ 4 and even.
This is obtained as a corollary of a recent result [CLSS21] that the value of the QAOA is bounded
away from optimality when the algorithm is implemented on sparse random hypergraphs. The
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latter result relied on locality of the algorithm and was restricted to sparse hypergraphs, much like
prior negative results [BKKT19, FGG20a, FGG20b] for the QAOA in regimes where it does not see
the whole graph. In this paper, we extend the limitation to the q-spin models, where the QAOA
sees the whole graph at any level.

Our proof approach for this limitation uses a novel idea of “dense-from-sparse” reduction. While
many results in the past have used the “sparse-from-dense” reduction where properties of sparse
random hypergraphs are established from the corresponding properties of the q-spin model, the
reversed direction implemented in this paper is new.

There is a large scope of problems which remain open. Our method of proof for the concentration
result, which follows [FGGZ19], is rather unconventional and is based on explicitly computing the
second moment of the value produced by the algorithm. This contrasts sharply with approaches
in classical settings where concentration bounds follow rather directly by application of standard
techniques such as McDiarmid’s or Azuma’s inequalities. We note these concentration inequalities
give stronger (exponential) convergence than what can be obtained from our explicit calculation.
The quantum setting considered in this paper prevents the implementation of the more standard
methods, and in general the concentration properties in quantum systems represent a general scope
of rather interesting open problems.

Similarly, the “dense-from-sparse” reduction in our paper is obtained from a rather bulky explicit
calculation of the asymptotic performance of the QAOA. In the classical settings such equivalence
results follow from a broader universality type argument based on Lindeberg’s approach. The direct
application of Lindeberg’s argument to the quantum setting appears to fail, and finding a workable
quantum counterpart for such universality argument is an interesting open problem.

It is surprising to us that the result of our complicated calculation can be understood simply
as a saddle-point approximation. The latter is a tool commonly used in physics calculations, often
non-rigorously, e.g., in Parisi’s formula of the SK model [Par80]. Nevertheless, rigorous verification
of the saddle-point approximation’s predictions can sometimes require indirect and sophisticated
methods, e.g., in Talagrand’s proof of the Parisi formula [Tal06]. Here, our generalized multinomial
theorem serves as an indirect proof that the saddle-point approximation gives correct predictions of
the QAOA’s behavior for many spin glass models. Following the appearance of this work, [BM22] is
able to directly apply the saddle-point method to analyze the QAOA for random k-SAT in certain
regimes. It would be interesting to understand more broadly when the saddle-point method can be
applied to yield simple and accurate analysis of quantum algorithms and many-body dynamics.

Although we have proven a limitation of the QAOA at any constant level p, our work still
leaves open a few possibilities of a quantum advantage in this regime. For example, it would
be very interesting to compare the constant-p QAOA’s performance on the q-spin models to the
state-of-the-art classical algorithm which is the AMP algorithm [Mon19, AMS20]. This algorithm
provably finds (1 − ǫ)-approximate optimums when there is no OGP (conjectured for q = 2) after
pAMP(ǫ) number of iterations for any ǫ > 0. Here pAMP(ǫ) is a function independent of problem
size. Nevertheless, AMP faces an algorithmic threshold bounded away from optimality when q ≥ 4
is even [GJ19], the setting where OGP is known to exist. The maximum value achievable by AMP
can be obtained numerically via an extended Parisi formula. Whether the QAOA can match or
possibly even beat the performance of the AMP algorithm remains an interesting open challenge.

Another interesting challenge regards improving our analysis and obtaining explicit numerical
values achieved by the constant-p QAOA at large p. Presently, we only know explicit values for the
q-spin models up to p ≤ 20 from [BFM+21] due to the O(p24p)-complexity of evaluating the current
formula. Going beyond and obtaining these values at higher p can shed light on the challenge of
comparing the performance of the QAOA with the performance of the AMP algorithm, mentioned
earlier.
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Recently, it was shown in [HS21] that no algorithms satisfying an “overlap concentration prop-
erty” can obtain a value better than AMP on the mixed q-spin models. This was done using a
variant of the overlap gap property, called the branching-OGP. It would be interesting to see if this
limitation extends to the QAOA at constant levels. This would imply in particular that the QAOA
at constant levels does not surpass the value achieved by the AMP algorithm.

Our proof method is limited to the QAOA with a constant level p. It is of interest to extend
it to the QAOA with p that grows with problem size n. At the current stage we don’t have the
techniques to approach this. Since the QAOA provably reaches optimality when no bound on p
is placed, it is in particular important to understand whether this can be achieved at p which is
only polynomially large, so that the QAOA remains within the class of polynomial-time algorithms.
This would provide a definitive evidence of a quantum advantage in optimization.
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A Some notations and conventions

Before delving into the formal derivation and proof of our results in the appendices that follow, we
first establish some notations and conventions that we use throughout the paper.

For any integer n ≥ 1, we denote [n] = {1, 2, 3, . . . , n}. We denote Z, Z≥0, R, and C to be the
set of integers, non-negative integers, real numbers, and complex numbers, respectively. For a set
or tuple S, we denote |S| as the cardinality (number of elements) in S.

We denote

{Oa}a∈A ≡ {Oa : a ∈ A} (A.1)

to be a set of elements indexed by A. We will sometimes also write {Oa} if it is clear which set a
is in. For a set of non-negative integers {na}a∈A ⊆ Z≥0 such that

∑
a∈A na = n, we denote the

multinomial coefficient as (
n

{na}

)
=

n!∏
a∈A na!

. (A.2)

Sometimes the set {na}a∈A is taken as an argument into a function. This argument is to be
understood as an ordered tuple (or a vector of na’s), i.e.,

f({na}a∈A) = f(n1, n2, . . . , n|A|). (A.3)

For any finite set S, we define the Kleene star S∗ of S as the set of all possible ordered tuples
(strings or words) formed from elements of S, i.e.

S∗ =
∞⋃

k=0

Sk = S0 ∪ S ∪ S2 ∪ S3 ∪ · · · (A.4)

where Sk is the set of vectors of length k with elements in S, and S0 = {∅} contains the empty
string. For a string a ∈ S∗, we denote |a| to be the length of the string. We denote

∑
a∈a f(a)

to mean that
∑k

l=1 f(al) if the string gives a = (a1,a2, . . . ,ak) (the notations
∏

a∈a and maxa∈a
have similar interpretation).

For any two sets A and B, we let A∪B be the union of A and B. We use notation C = A⊔B
to denote that C is the disjoint union of A and B. That is, C = A ∪B and A and B are disjoint.

Finally, we denote log x = lnx in this paper.

B Proof of the generalized multinomial theorem (Proposition 4.1)

B.1 Formal statement of Proposition 4.1

We will give a formal statement of Proposition 4.1 in this section. We first give some definitions
that will be helpful for the formal statement of Proposition 4.1.

Definition B.1 (Proper set A). We say a finite set A is a proper set if it is the disjoint union
of three finite sets A0, D, and D with distinct elements (i.e., A = A0 ⊔D ⊔D). Moreover, D and
D have the same number of elements, and are equipped with a one-to-one mapping ι from D to D.
Finally, elements in D ∪D are equipped with a bar operation: for a ∈ D, we denote ā ≡ ι(a) ∈ D;
for a ∈ D, we denote ā ≡ ι−1(a) ∈ D.

Definition B.2 (Proper complex numbers {Qa}a∈A). Let A = A0 ⊔D ⊔D be a proper set. We
say a set of complex numbers {Qa}a∈A indexed by elements in A is proper if {Qa}a∈A0 are real
non-negative with

∑
a∈A0

Qa = 1, and for any a ∈ D, we have Qā = −Qa.
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Definition B.3 (Natural and canonical representation of functions of {ωa}a∈A). Let A = A0⊔D⊔D
be a proper set. Let f({ωa}a∈A) be a complex function over complex variables {ωa}a∈A. Let g be
a complex function g({τa}a∈D, {ηb}b∈D, {νc}c∈A0) over complex variables {τa}a∈D, {ηb}b∈D, and
{νc}c∈A0. We say g is a canonical representation of f , and f is a natural representation of g, if
for any complex variables {ωa}a∈A ⊆ C, we have

f({ωa}a∈A) = g({ωa + ωā}a∈D, {ωb − ω
b̄
}b∈D, {ωc}c∈A0).

By this equation, we can define the natural representation of any complex function g over complex
variables {τa}a∈D, {ηb}b∈D, and {νc}c∈A0 . Furthermore, this is a linear change of variable whose
Jacobian is non-singular, so that any complex function f over complex variables {ωa}a∈A also has
a canonical representation g defined as

g({τa}a∈D, {ηb}b∈D, {νc}c∈A0) = f({(τa + ηa)/2}a∈D ∪ {(τb − ηb)/2}b∈D ∪ {νc}c∈A0).

We use the operator C to denote the transformation from natural representation to canonical rep-
resentation. That is, we write g = C[f ] and f = C−1[g] if g is the canonical representation and f
is the natural representation.

Intuitively, we think of the two representations as related via the following basis transformation:

τa = ωa + ωā, ∀(a, ā) ∈ D ×D,

ηb = ωb − ω
b̄
, ∀(b, b̄) ∈ D ×D, (B.1)

νc = ωc, ∀c ∈ A0.

Definition B.4 (Sequence of converging polynomials with uniformly bounded degree). Let A be
a finite set. Consider a sequence of complex polynomials {fn}n≥1 over complex variables {ωa}a∈A
of form

fn({ωa}a∈A) =
∑

a∈A∗

Fa,n

∏

a∈a
ωa. (B.2)

We say that {fn}n≥1 is a sequence of converging polynomials with uniformly bounded degree, if
(1) there exists an integer dmax such that the degree of each fn is bounded by dmax; (2) there exists
a polynomial f with degree bounded by dmax and of form

f({ωa}a∈A) =
∑

a∈A∗

Fa

∏

a∈a
ωa, (B.3)

such that limn→∞ Fa,n = Fa for any a ∈ A∗. We say f is the limit of {fn}n≥1.

Definition B.5 (Well-played polynomials). Let A = A0 ⊔D ⊔D be a proper set (c.f. Definition
B.1) and assume that there is an ordering ≻ on the set D. Consider a complex polynomial P over
complex variables {ωa}a∈A whose canonical representation (c.f. Definition B.3) is given by

C[P ]({τa}a∈D, {ηb}b∈D, {νc}c∈A0) =
∑

a∈D∗,b∈D∗,c∈A∗
0

Ψa,b,c

∏

a∈a
τa
∏

b∈b
ηb
∏

c∈c
νc. (B.4)

We say P is well-played if for some constant L ≥ 1, we have

Ψa,b,c 6= 0 only if 1 ≤ |a| ≤ L, 0 ≤ |b|, |c| ≤ L, and max(a) ≻ max(b). (B.5)
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That is, its coefficient is nonzero only if the words a, b, c have bounded lengths (i.e. the polynomial
has bounded degree), and the word a has length at least 1 and contains an element strictly larger
than anything in the word b.

Furthermore, consider a sequence of general polynomials {Pn}n≥1 over complex variables {ωa}a∈A
whose canonical representation given as

C[Pn]({τa}a∈D, {ηb}b∈D, {νc}c∈A0) =
∑

a∈D∗,b∈D∗,c∈A∗
0

Ψa,b,c,n

∏

a∈a
τa
∏

b∈b
ηb
∏

c∈c
νc. (B.6)

We say {Pn}n≥1 is a sequence of converging well-played polynomials with uniformly bounded de-
gree if (1) each Pn is a well-played polynomial; (2) {Pn}n≥1 is a sequence of converging polynomials
with uniformly bounded degree (c.f. Definition B.4). This implies that there exists a well-played
polynomial P of the form (B.4) such that limn→∞Ψa,b,c,n = Ψa,b,c for every a ∈ D∗, b ∈ D∗, c ∈
A∗

0.

The following lemma shows that two particular self-consistent equations (SCEs) related to a
well-played polynomial have unique solutions. The solutions to these two self-consistent equations
are the same. This unique solution will be used in the generalized multinomial theorem that follows.

Lemma B.6 (Existence and uniqueness of SCE solution). Let A be a proper finite set (c.f. Defi-
nition B.1) and {Qa}a∈A ⊆ C be a set of proper complex numbers (c.f. Definition B.2). Let P be
a well-played polynomial (c.f. Definition B.5). We have the following:

(a) Consider the following self-consistent equation upon variables {Wx}x∈D:

Wx = Qx exp
[
∂τxC[P ]({τa = 0}a∈D, {ηb = 2Wb}b∈D, {νc = Qc}c∈A0)

]
, ∀x ∈ D. (B.7)

This self-consistent equation has a unique solution.

(b) Consider the following self-consistent equation upon variables {Wx}x∈A:

Wx = Qx exp
[
∂ωx

P ({ωa = Wa}a∈A)
]
, ∀x ∈ A. (B.8)

This self-consistent equation has a unique solution. The solution satisfies Wa = Qa when
a ∈ A0 and Wx̄ +Wx = 0 when x ∈ D.

(c) Let {W̃x}x∈D be the unique solution of (B.7), and {Wx}x∈A be the unique solution of (B.8).
We have W̃a = Wa for a ∈ D.

(d) The self-consistent equation (B.7) can be solved in O(|A|dmax+1) time complexity on a classical
computer, where dmax is the maximum degree of polynomial P .

The proof of Lemma B.6 is given in Section B.2. Now we are ready to state the formal version
of Proposition 4.1, the generalized multinomial theorem:

Proposition 4.1 (Formal). Let A be a proper finite set (c.f. Definition B.1) and {Qa}a∈A ⊆ C

be a set of proper complex numbers (c.f. Definition B.2). Then for a sequence of converging
polynomials fn({ωa}a∈A) with uniformly bounded-degree and with limit f (c.f. Definition B.4) and
any sequence of converging well-played polynomials Pn({ωa}a∈A) with uniformly bounded degree
and with limit P (c.f. Definition B.5), we have

lim
n→∞

∑

{na≥0}a∈A∑
a∈A na=n

(
n

{na}a∈A

)(∏

b∈A
Qnb

b

)
exp

[
n · Pn({na/n}a∈A)

]
fn({na/n}a∈A) = f({Wa}a∈A)

(B.9)

where {Wa}a∈A is given as the unique solution to Eq. (B.8).

17



B.2 Proof of Lemma B.6

Proof of (a). By the canonical representation of polynomial P as in Eq. (B.4), we have

∂τxC[P ]({τa = 0}a∈D, {ηb = 2Wb}b∈D, {νc = Qc}c∈A0)
]

= ∂τx

[ ∑

a,b∈D∗,c∈A∗
0

Ψa,b,c

∏

a∈a
τa
∏

b∈b
ηb
∏

c∈c
νc

]∣∣∣
{τa=0}a∈D,{ηb=2Wb}b∈D,{νc=Qc}c∈A0

,

=
∑

b∈D∗,c∈A∗
0

Ψx,b,c

∏

b∈b
(2Wb)

∏

c∈c
Qc,

By the fact that P is a well-played polynomial, we have Ψx,b,c is non-zero only if max{b} ≺ x. As
a consequence, Eq. (B.7) can be rewritten as

Wx = Qx exp
[ ∑

b∈D∗,c∈A∗
0,max(b)≺x

Ψx,b,c

∏

b∈b
(2Wb)

∏

c∈c
Qc

]
, ∀x ∈ D. (B.10)

Note that the right hand side of the equation above depends on {Wb}b∈D only through {Wb}b≺x.
This implies that, for any x ∈ D, if the values of {Wb}b≺x are determined, we can use Eq. (B.10)
(equivalent to Eq. (B.7)) to determine Wx. So Eq. (B.7) is essentially a recursive equation that
can determine {Wb}b∈D sequentially in the ascending order of ≺. This implies that there exists a
unique solution to Eq. (B.7).

Proof of (b): solution is anti-symmetric. First we show that Eq. (B.8) implies that
Wa + Wā = 0 for all a ∈ D. Using the canonical representation, we write explicitly the natural
representation of polynomial P as

P ({ωa}a∈A) =
∑

a,b∈D∗,c∈A∗
0

Ψa,b,c

∏

a∈a
(ωa + ωā)

∏

b∈b
(ωb − ω

b̄
)
∏

c∈c
ωc. (B.11)

Since P is well-played, here Ψa,b,c 6= 0 only if |a| ≥ 1 and max(a) ≻ max(b).
We prove Wa +Wā = 0 for any a ∈ D using an induction argument. Note that for any x ∈ D,

by the symmetric property of P , we have

∂ωx
P ({Wa}a∈A) = Px,(1)({Wa}) + Px,(2)({Wa}),

∂ωx̄
P ({Wa}a∈A) = Px,(1)({Wa})− Px,(2)({Wa}),

(B.12)

where

Px,(1)({Wa}) =
∑

a,b∈D∗,c∈A∗
0

Ψa,b,c · ∂Wx

[ ∏

a∈a
(Wa +Wā)

]∏

b∈b
(Wb −W

b̄
)
∏

c∈c
Wc,

Px,(2)({Wa}) =
∑

a,b∈D∗,c∈A∗
0

Ψa,b,c

∏

a∈a
(Wa +Wā) · ∂Wx

[∏

b∈b
(Wb −W

b̄
)
]∏

c∈c
Wc.

(B.13)

First, let x be the largest element (under order ≻) in D. By the well-played property of P , we
have max{b} ≺ x for every nonzero Ψa,b,c, which implies that ∂Wx

[
∏

b∈b(Wb − W
b̄
)] = 0 for

every nonzero Ψa,b,c. This implies that Px,(2)({Wa}) = 0 so that ∂ωx
P ({Wa}) = ∂ωx̄

P ({Wa}).
Furthermore, by the property that Qx +Qx̄ = 0, using Eq. (B.8) we have Wx +Wx̄ = 0.

Next, we assume the induction hypothesis that x ∈ D is such that Wa + Wā = 0 for every
a ≻ x, and we will show that Wx+Wx̄ = 0. When the quantity ∂Wx

[
∏

b∈b(Wb−W
b̄
)] 6= 0, we know
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that x ∈ b. So by the well-played property of P , for any non-zero Ψa,b,c × ∂Wx
[
∏

b∈b(Wb −W
b̄
)],

we must have max{a} ≻ x. As a consequence, by the inductive hypothesis, for any non-zero
Ψa,b,c×∂Wx

[
∏

b∈b(Wb−W
b̄
)], we must have

∏
a∈a(Wa+Wā) = 0. This implies that Px,(2)({Wa}) =

0 so that ∂ωx
P ({Wa}) = ∂ωx̄

P ({Wa}). Furthermore, by the property that Qx + Qx̄ = 0, using
Eq. (B.8) we have Wx +Wx̄ = 0. This proves the induction conclusion and finishes the induction
argument.
Uniqueness part of (b). First we consider Eq. (B.8) when x ∈ A0. Then ∂xP ({ωa = Wa}) = 0
because for every term in P above in which Ψa,b,c 6= 0, a is always non-empty, so we get a factor∏

a∈a(Wa +Wā) = 0 after plugging in {ωa = Wa}. Then Eq. (B.8) implies that

Wx = Qx ∀x ∈ A0. (B.14)

Then we consider Eq. (B.8) when x ∈ D. Due to the constraint that Wa +Wā = 0, the only
non-zero terms in P after taking the derivative ∂ωx

and plugging in {ωa = Wa} are the ones where
a = x. This gives

∂ωx
P ({Wa}) =

∑

b∈D∗,c∈A∗
0

Ψx,b,c

∏

b∈b
(Wb −W

b̄
)
∏

c∈c
Wc =

∑

b∈D∗,c∈A∗
0

Ψx,b,c

∏

b∈b
(2Wb)

∏

c∈c
Qc. (B.15)

Note since Ψx,b,c 6= 0 only if x ≻ max(b), the above expression only contains dependence of
{Wb : b ≺ x}. So Eq. (B.8) implies that

Wx = Qx exp
[ ∑

b∈D∗,c∈A∗
0,max(b)≺x

Ψx,b,c

∏

b∈b
(2Wb)

∏

c∈c
Qc

]
, ∀x ∈ D. (B.16)

Manifestly, this can be solved to yield a unique solution for all Wx in the increasing order of x ∈ D.
This implies that, if Eq. (B.8) has a solution, then the solution is unique.
Existence part of (b). It can be easily checked that {Wa}a∈A = {Qc}c∈A0 ∪{Wx}x∈D∪{Wx̄ =
−Wx}x̄∈D, where {Wx}x∈D is the solution of Eq. (B.16), satisfies Eq. (B.8). This shows that Eq.
(B.8) has a solution.

Proof of (c). Note that the solution {Wx}x∈A of Eq. (B.8) satisfies Eq. (B.16), and the solution
{W̃x}x∈D of Eq. (B.7) satisfies Eq. (B.10). Note that Eq. (B.16) coincides with Eq. (B.7) which
has a unique solution. This implies that W̃x = Wx, for all x ∈ D.

Proof of (d). The algorithm to solve {Wx}x∈D is by sequentially use Eq. (B.10) in the ascending
order of ≺. Note that

∑
b∈D∗,c∈A∗

0,max(b)≺x
Ψx,b,c

∏
b∈b(2Wb)

∏
c∈c Qc is the partial derivative of

a polynomial of |A| variables and of degree dmax, so evaluating it has at most time complexity
O(|A|dmax). Since there are O(|D|) = O(|A|) equations in Eq. (B.10), the total time complexity is
O(|A| × |A|dmax) = O(|A|dmax+1). This completes the proof.

B.3 Proposition 4.1 (Formal) in canonical form (Statement of Proposition B.7)

In this section of the appendix, we state an equivalent version of Proposition 4.1 (Formal), which
uses the canonical representation of polynomials. This new version of the proposition allows us to
exploit the combinatorial structure of well-played polynomials more directly for proofs.

Define the operator
›

b
(which depends on a non-negative integer tb ∈ Z≥0 and the complex

number Qb ∈ C) for any b ∈ D acting on any function f(ηb) as
“

b

f(db/n) :=
∑

nb,nb̄
≥0,nb+n

b̄
=tb

(
tb

nb, nb̄

)
Qnb

b
(−Qb)

n
b̄f((nb − n

b̄
)/n). (B.17)
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An important observation is that the operators {
›

b
}b∈D are commutative: for different b1, b2 ∈ D,

we have
›

b1

›

b2
f(db1/n, db2/n) =

›

b2

›

b1
f(db1/n, db2/n) for any function f(ηb1 , ηb2).

Now we give the alternative statement of Proposition 4.1 (Formal) in canonical form:

Proposition B.7. Let A be a proper set (c.f. Definition B.1) and {Qa}a∈A ⊆ C be a set of proper
complex numbers (c.f. Definition B.2). Then for any sequence of converging uniformly well-played
polynomials Pn({ωa}a∈A) with limit P (c.f. Definition B.5) and any fixed non-negative integers
{ra}a∈D, {sb}b∈D, {mc}c∈A0 , we define

In({ra}, {sb}, {mc})

:=
∑

{nc,ta}⊆Z≥0,
∑

c∈A0
nc+

∑
a∈D ta=n

(
n

{nc, ta}a∈D,c∈A0

)( ∏

c∈A0

Qnc

c

)( ∏

a∈D

“

a

)

×
{
exp

[
n · C[Pn]({ta/n}a∈D, {db/n}b∈D, {nc/n}c∈A0)

]
×

∏

a,b∈D,c∈A0

( ta
n

)ra(db
n

)sb(nc

n

)mc
}
.

(B.18)
We further define

I({ra}, {sb}, {mc}) :=
∏

a,b∈D,c∈A0

1(ra = 0)(2Wb)
sbQmc

c , (B.19)

where {Wb}b∈D is given as the unique solution to the following equation:

Wx = Qx exp
[
∂τxC[P ]({τa = 0}a∈D, {ηb = 2Wb}b∈D, {νc = Qc}c∈A0)

]
. (B.20)

Then for any fixed integers {ra}a∈D, {sb}b∈D, {mc}c∈A0 , we have

lim
n→∞

In({ra}, {sb}, {mc}) = I({ra}, {sb}, {mc}). (B.21)

We will show that Proposition B.7 implies Proposition 4.1 (Formal) in the section that follows.
The proof of Proposition B.7 is given later in Section B.6.

B.4 Proof of Proposition 4.1 (Formal) using Proposition B.7

The fact that Proposition 4.1 (Formal) follows from Proposition B.7 can be understood rather
straightforwardly via a transformation of variables. Here we give the full detailed proof.

Step 1. We first show that the prelimit of the left hand side of Eq. (B.9) coincides with
In({ra}, {sb}, {mc}) when taking fn = Υ with

Υ({ωa}a∈A; {ra}, {sb}, {mc}) =
∏

a,b∈D,c∈A0

(ωa + ωā)
ra(ωb − ω

b̄
)sbωmc

c . (B.22)

That is,

∑

{na≥0}a∈A,
∑

a∈A na=n

(
n

{na}a∈A

)(∏

b∈A
Qnb

b

)
exp

[
n · Pn({na/n}a∈A)

]
Υ({na/n}a∈A)

= In({ra}, {sb}, {mc}). (B.23)

Note we have suppressed the dependence on ({ra}, {sb}, {mc}) in Υ(·) for simplicity of notation.
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To prove Eq. (B.23), we note for any function g({ωa}a∈A), we have

∑

{na≥0}a∈A∑
a∈A na=n

(
n

{na}a∈A

)( ∏

b∈A

Qnb

b

)
g({na/n}a∈A)

=
∑

{nc,ta}a∈D,c∈A0
⊆Z≥0∑

c∈A0
nc+

∑
a∈D

ta=n

(
n

{nc, ta}

)[ ∏

a∈A

∑

na,nā≥0
na+nā=ta

(
ta

na, nā

)]( ∏

b∈A

Qnb

b

)
g({na/n}a∈A)

=
∑

{nc,ta}a∈D,c∈A0
⊆Z≥0∑

c∈A0
nc+

∑
a∈D

ta=n

(
n

{nc, ta}

)( ∏

c∈A0

Qnc

c

)[ ∏

b∈A

∑

nb,nb̄
≥0

nb+n
b̄
=tb

(
tb

nb, nb̄

)
Qnb

b
Q

n
b̄

b̄

]

× C[g]({ta/n}a∈D, {(nb − nb̄)/n}b∈D, {nc/n}c∈A0
)

=
∑

{nc,ta}a∈D,c∈A0
⊆Z≥0∑

c∈A0
nc+

∑
a∈D

ta=n

(
n

{nc, ta}

)( ∏

c∈A0

Qnc

c

)( ∏

b∈A

“

b

)
C[g]({ta/n}a∈D, {db/n}b∈D, {nc/n}c∈A0

).

(B.24)

where we used the definition of
›

b
as in Eq. (B.17).

Now we choose g({ωa}a∈A) = exp{nPn({ωa}a∈A)}Υ({ωa}a∈A). Note that the canonical form
of g gives

C[g] = C
[
exp[n · Pn({ωa}a∈A)]Υ({ωa}a∈A)

]

= exp[n · C[Pn]({τa}a∈D, {ηb}b∈D, {νc}c∈A0)
]
×

∏

a,b∈D,c∈A0

τ raa ηsb
b
νmc

c .
(B.25)

Plugging this to Eq. (B.24) proves Eq. (B.23).

Step 2. We then show that the right hand side of Eq. (B.9) coincides with I({ra}, {sb}, {mc})
when taking fn = Υ as defined in Eq. (B.22). That is, we will show that

Υ({Wa}a∈A; {ra}, {sb}, {mc}) = I({ra}, {sb}, {mc}), (B.26)

where {Wa}a∈A is the unique solution of Eq. (B.8).
Indeed, by Lemma B.6, the set union {Wx}x∈D∪{−Wx}x∈D∪{Qa}a∈A0 used in Proposition B.7

coincide with the {Wa}a∈A used in Proposition 4.1 (Formal). Then using the fact thatWa+Wā = 0
for all a ∈ D and the fact that Wa = Qa for all a ∈ A0, we have

Υ({Wa}a∈A; {ra}, {sb}, {mc}) =
∏

a,b∈D,c∈A0

(Wa +Wā)
ra(Wb −W

b̄
)sbWmc

c

=
∏

a,b∈D,c∈A0

1(ra = 0)(2Wb)
sbQmc

c = I({ra}, {sb}, {mc}).
(B.27)

Step 3. Combining Step 1 and 2, we have proved Eq. (B.9) hold when taking fn = Υ as defined
in Eq. (B.22), for any choice of {ra, sb,mc}a,b∈D,c∈A0 .

Note that for any general polynomials fn({ωa}), it can be decomposed to a superposition of Υ
functions as

fn({ωa}) =
∑

{ra,sb,mc}a,b∈D,c∈A0

F̃n({ra, sb,mc}a,b∈D,c∈A0)Υ({ωa}a∈A; {ra}, {sb}, {mc}).

Since fn has uniformly bounded degree, the number of non-zero coefficients |{{ra, sb,mc}a,b∈D,c∈A0 :
F̃n({ra, sb,mc}a,b∈D,c∈A0) 6= 0}| is uniformly bounded. Moreover, since fn converges to f (in terms
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of polynomial coefficients), there exists {F̃ ({ra, sb,mc}a,b∈D,c∈A0)} such that

f({ωa}) =
∑

{ra,sb,mc}a,b∈D,c∈A0

F̃ ({ra, sb,mc}a,b∈D,c∈A0)Υ({ωa}a∈A; {ra}, {sb}, {mc}),

where lim
n→∞

F̃n({ra, sb,mc}a,b∈D,c∈A0) = F̃ ({ra, sb,mc}a,b∈D,c∈A0).

By the linearity of Eq. (B.9) in {fn}n≥1 and f , this implies that Eq. (B.9) holds for any converging
polynomials with uniformly bounded degree. This finishes the proof of Proposition 4.1 (Formal).

B.5 More on the well-played polynomials

Before we give the proof of Proposition B.7, we first define some useful quantities related to well-
played polynomials in this section of the appendix.

Definition B.8 (Region of non-zero coefficient of sequence of well-played polynomials). Let A =
A0⊔D⊔D be a proper set (c.f. Definition B.1). Let {Pn}n≥1 be a sequence of converging uniformly
well-played polynomials with canonical representation of form (B.6). We denote the region of non-
zero coefficient of {Pn}n≥1 by

R =
{
(a, b, c) : ∃n,Ψa,b,c,n 6= 0

}
. (B.28)

Definition B.9 (Linear partner of well-played polynomials). Let A = A0 ⊔D ⊔D be a proper set
(c.f. Definition B.1) and assume that there is an ordering ≻ over the set D. For a well-played
polynomial P of form (B.4), we let the linear partner of P be a polynomial Plin with canonical
representation

C[Plin]({τa}a∈D, {ηb}b∈D, {νc}c∈A0) =
∑

a,b,c:|a|=1

Ψa,b,c

∏

a∈a
τa
∏

b∈b
ηb
∏

c∈c
νc

=
∑

a∈D
τa

∑

b∈D∗,c∈A∗
0

Ψa,b,c

∏

b∈b
ηb
∏

c∈c
νc

(B.29)

which is understood as C[P ] restricted to terms that are linear in the variables {τa}. We further
denote

Pa({ηb}b∈D, {νc}c∈A0) =
∑

b∈D∗,c∈A∗
0

Ψa,b,c

∏

b∈b
ηb
∏

c∈c
νc (B.30)

so that we have

C[Plin]({τa}a∈D, {ηb}b∈D, {νc}c∈A0) =
∑

a∈D
τa · Pa({ηb}b∈D, {νc}c∈A0).

We next show that the sequence of converging uniformly well-played polynomials has a uniform
bound of a specific form.

Lemma B.10. For any sequence of converging uniformly well-played polynomials {Pn}n≥1 with
canonical representation

C[Pn]({τa}a∈D, {ηb}b∈D, {νc}c∈A0) =
∑

a,b∈D∗,c∈A∗
0

Ψa,b,c,n

∏

a∈a
τa
∏

b∈b
ηb
∏

c∈c
νc,
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there exists polynomials {P̄a({ηb}b≺a)}a∈D whose coefficient is independent of n, such that for any
ηb ≥ 1, ta/n ∈ [0, 1], nc/n ∈ [0, 1] we have

n×
∑

a,b∈D∗,c∈A∗
0

|Ψa,b,c,n|
∏

a∈a

ta
n

∏

b∈b
ηb
∏

c∈c

nc

n
≤
∑

a∈D
taP̄a({ηb}b≺a). (B.31)

Proof of Lemma B.10. Since {Pn}n≥1 is a sequence of uniformly well-played polynomials, Ψn
a,b,c is

nonzero only if a 6= ∅ and max(a) ≻ max(b). Let a1 = max(a), then we have |n∏
a∈a(ta/n)| ≤ ta1 .

This implies

n×
∑

a,b∈D∗,c∈A∗
0

|Ψa,b,c,n|
∏

a∈a

ta
n

∏

b∈b
ηb
∏

c∈c

nc

n
≤

∑

(a,b,c)∈R
|Ψa,b,c,n|ta1

∏

b∈b
ηb, (B.32)

where R is the region of non-zero coefficients given by Definition B.8, and every b ≺ a1 necessarily
by Definition B.5. Note that {Pn}n≥1 is converging, so for any fixed (a, b, c), we have

Ψa,b,c ≡ sup
n≥1

|Ψa,b,c,n| < ∞. (B.33)

So we can let
P̄a({ηb}b≺a) =

∑

(a,b,c)∈R,max(a)=a

Ψa,b,c

∏

b∈b
ηb (B.34)

which satisfies the condition (B.31) by Eqs. (B.32) and (B.33). This proves the lemma.

B.6 Proof of Proposition B.7

Throughout the proof that follows, we take {ra}a∈D, {sb}b∈D, {mc}c∈A0 to be fixed integers and
suppress the dependence of In and I in them for simplicity of notations. We define

en(t) :=

(
n

t

) ∑

ta≥0,∀a∈D∑
a∈D ta=t

(
t

{ta}a∈D

) ∑

nc≥0,∀c∈A0∑
c∈A0

nc=n−t

(
n− t

{nc}c∈A0

)( ∏

c∈A0

Qnc

c

)( ∏

a∈D

“

a

)

×
{
exp

[
n · C[Pn]({ta/n}a∈D, {db/n}b∈D, {nc/n}c∈A0)

] ∏

a,b∈D,c∈A0

(ta
n

)ra(db
n

)sb(nc

n

)mc
}
,

(B.35)
where

C[Pn]({τa}a∈D, {ηb}b∈D, {νc}c∈A0) =
∑

(a,b,c)∈R
Ψa,b,c,n

∏

a∈a
τa
∏

b∈b
ηb
∏

c∈c
νc

as in Definition B.5. Looking back to In defined in Eq. (B.18), it is easy to see that

In =
n∑

t=0

en(t). (B.36)

We further define

e(t) :=
∑

ta≥0,∀a∈D∑
a∈D ta=t

[ ∏

a∈D

1

2πi

˛

D

dza
za

(2Qa/za)
ta
]
exp

[
C[Plin]({ta}a∈D, {zb}b∈D, {Qc}c∈A0)

]

×
∏

a,b∈D,c∈A0

1{ra = 0}zsb
b
Qmc

c ,

(B.37)
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where
C[Plin]({ta}a∈D, {zb}b∈D, {Qc}c∈A0) =

∑

a∈D
ta

∑

b∈D∗,c∈A∗
0

Ψa,b,c

∏

b∈b
zb
∏

c∈c
Qc

is related to the limiting polynomial P as in Definition B.9.
We finally denote

E(t) := inf
ηa≥1,∀a∈D

∑

ta≥0,∀a∈D∑
a∈D ta=t

( ∏

a∈D
|2eQa/ηa|taηsaa

)
× exp

[∑

a∈D
taP̄a({ηb}b≺a)

]
,

(B.38)

where {P̄a}a∈D are given by Lemma B.10.
Given these definitions, we have the following lemmas whose proofs will be deferred to the

following subsections.

Lemma B.11. Under the conditions of Proposition B.7, for fixed t ∈ Z≥0, we have

lim
n→∞

en(t) = e(t), (B.39)

where en is as defined in Eq. (B.35) and e is as defined in Eq. (B.37) .

Lemma B.12. Under the conditions of Proposition B.7, for any 0 ≤ t ≤ n, we have

|en(t)| ≤ E(t), (B.40)

where en is as defined in Eq. (B.35) and E is as defined in Eq. (B.38).

Lemma B.13. Under the conditions of Proposition B.7, we have

∞∑

t=0

e(t) = I, (B.41)

where e is as defined in Eq. (B.37) and I is as defined in Eq. (B.19).

Lemma B.14. Under the conditions of Proposition B.7, we have

∞∑

t=0

E(t) < ∞, (B.42)

where E is as defined in Eq. (B.38).

We now complete the proof of Proposition B.7 based on these lemmas. By Eq. (B.36) and
Lemma B.13, for any T ∈ Z>0, we have

∣∣∣In − I
∣∣∣ ≤

T∑

t=0

∣∣∣en(t)− e(t)
∣∣∣

︸ ︷︷ ︸
ε1(n,T )

+
n∑

t=T+1

∣∣∣en(t)
∣∣∣

︸ ︷︷ ︸
ε2(n,T )

+
∣∣∣
∑

t>T

e(t)
∣∣∣

︸ ︷︷ ︸
ε3(T )

.

By Lemma B.13 and B.14, for any ε > 0, there exists Tε ∈ Z>0 such that

ε3(Tε) =
∣∣∣
∑

t>Tε

e(t)
∣∣∣ ≤ ε/3, and

∑

t>Tε

E(t) ≤ ε/3. (B.43)
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Then by Lemma B.12 and the latter above, we have for any n,

ε2(n, Tε) =

n∑

t=Tε+1

∣∣∣en(t)
∣∣∣ ≤

∑

t>Tε

E(t) ≤ ε/3. (B.44)

And for any such fixed Tε, Lemma B.11 implies that there exists nε ∈ Z>0 such that for any n ≥ nε,
we have

ε1(n, Tε) =

Tε∑

t=0

∣∣∣en(t)− e(t)
∣∣∣ ≤ ε/3. (B.45)

This implies that for any n ≥ nε, we have |In − I| ≤ ε. This proves Proposition B.7.

B.6.1 Proof of Lemma B.11: en(t) → e(t)

Step 1. Reformulate en(t) as the application of operators T
t
n,S

{ta}
n ,Ut

n, and P.
Note that the exponential in the en(t) as defined in Eq. (B.35) gives

exp
[
n · C[Pn]({ta/n}a∈D, {db/n}b∈D, {nc/n}c∈A0)

]
= exp

[
n

∑

(a,b,c)∈R
Ψa,b,c,n

∏

a∈a

ta
n

∏

b∈b

db
n

∏

c∈c

nc

n

]
.

(B.46)

Then, consider the following identity based on Taylor expansion:

exp
[ N∑

i=1

ai

]
=

∞∑

ki=0,∀i∈[N ]

∏

i∈[N ]

1

ki!
akii (B.47)

Applying the above identity (B.47), we get

exp
[
n

∑

(a,b,c)∈R
Ψa,b,c,n

∏

a∈a

ta
n

∏

b∈b

db
n

∏

c∈c

nc

n

]

=
∑

{ξa,b,c≥0: (a,b,c)∈R}

∏

(a,b,c)∈R

1

ξa,b,c!

[
nΨa,b,c,n

∏

a∈a

ta
n

∏

b∈b

db
n

∏

c∈c

nc

n

]ξa,b,c

= P

[ ∏

(a,b,c)∈R

[
nΨa,b,c,n

∏

a∈a

ta
n

∏

b∈b

db
n

∏

c∈c

nc

n

]ξa,b,c

]
,

(B.48)

where P is defined as the following operator, upon an input function F ({ξa,b,c : (a, b, c) ∈ R}),
yields

PF =
∑

{ξa,b,c≥0: (a,b,c)∈R}
F ({ξa,b,c})

∏

(a,b,c)∈R

1

ξa,b,c!
. (B.49)

Furthermore, we define the T
t
n operator acting on a function f({ta : a ∈ D}) as

T
t
nf = n−t

(
n

t

) ∑

ta≥0,∀a∈D

(
t

{ta}

)
f({ta}). (B.50)

Next, we define the S
{ta}
n operator acting on a function g({db/n : b ∈ D}) as

S
{ta}
n g =

( ∏

a∈D
nta

“

a

)
g({db/n}) =

( ∏

a∈D
nta

∑

na+nā=ta

(
ta

na, nā

)
Qna

a (−Qa)
nā

)
g({(nb−n

b̄
)/n}b∈D).

(B.51)
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Lastly, we define the U
t
n operator acting on a function h({nc/n : c ∈ A0}) as

U
t
nh =

∑

{nc:c∈A0}

(
n− t

{nc}

)
h({nc/n})

∏

c∈A0

Qnc

c . (B.52)

With these operators defined, we can rewrite (B.35) as

en(t) = U
t
n T

t
n S

{tx}
n P

[ ∏

(a,b,c)∈R

[
nΨa,b,c,n

∏

a∈a

ta
n

∏

b∈b

db
n

∏

c∈c

nc

n

]ξa,b,c

×
∏

a,b∈D,c∈A0

(ta
n

)ra(db
n

)sb(nc

n

)mc

]
.

(B.53)

This equality used the fact that the
∏

a∈D nta factors in S
{ta}
n cancelled the factor of n−t in T

t
n.

Step 2. Pointwise convergence. Before taking the n → ∞ limit on en, we consider instead
the following quantity which is the part of en without the P operator:

Jn(t; {ξa,b,c})

= U
t
n T

t
n S

{tx}
n

[ ∏

(a,b,c)∈R

[
nΨa,b,c,n

∏

a∈a

ta
n

∏

b∈b

db
n

∏

c∈c

nc

n

]ξa,b,c ×
∏

a,b∈D,c∈A0

(ta
n

)ra(db
n

)sb(nc

n

)mc

]
.

(B.54)
Then with Jn defined as such, we have

en(t) = P[Jn(t; {ξa,b,c})]. (B.55)

By rearranging the order of the operator and monomials in Jn, we have

Jn(t; {ξa,b,c}) =
∏

(a,b,c)∈R
(Ψa,b,c,n)

ξa,b,c × U
t
n

[( ∏

c∈A0

(nc

n

)mc
)
×
( ∏

(a,b,c)∈R

(∏

c∈c

nc

n

)ξa,b,c
)]

× T
t
n

{( ∏

a∈D

( ta
n

)ra)×
( ∏

(a,b,c)∈R

(
n
∏

a∈a

ta
n

)ξa,b,c
)

× S
{ta}
n

[( ∏

b∈D

(db
n

)sb)×
( ∏

(a,b,c)∈R

(∏

b∈b

db
n

)ξa,b,c
)]}

,

(B.56)
We now take the n → ∞ limit of Jn. We decompose this into the following steps:

• First, since {Pn}n≥1 is a sequence of converging polynomials, we have limn→∞Ψa,b,c,n =
Ψa,b,c where Ψa,b,c is the coefficient of the canonical representation of the limiting polynomial
P . This gives

lim
n→∞

∏

(a,b,c)∈R
(Ψa,b,c,n)

ξa,b,c =
∏

(a,b,c)∈R
(Ψa,b,c)

ξa,b,c . (B.57)

• Secondly, note that for any fixed t, fixed {mc}c∈A0 , and fixed {ξa,b,c}(a,b,c)∈R, we have

lim
n→∞

U
t
n

[( ∏

c∈A0

(nc

n

)mc
) ∏

(a,b,c)∈R

(∏

c∈c

nc

n

)ξa,b,c
]
=
[( ∏

c∈A0

(
Qc

)mc
) ∏

(a,b,c)∈R

(∏

c∈c
Qc

)ξa,b,c
]
,

(B.58)
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which follows from the fact that
∑

c∈A0
Qc = 1 and Qc ≥ 0, so we can think of nc as

distributed according to a multinomial distribution, and by law of large numbers, as n → ∞,
the moments of nc/n converges to the powers of Qc (we use the fact that t is fixed as n → ∞).

• Thirdly, by Eq. (B.111) in Lemma B.18 (shown later in Section B.6.5), we have

lim
n→∞

S
{ta}
n

[( ∏

b∈D

(db
n

)sb)×
∏

(a,b,c)∈R

(∏

b∈b

db
n

)ξa,b,c
]

= S
{ta}
[( ∏

b∈D

(
zb

)sb)×
∏

(a,b,c)∈R

(∏

b∈b
zb

)ξa,b,c
]
, (B.59)

where for a monomial g({db/n}b∈D), we have

S
{ta}g({zb}b∈D) =

∏

a∈D

[ ta!
2πi

˛

D

(2Qa/za)
ta dza

za

]
g({zb}b∈D). (B.60)

• Fourthly, by the definition of well-played polynomial as in Definition B.5, for any (a, b, c) ∈ R,
we have |a| ≥ 1. Therefore, for any fixed {ta}a∈D, we have

lim
n→∞

( ∏

a∈D

(ta
n

)ra)×
∏

(a,b,c)∈R

(
n
∏

a∈a

ta
n

)ξa,b,c

=
( ∏

a∈D
1{ra = 0}

)
×
( ∏

(a,b,c)∈R
t
ξa,b,c
a

)
×
( ∏

(a,b,c)∈R:|a|≥2

1{ξa,b,c = 0}
)
. (B.61)

Here the
∏

a∈D 1{ra = 0} factor is by the fact that {ta} are fixed as n → ∞ so that
limn→∞

∏
a∈D(ta/n)

ra =
∏

a∈D 1{ra = 0}. The ∏(a,b,c)∈R:|a|≥2 1{ξa,b,c = 0} factor is due to

the following observation: for any ξa,b,c ≥ 1 with |a| ≥ 2, we have limn→∞[n
∏

a∈a(ta/n)]
ξa,b,c =

0.

• Finally, for any sequence of functions fn({tx}), we have

lim
n→∞

T
t
nfn = lim

n→∞
n−t

(
n

t

) ∑

ta≥0,∀a∈D∑
a∈D ta=t

(
t

{ta}

)
fn({ta}) = T

t lim
n→∞

fn({ta}), (B.62)

where T
t is the operator such that for any f({ta}), we have

T
tf =

1

t!

∑

ta≥0,∀a∈D∑
a∈D ta=t

(
t

{ta}

)
f({ta}). (B.63)

Combining Eqs. (B.57), (B.58), (B.59), (B.61), and (B.62) above, we have for any fixed {ξa,b,c}
the following:

lim
n→∞

Jn(t; {ξa,b,c}) = J(t; {ξa,b,c}). (B.64)

27



where

J(t; {ξa,b,c}) =
( ∏

(a,b,c)∈R
(Ψa,b,c)

ξa,b,c

)
×
( ∏

c∈A0

Qmc

c

)
×
( ∏

(a,b,c)∈R

(∏

c∈c
Qc

)ξa,b,c
)

× T
t

{( ∏

a∈D
1{ra = 0}

)
×
( ∏

(a,b,c)∈R
t
ξa,b,c
a

)
×
( ∏

(a,b,c)∈R:|a|≥2

1{ξa,b,c = 0}
)

× S
{ta}
[( ∏

b∈D
zsb
b

)
×
( ∏

(a,b,c)∈R

(∏

b∈b
zb

)ξa,b,c
)]}

.

(B.65)
With some rearrangement of the order of operators and monomials in J , we have

J(t; {ξa,b,c}) = T
t
S
{ta}
[( ∏

(a,b,c)∈R

(
taΨa,b,c

∏

b∈b
zb
∏

c∈c
Qc

)ξa,b,c

)
×
( ∏

(a,b,c)∈R:|a|≥2

1{ξa,b,c = 0}
)

×
∏

a,b∈D,c∈A0

1{ra = 0}zsb
b
Qmc

c

]
,

(B.66)
here we used the fact that (Ψa,b,c

∏
c∈c Qc

∏
b∈b zb)

ξa,b,c = 1 when ξa,b,c = 0.
Step 3. Apply the dominant convergence theorem. A simple calculation of P[J(t; {ξa,b,c})]
gives that

P[J(t; {ξa,b,c})]
(i)
= T

t
S
{ta}
[
exp

[ ∑

(a,b,c)∈R
taΨa,b,c

∏

b∈b
zb
∏

c∈c
Qc

]
×

∏

a,b∈D,c∈A0

1{ra = 0}zsb
b
Qmc

c

]

(ii)
=

∑

ta≥0,∀a∈D∑
a∈D ta=t

[ ∏

a∈D

1

2πi

˛

D

(2Qa/za)
ta dza

za

]
× exp

[ ∑

(a,b,c)∈R
taΨa,b,c

∏

b∈b
zb
∏

c∈c
Qc

]

×
∏

a,b∈D,c∈A0

1{ra = 0}zsb
b
Qmc

c

= e(t),

(B.67)

where e(t) is as defined in Eq. (B.37). Here (i) used the definition of P as in Eq. (B.49) and the
Taylor expansion of exponential function as in Eq. (B.47), and (ii) used the definition of Tt and
S
{ta} and the cancellation of t! on the denominator and numerator, as well as the cancellation of∏
a∈D ta!.
So far we have shown en(t) = P[Jn(t)], and P[limn→∞ Jn(t)] = e(t) in Eqs. (B.55), (B.64), and

(B.67). Then to prove the Lemma B.11’s statement that limn→∞ en(t) = e(t), all we need to do
is switch the order of the n-limit and P operation. This can be done by invoking the dominant
convergence theorem, which can be used under the condition that there exists an upper bound
J(t; {ξa,b,c}) of Jn with PJ(t; {ξa,b,c}) < ∞.

We now show this upper bound exists. Recall the expression of Jn as in Eq. (B.56). Note that
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for any {nc}c∈A0 , {ta}a∈D and {ξa,b,c}(a,b,c)∈R where 0 ≤ nc ≤ n and 0 ≤ ta ≤ t ≤ n, we have

U
t
n

[( ∏

c∈A0

(nc

n

)mc
)
×
( ∏

(a,b,c)∈R

[∏

c∈c

nc

n

]ξa,b,c
)]

≤ 1, (B.68)

and
( ∏

(a,b,c)∈R

[
n
∏

a∈a

ta
n

]ξa,b,c
)
×
( ∏

a∈D

(ta
n

)ra) ≤
∏

(a,b,c)∈R
tξa,b,c, (B.69)

where we used the fact that |a| ≥ 1 for any (a, b, c) ∈ R so that max(a,b,c)∈R[n
∏

a∈a
ta
n ] ≤ t. As

a consequence, we have (recall that Ψa,b,c ≡ supn≥1 |Ψa,b,c,n| < ∞ as in Eq. (B.33))

|Jn(t; {ξa,b,c})|

≤
∏

(a,b,c)∈R
|t ·Ψa,b,c|ξa,b,c ×

∣∣∣∣∣T
t
nS

{ta}
n

[ ∏

(a,b,c)∈R

[∏

b∈b

db
n

]ξa,b,c ×
∏

b∈D

(db
n

)sb]
∣∣∣∣∣

(i)

≤
∏

(a,b,c)∈R
|t ·Ψa,b,c|ξa,b,c ×

∑
∑

a
ta=t

1∏
a∈D ta!

∣∣∣∣∣S
{ta}
n

[ ∏

(a,b,c)∈R

[∏

b∈b

db
n

]ξa,b,c ×
∏

b∈D

(db
n

)sb]
∣∣∣∣∣

(ii)

≤
∏

(a,b,c)∈R
|t ·Ψa,b,c|ξa,b,c ×

∑
∑

a
ta=t

∏

a∈D

|2Qata|ta
ta!

≡ J(t, {ξa,b,c}),

where (i) used the definition of Tt
n as in Eq. (B.50), and (ii) used Eq. (B.113) in Lemma B.18.

For the quantity J , note that it is only exponential in {ξa,b,c}, so we have P[J(t; {ξa,b,c})] < ∞.
Thus the conditions of the dominant convergence theorem are satisfied, and applying it along with
Eqs. (B.55), (B.64), and (B.67) shows

lim
n→∞

en(t) = lim
n→∞

P[Jn(t; {ξa,b,c})] = P[J(t; {ξa,b,c})] = e(t). (B.70)

This proves the lemma.

B.6.2 Proof of Lemma B.12: |en(t)| ≤ E(t)

We define

bn(t; {ta}, {nc})

=
( ∏

a∈D

nta

ta!

)( ∏

a∈D

“

a

)
exp

[
n · C[Pn]({ta/n}a∈D, {db/n}b∈D, {nc/n}c∈A0)

] ∏

b∈D

(db
n

)sb
.

(B.71)

Then by the definition en(t) in Eq. (B.35), we have

|en(t)| =
∣∣∣
(
n

t

) ∑
∑

a
ta=t

(
t

{ta}

) ∑
∑

c
nc=n−t

(
n− t

{nc}

)( ∏

c∈A0

Qnc

c

)
×
( ∏

a∈D

ta!

nta

)

× bn(t; {ta}, {nc})
∏

c∈A0

(nc

n

)mc ∏

a∈D

(ta
n

)ra∣∣∣

=
∣∣∣ n!

(n− t)!nt

∑
∑

a
ta=t

∑
∑

c
nc=n−t

(
n− t

{nc}

) ∏

c∈A0

Qnc

c · bn(t; {ta}, {nc})
∏

c∈A0

(nc

n

)mc ∏

a∈D

(ta
n

)ra∣∣∣

≤
∑

∑
a
ta=t

sup
{nc},nc≤n

∣∣∣bn(t; {ta}, {nc})
∣∣∣ (B.72)

29



where the last inequality used the facts that t ≤ n, nc/n ∈ [0, 1] for c ∈ A0, ta/n ∈ [0, 1] for a ∈ D,
0 ≤ Qc ≤ 1 for c ∈ A0, and

∑
c∈A0

Qc = 1.
To upper bound |bn|, we plug the form of C[Pn] from Eq. (B.6) into Eq. (B.71), then apply

Lemma B.19 (given later in Section B.6.5) to bound it with an infinimum, and get

|bn(t; {ta}, {nc})|

=
∣∣∣
( ∏

a∈D

nta

ta!

)( ∏

a∈D

“

a

)
exp

[
n

∑

a∈D∗,b∈D∗,c∈A∗
0

Ψa,b,c,n

∏

a∈a

ta
n

∏

b∈b

db
n

∏

c∈c

nc

n

] ∏

b∈D

(db
n

)sb∣∣∣

≤ inf
ηa≥1,∀a∈D

( ∏

a∈D
|2eQa/ηa|ta

)
exp

[
n

∑

a∈D∗,b∈D∗,c∈A∗
0

|Ψa,b,c,n|
∏

a∈a

ta
n

∏

b∈b
ηb
∏

c∈c

nc

n

] ∏

b∈D
ηsb
b
.

Then applying Lemma B.10 to the exponential, we get an upper bound of |bn| in terms of the some
polynomials {P̄a}a∈D as

|bn(t; {ta}, {nc})| ≤ inf
ηa≥1,∀a∈D

( ∏

a∈D
|2eQa/ηa|ta

)
exp

[∑

a∈D
taP̄a({ηb}b≺a)

] ∏

b∈D
ηsb
b
. (B.73)

Plugging this back into (B.72), we have

|en(t)| ≤
∑

∑
a
ta=t

inf
ηa≥1,∀a∈D

( ∏

a∈D
|2eQa/ηa|ta

)
exp

{∑

a∈D
taP̄a({ηb}b≺a)

} ∏

b∈D
ηsb
b
. (B.74)

Now since
∑

s infη f(s, η) ≤ infη
∑

s f(s, η), we have

|en(t)| ≤ inf
ηa≥1,∀a∈D

∑
∑

a
ta=t

( ∏

a∈D
|2eQa/ηa|ta

)
exp

{∑

a∈D
taP̄a({ηb}b≺a)

} ∏

b∈D
ηsb
b
, (B.75)

where the right hand side gives E(t) as defined in Eq. (B.38). This proves the lemma.

B.6.3 Proof of Lemma B.13: e(t) sums to I

Our goal here is to prove
∑

t e(t) = I. Recall the definition (B.37) of e(t), which we reproduce here
for convenience:

e(t) =
∑

ta≥0,∀a∈D∑
a∈D ta=t

[ ∏

a∈D

1

2πi

˛

D

dza
za

z−ta
a (2Qa)

ta
]
exp

[
C[Plin]({ta}a∈D, {zb}b∈D, {Qc}c∈A0)

]

×
∏

a,b∈D,c∈A0

1{ra = 0}zsb
b
Qmc

c .

(B.76)

Also recall definition (B.19) of I:

I({ra}, {sb}, {mc}) =
∏

a,b∈D,c∈A0

1(ra = 0)(2Wb)
sbQmc

c , (B.77)

where {Wb}b∈D is given as the unique solution to the following equation (c.f. Lemma B.6 for the
existence and uniqueness of the solution):

Wx = Qx exp
[
∂τxC[Plin]({τa = 0}a∈D, {2Wb}b∈D, {Qc}c∈A0)

]
, ∀x ∈ D. (B.78)

We now state a lemma that we will recursively apply to prove Lemma B.13.
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Lemma B.15. Let f : C → C be a fixed polynomial. For any s ∈ Z≥0, Y ∈ C, we have

∞∑

t=0

1

2πi

˛

D

exp[f(z) + Y t](2Q)tzs−tdz

z
= (2W )s exp[f(2W )], (B.79)

where W = Q exp(Y ) and D is the unit circle in the complex plane.

Proof of Lemma B.15. First, let us rewrite the LHS of (B.79) using W = Q exp(Y ) as

LHS =
∞∑

t=0

1

2πi

˛

D

exp[f(z)](2W/z)tzs
dz

z
. (B.80)

We want to exchange the order of operation so that we first do the infinite sum on t, but this sum
only converges if |z| > |2W |. To do this, we choose any K > |2W | = |2Q exp(Y )|, and denote KD

as the circle with radius K centered at 0 in the complex plane. Since the only pole in the integrand
above occurs at z = 0, then by the Cauchy integral theorem, we have

LHS =

∞∑

t=0

1

2πi

˛

KD

exp[f(z)](2W/z)tzs
dz

z
=

1

2πi

˛

KD

exp[f(z)]
zs

z − 2W
dz

= (2W )s exp[f(2W )] (B.81)

where the infinite sum on t now converges since |z| = K > |2W |, and applying the Cauchy integral
formula yields the last equality.

Now we are ready to prove Lemma B.13. We want to evaluate the following explicitly

∞∑

t=0

e(t) =
∏

a∈D

[ ∞∑

ta=0

1

2πi

˛

D

dza
za

z−ta
a (2Qa)

ta
]
exp

[
C[Plin]({ta}a∈D, {zb}b∈D, {Qc}c∈A0)

]

×
∏

a,b∈D,c∈A0

1{ra = 0}zsb
b
Qmc

c . (B.82)

where

C[Plin]({ta}, {zb}, {Qc}) =
∑

a∈D
taPa({zb : b ≺ a}, {Qc}), (B.83)

and

Px({zb}, {Qc}) = ∂τxC[P ]({τa = 0}, {zb}, {Qc}). (B.84)

To do this, we note by the assumption that P is a well-played polynomial that Pa does not depend
on zb when b � a. So we can restrict its argument to {zb : b ≺ a}.

Let us label the elements of D = {1, 2, . . . , |D|} according to the increasing order defined on
the set D as in Definition B.5. Note due to this ordering, we can perform the sums and integrals
of the form

∑
tx

¸

dzx(· · · ) sequentially in the ordering of x ∈ D. More precisely, this can be seen
via the following. Let us define for K = 1, 2, . . . , |D|+ 1 the following intermediate expression:

SK :=
∏

a∈D,c∈A0

1{ra = 0}Qmc

c

∏

j�K−1

(2Wj)
sj

×
∏

j�K

[ ∞∑

tj=0

1

2πi

˛

D

dzj
zj

z
sj−tj
j (2Qj)

tj

]
exp

[
GK(zK , . . . , z|D|)

]
, (B.85)

31



where

GK := tK PK({zj = 2Wj}j≺K , {Qc})︸ ︷︷ ︸
YK

+

|D|∑

L=K+1

tLPL({zj}j≺L, {Qc})
∣∣∣
zj=2Wj ∀j≺K

︸ ︷︷ ︸
fK(zK ,...,z|D|)

(B.86)

and

WK = QK exp(YK) = QK exp[Pj({zj = 2Wj}j≺K , {Qc})]
= QK exp[∂τKP ({0}, {zj = 2Wj}j≺K , {Qc})]. (B.87)

We will show inductively the following line of equalities:

∞∑

t=0

e(t) = S1 = S2 = · · · = S|D| = S|D|+1 =
∏

a,b∈D,c∈A0

1(ra = 0)(2Wb)
sbQmc

c = I, (B.88)

which would prove the lemma.
Indeed, one can easily check that the base case

∑∞
t=0 e(t) = S1 is true since G1 = Plin from its

definition. Next, we will show that SK = SK+1 for any K = 1, . . . , |D|. Using the expression of
GK(zK , . . . , z|D|) = tKYK + fK(zK , . . . , z|D|) above and applying Lemma B.15, we get

∞∑

tK=0

1

2πi

˛

D

dzK
zK

zsK−tK
K (2QK)tK exp

[
GK({zj : j � K})

]
= (2WK)sK exp[fK(zK = 2WK)] (B.89)

with WK given in Eq. (B.87). And since fK(zK = 2WK , zK+1, . . .) = GK+1(zK+1, . . .), we indeed
have

SK =
∏

a∈D,c∈A0

1{ra = 0}Qmc

c

∏

j�K

(2Wj)
sj

∏

j�K+1

[ ∞∑

tj=0

1

2πi

˛

D

dzj
zj

z
sj−tj
j (2Qj)

tj

]
exp

[
GK+1

]

= SK+1. (B.90)

This completes the proof.

B.6.4 Proof of Lemma B.14: the sum on E(t) converges

Our goal is to show that the series
∑∞

t=0 E(t) converges. Recall (B.38) where E(t) is defined as

E(t) = inf
ηa≥1,∀a∈D

∑
∑

a
ta=t

∏

a∈D

(
|2eQa/ηa|taηsbb

)
× exp

[∑

a∈D
taP̄a({ηb}b≺a)

]
. (B.91)

We first state a lemma that is recursively used in the proof.

Lemma B.16. For any X ≥ 0, integer s ∈ Z≥0, and polynomial g with non-negative coefficients,
we have

inf
η≥1

∞∑

t=0

(X/η)tηs exp[g(η)] ≤ 2(2X + 1)s exp[g(2X + 1)]. (B.92)

Proof of Lemma B.16. The lemma follows by taking η = 2X+1 and note that
∑

t≥0(X/(2X+1))t ≤
2.
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To prove Lemma B.14, we just need to recursively apply Lemma B.16. The recursion process
is similar to the proof of Lemma B.13 above. First, we define (which will be shown to be finite)

R = inf
ηa≥1,∀a∈D

∑

ta≥0,∀a∈D

∏

a∈D

(
|2eQa/ηa|taηsaa

)
exp

{∑

a∈D
taP̄a({ηb}b≺a)

}
. (B.93)

Since
∑

s infη f(s, η) ≤ infη
∑

s f(s, η), we bave

∞∑

t=0

E(t) ≤ R. (B.94)

We further define non-negative real numbers W̃b ≥ 0 recursively in the ascending order of ≺
(defining W̃b before W̃a if b ≺ a) as follows: For any a ∈ D, we define

W̃a = 2e|Qa| exp
{
P̄a({2W̃b + 1}b≺a)

}
. (B.95)

In what follows, we will show that

R ≤
∏

a∈D
2(2W̃a + 1)sa < ∞ (B.96)

which is sufficient to prove Lemma B.14.
To accomplish this, let us begin by labelling the elements of D = {1, 2, . . . , |D|} in the ascending

order of ≺ defined on the set D as mentioned in Definition B.5. Let us define for k = 1, 2, . . . , |D|+1
the following intermediate expression:

Rk :=
∏

j�k−1

2(2W̃j + 1)sj × inf
ηl≥1,∀l�k

∏

l�k

[ ∞∑

tl=0

(
|2eQl/ηl|tlηsll

)]
× exp

[
Hk(ηk, . . . , η|D|)

]
(B.97)

where

Hk = tk P̄k({2W̃j + 1}j≺k)︸ ︷︷ ︸
Zk

+

|D|∑

l=k+1

tlP̄l({ηj}j≺l)
∣∣∣
ηj=(2W̃j+1),∀j≺k

︸ ︷︷ ︸
gk(ηk ,...,η|D|)

. (B.98)

We will show the following line of inequalities:

R = R1 ≤ R2 ≤ · · · ≤ R|D| ≤ R|D|+1 =
∏

j∈D
2(2W̃j + 1)sj , (B.99)

which proves the lemma.
Indeed, one can easily check that the base case R = R1 is true from its definition. Next, we

want to show Rk ≤ Rk+1 for each k = 1, 2, . . . , |D|. Using the expression of Hk(ηk, . . . , η|D|) =
tkZk + gk(ηk, . . . , η|D|) above and applying Lemma B.16, we get

inf
ηk≥1

∞∑

tk=0

|2eQk/ηk|tkηskk exp
[
Hk({ηj : j � k})

]
≤ 2(2W̃k + 1)sk exp[gk(ηk = 2W̃k + 1, {ηj}j≻k)]

(B.100)
where the role of X in Lemma B.16 is played by

W̃k = 2e|Qk| exp(Zk) = 2e|Qk| exp
[
P̄k({2W̃j + 1}j≺k)

]
(B.101)
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which agrees with (B.95). And since gk(ηk = 2W̃k + 1, {ηj}j≥k+1) = Hk+1({ηj}j≥k+1), we indeed
have

Rk ≤
∏

j�k

2(2W̃j + 1)sj × inf
ηl≥1,∀l�k+1

∏

l�k+1

[ ∞∑

tl=0

(
|2eQl/ηl|tlηsll

)]
exp

[
Hk+1

]
= Rk+1. (B.102)

This concludes the proof of Lemma B.14.

B.6.5 Auxiliary lemmas

In this subsection, we state and prove three technical lemmas that are used in the proofs of
Lemma B.11 and B.12 above.

The first two lemmas below study the property of the operator S
{ta}
n as defined in Eq. (B.51). We

first work in Lemma B.17 with the quantity Sn which can be viewed as S
{ta}
n acting on a monomial of

form (da/n)
ξ for a single a ∈ D. This immediately gives Lemma B.18, which concerns the operator

S
{ta}
n acting on monomials of form

∏
a∈D(da/n)

ξa and is used in the proof of Lemma B.11.

Lemma B.17. Let t, ξ ∈ Z≥0, n ∈ Z>0, and Q ∈ C. Denote

Sn(Q, t, ξ) := nt
∑

n0+n1=t

(
t

n0, n1

)
Qn0(−Q)n1

(n0 − n1

n

)ξ
. (B.103)

Then we have

Sn(Q, t, ξ) = (2Qn)t
∂ξ
α[(sinh(α))t]|α=0

nξ
= (2Q)t

ξ!

2πi

˛

D

(n sinh(z/n))t

zξ
dz

z
. (B.104)

Furthermore, we have

lim
n→∞

Sn(Q, t, ξ) = (2Q)tt!1ξ=t =
t!

2πi

˛

D

zξ(2Q/z)t
dz

z
, (B.105)

and for all ξ ∈ Z≥0, n ∈ Z>0, 0 ≤ t ≤ n, and Q ∈ C, we have

|Sn(Q, t, ξ)| ≤ |2Q|t tξ

nξ−t
· 1ξ≥t ≤ |2Q|ttt1ξ≥t. (B.106)

Proof of Lemma B.17. By the definition of Sn, we have

Sn(Q, t, ξ) = nt
t∑

n0=0

(
t

n0

)
Qn0(−Q)t−n0

(2n0 − t

n

)ξ

= nt−ξ
t∑

n0=0

(
t

n0

)
Qn0(−Q)t−n0∂ξ

α exp(α(2n0 − t))|α=0

= nt−ξ∂ξ
α

[ t∑

n0=0

(
t

n0

)
Qn0(−Q)t−n0 exp(α(2n0 − t))

]
|α=0

= nt−ξ∂ξ
α

[ t∑

n0=0

(
t

n0

)
(Qeα)n0(−Qe−α)t−n0

]
|α=0

= nt−ξ∂ξ
α(Qeα −Qe−α)t|α=0 = (2Qn)t

∂ξ
α(sinhα)t|α=0

nξ
.

(B.107)
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Now, the Cauchy’s integral formula allows us to write the n-th derivative of a function f as

f (n)(0) =
n!

2πi

˛

D

f(z)

zn+1
dz (B.108)

where D is the unit circle in the complex plane. Applying this to Sn(Q, t, ξ) yield

Sn(Q, t, ξ) = (2Q)t
ξ!

2πi

˛

D

(n sinh z)t

(nz)ξ+1
d(nz) = (2Q)t

ξ!

2πi

˛

nD

(n sinh z)t

(nz)ξ+1
d(nz)

= (2Q)t
ξ!

2πi

˛

D

(n sinh(z/n))t

zξ
dz

z
. (B.109)

This proves Eq. (B.104). Furthermore, note that we have

lim
n→∞

sup
z∈D

∣∣∣(n sinh(z/n))t − zt
∣∣∣ = 0.

This gives

lim
n→∞

Sn(Q, t, ξ) = lim
n→∞

(2Q)t
t!

2πi

˛

D

(n sinh(z/n))t

zξ
dz

z

= (2Q)t
t!

2πi

˛

D

zt−ξ dz

z
= (2Q)tt!1ξ=t =

t!

2πi

˛

D

zξ(2Q/z)t
dz

z
.

This proves Eq. (B.105).

Finally, note that for ξ < t, we have ∂ξ
α[(sinh(α))t]|α=0 = 0, and for ξ ≥ t, we have

∣∣∣∂ξ
α[(sinh(α))

t]|α=0

∣∣∣ =
∣∣∣∂ξ

α

[ t∑

s=0

(
t

s

)
((1/2)eα)s(−(1/2)e−α)t−s

]
|α=0

∣∣∣

≤
∣∣∣∂ξ

α

[ t∑

s=0

(
t

s

)
((1/2)eα)s((1/2)eα)t−s

]
|α=0

∣∣∣ = ∂ξ
αe

αt|α=0 = tξ.

As a consequence, we have

|Sn(Q, t, ξ)| ≤ |2Qn|t(t/n)ξ1ξ≥t ≤ |2Q|ttt1ξ≥t,

where the last inequality used t ≤ n. This concludes the proof.

By Lemma B.17, we immediately have the following lemma which studies the property of S
{ta}
n

acting on monomials.

Lemma B.18. Consider the S
{ta}
n operator as defined in Eq. (B.51), where t ∈ Z≥0,

∑
a∈D ta = t,

t ≤ n ∈ Z>0, and {Qa}a∈D ⊆ C. Consider a monomial

g({da/n}; {ξa}) =
∏

a∈D

(da
n

)ξa
.

Then we have

S
{ta}
n g =

∏

a

(2Qan)
ta ∂

ξa
α [(sinh(αa))

ta ]|αa=0

nξ
=

˛

D|D|

∏

a∈D
(2Qa)

ta ξa!

2πi

(n sinh(za/n))
ta

zξaa

dza
za

.

(B.110)
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Furthermore, we have

lim
n→∞

S
{ta}
n g =

∏

a∈D
(2Qa)

tata!1ξa=ta = S
{ta}g, (B.111)

where

S
{ta}g =

∏
a∈D ta!

(2πi)|D|

˛

D|D|
g({da/n})

∏

a∈D
(2Qa/za)

ta dza
za

. (B.112)

Finally, we have

|S{ta}n g| ≤
∏

a∈D
|2Qa|t

tξaa
nξa−ta

· 1ξa≥ta ≤
∏

a∈D
|2Qa|tattaa 1ξa≥ta . (B.113)

We next state a lemma which is used in the proof of Lemma B.12 above.

Lemma B.19. For any complex coefficient monomials M0,M1, . . . ,MK : RD → C, denote

bn({ta}a∈D) =
( ∏

a∈D

nta

ta!

)( ∏

a∈D

“

a

)
exp

{ K∑

k=1

Mk({db/n}b∈D)
}
M0({db/n}b∈D).

Further assume that ta ≤ n for any a ∈ D. Then we have

∣∣∣bn({ta}a∈D)
∣∣∣ ≤ inf

ηb≥1,∀b∈D

( ∏

a∈D
|2eQa/ηa|ta

)
exp

{ K∑

k=1

|Mk({ηb}b∈D)|
}
|M0({ηb}b∈D)|.

Proof. Let us illustrate the proof with D = {1, 2}, K = 2, Mk(u1, u2) = mku
sk1
1 usk22 for k = 0, 1, 2.

It is easy to see that the proof will hold for general D and K.
In this case, we have

∣∣∣bn({ta}a∈D)
∣∣∣ =

∣∣∣
( ∏

z∈[2]

ntz

tz!

)( ∏

z∈[2]

“

z

)∑

ξ1≥0

1

ξ1!

(
m1

(d1
n

)s11(d2
n

)s12)ξ1

×
∑

ξ2≥0

1

ξ2!

(
m2

(d1
n

)s21(d2
n

)s22)ξ2
m0

(d1
n

)s01(d2
n

)s02∣∣∣

=
∣∣∣
( ∏

z∈[2]

1

tz!

)∑

ξ1≥0

|m1|ξ1
ξ1!

∑

ξ2≥0

|m2|ξ2
ξ2!

( ∏

z∈[2]
ntz

“

z

(dz
n

)ξ1s1z+ξ2s2z+s0z)|m0|
∣∣∣.

Now we use Lemma B.17 so that |ntz
›

z(dz/n)
ξ | ≤ |2Qz|tz ttzz 1ξ≥tz (when tz ≤ n). Then we have

∣∣∣bn({ta}a∈D)
∣∣∣ ≤

( ∏

z∈[2]

1

tz!

)∑

ξ1≥0

|m1|ξ1
ξ1!

∑

ξ2≥0

|m2|ξ2
ξ2!

( ∏

z∈[2]
|2Qz|tz ttzz 1ξ1s1z+ξ2s2z+s0z≥tz

)
|m0|

≤ inf
η1,η2≥1

∑

ξ1≥0

|m1|ξ1
ξ1!

∑

ξ2≥0

|m2|ξ2
ξ2!

( ∏

z∈[2]
|2eQz/ηz|tzηξ1s1z+ξ2s2z+s0z

z

)
|m0|

= inf
η1,η2≥1

( ∏

z∈[2]
|2eQz/ηz|tz

)∑

ξ1≥0

|m1η
s11
1 ηs122 |ξ1
ξ1!

∑

ξ2≥0

|m2η
s21
1 ηs222 |ξ2
ξ2!

|m0η
s01
1 ηs022 |

= inf
η1,η2≥1

( ∏

z∈[2]
|2eQz/ηz|tz

)
exp

{
|M1(η1, η2)|+ |M2(η1, η2)|

}
|M0(η1, η2)|,

where the second inequality used the fact that tt/t! ≤ et and 1ξ≥t ≤ ηξ/ηt for any η ≥ 1. This
proves the lemma.
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C Remark: A non-rigorous “proof” using the saddle-point method

As an aside, we informally describe a potential way to show our generalized multinomial theorem,
Proposition 4.1 (Formal), using a non-rigorous application of the saddle-point method. This pro-
vides a much quicker way to get what ultimately turns out to be the correct answer, and perhaps
will provide some intuition. We consider it an interesting open challenge to make this saddle-point
method approach rigorous.

Recall that our goal is to evaluate the following quantity in the n → ∞ limit:

F :=
∑

{na}

(
n

{na}

)(∏

b∈A
Qnb

b

)
exp

[
nPn({na/n})

]
fn({na/n}). (C.1)

Let ωa = na/n for all a ∈ A. Then

∏

a∈A
Qna

a = exp
[∑

a∈A
nωa logQa

]
. (C.2)

And using Stirling’s approximation and the fact that
∑

a∈A na = n, we have (crudely)

(
n

{na}

)
≈ nn

∏
a∈A nna

a

= exp
[
−
∑

a∈A
nωa logωa

]
. (C.3)

In the n → ∞ limit, we approximate each ωa ∈ [0, 1] as a continuous variable, and write (C.1) as

F ≈
ˆ (∏

a∈A dωa

)
enS({ωa}) f({ωa}), (C.4)

where
S({ωa}) = −

∑

a∈A
ωa log

ωa

Qa

+ P ({ωa}) (C.5)

with P = limn→∞ Pn and f = limn→∞ f . Suppose somehow we can apply the saddle-point approx-
imation to (C.4), then roughly

F ≈ enS({Wa}) f({Wa}) (C.6)

where {Wa} is the saddle point of S({ωa}), subject to the constraint that
∑

a
ωa =

∑
a
na/n = 1.

To obtain the saddle point explicitly, we introduce a Lagrange multiplier for the constraint:

Sλ({ωa}) = S({ωa}) + λ
(∑

a∈A
ωa − 1

)
. (C.7)

Then we look at stationary points of Sλ, given by

0 =
∂Sλ

∂ωa

= −1− log
ωa

Qa

+
∂P

∂ωa

+ λ. (C.8)

As a result, the saddle point of S({ωa}) is given as the solution to

Wa = NQa exp
[
∂P ({Wb})/∂ωa

]
, ∀a ∈ A, (C.9)

where N = eλ−1 is a normalization constant chosen to ensure that
∑

a
Wa = 1. For a well-

played polynomial P , we note this self-consistent equation (C.9) has a unique solution if we choose
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N = 1, due to Lemma B.6 shown earlier. This solution has an “anti-symmetric” property that
Wa + Wā = 0 for all a ∈ D and Wa = Qa for all a ∈ A0. And happily we have

∑
a∈AWa =∑

a∈A0
Qa +

∑
a∈D(Wa +Wā) = 1, yielding the correct normalization.

It remains to show F ≈ f({Wa}), which follows from showing S({Wa}) = 0. Consider the
canonical form of P ({ωa}) in (B.4), and plug in ωa = Wa for all a ∈ A. Under the well-playedness
condition (B.5), every term in P will have a factor of τa = ωa + ωā = Wa + Wā = 0 for some
a ∈ D. This means P ({Wa}) = 0. Thus,

S({Wa}) = −
∑

x∈A
Wx log

Wx

Qx

+ P ({Wa}) = −
∑

x∈A
Wx

∂P ({Wa})
∂ωx

. (C.10)

Furthermore, from the proof of Lemma B.6 (b) in Section B.2, we know that the derivatives of
P ({ωa}) after setting ωa = Wa satisfy

∂P ({Wa})
∂ωx

=
∂P ({Wa})

∂ωx̄

∀x ∈ D, and
∂P ({Wa})

∂ωx

= 0 ∀x ∈ A0. (C.11)

Plugging this into (C.10) we get

S({Wa}) = −
∑

x∈D

(
Wx

∂P ({Wa})
∂ωx

+Wx̄

∂P ({Wa})
∂ωx̄

)

= −
∑

x∈D
(Wx +Wx̄)

∂P ({Wa})
∂ωx

= 0. (C.12)

So in the end we have

F ≈ enS({Wa})f({Wa}) = f({Wa}) as n → ∞, (C.13)

just as we claimed in Proposition 4.1 (Formal).
We find it remarkable that such a näıve application of the saddle-point method gives a simple,

albeit non-rigorous proof of our generalized multinomial theorem. Besides the validity of the saddle-
point approximation, it is also questionable whether the crude Stirling’s approximation in Eq. (C.3)
is valid; for example, it was found in [FGGZ19] that only terms with n+−+n−+ = 1 contributes to
the final value of the sum when calculating the energy achieved by the p = 1 QAOA. Presently, we
have failed to find a way to make this proof idea rigorous directly, which we leave as an interesting
problem on its own.

D Proof of Theorem 1 (Performance of the QAOA as n → ∞)

In this appendix, we prove Theorem 1. We start by stating Lemma D.1 and D.2 which are used in
the proof of Theorem 1. The proofs of the lemmas can be found in Section D.2 and D.4, respectively.
Section D.3 goes over useful definitions and results needed in Section D.4.

We first reformulate the first and second moments of the performance of QAOA into combina-
torial sum forms, given in the following lemma.

Lemma D.1. Suppose CJ =
∑qmax

q=1 cq
∑n

i1,...,iq=1 Ji1,i2,...,iqzi1zi2 · · · ziq is a random COP drawn

from an ensemble G that satisfies Assumption 1. Recall that we have defined that gq,n(λ) =
nq−1 logE[eiλJ1,2,...,q ]. Let p ∈ Z>0 and fix parameters (γ,β) ∈ R

2p. Let A be as defined in Eq.
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(3.6). Let {Qa}a∈A be as defined in Eq. (3.7). Let {Φa}a∈A be as defined in Eq. (3.8). Then we
have

EJ [〈γ,β|CJ/n|γ,β〉] =
∑

{na}

(
n

{na}

) ∏

a∈A
Qna

a exp
[
n

qmax∑

q=1

∑

a1,...,aq∈A
gq,n
(
cqΦa1···aq

)na1 · · ·naq

nq

]

×
(
−

qmax∑

q=1

icq
∑

b1,...,bq∈A
g′q,n(cqΦb1···bq )

nb1 · · ·nbq

nq

)
, (D.1)

and

EJ [〈γ,β|(CJ/n)
2|γ,β〉] =

∑

{na}

(
n

{na}

) ∏

a∈A
Qna

a exp
[
n

qmax∑

q=1

∑

a1,...,aq∈A
gq,n

(
cqΦa1···aq

)na1 · · ·naq

nq

]

×
[(

−
qmax∑

q=1

icq
∑

b1,...,bq∈A
g′q,n(cqΦb1···bq )

nb1 · · ·nbq

nq

)2

+
(
− 1

n

qmax∑

q=1

c2q
∑

b1,...,bq∈A
g′′q,n(cqΦb1···bq)

nb1 · · ·nbq

nq

)]
. (D.2)

Here the subscript a1a2 · · ·aq of Φa1a2···aq is the bit-wise product of a1,a2, · · · ,aq, which gives an
element in A.

To derive the limits of the right hand side of Eqs. (D.1) and (D.2), we will use the generalized
multinomial theorem stated in Proposition 4.1 (Formal). In order to use this general result, we
need to show that the polynomial inside the exponential function satisfies the well-played property
as defined in Definition B.5. This is shown by the following lemma.

Lemma D.2. Let h : R → R be an even function, i.e., h(λ) = h(−λ) for any λ ∈ R. Let A be as
defined in Eq. (3.6). Let {Φa}a∈A be given as in Eq. (3.8). Then for any q ∈ Z>0, the following
polynomial

Hq({ωa}a∈A) =
∑

a1,...,aq∈A
h(Φa1a2···aq )ωa1ωa2 · · ·ωaq (D.3)

is well-played (c.f. Definition B.5). Here the subscript a1a2 · · ·aq of Φa1a2···aq is the bit-wise
product of a1,a2, · · · ,aq, which gives an element in A.

With these two lemmas, we are now ready to establish Theorem 1.

Step 1. Proof of Eq. (3.1). To prove Eq. (3.1), we apply Proposition 4.1 (Formal) to the right
hand side of Eq. (D.1). To do so, we need to check the assumptions of Proposition 4.1 (Formal).
In Lemma D.5 later, we verify that the set A as defined in Eq. (3.6) is a proper set (c.f. Definition
B.1) and that the set of complex numbers {Qa}a∈A as defined in Eq. (3.7) is a set of proper
complex numbers (c.f. Definition B.2).

Furthermore, gq,n is an even function since Ji1,...,iq is symmetric around mean 0 according to
Assumption 1. By Lemma D.2, the polynomial

P (q)
n ({ωa}) :=

∑

a1,...,aq∈A
gq,n(cqΦa1···aq )ωa1 · · ·ωaq
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is well-played. By the definition of well-played polynomial as in Definition B.5, it is easy to see
that a sum of well-played polynomials is also well-played. This implies that the polynomial

Pn({ωa}) :=
qmax∑

q=1

P (q)
n ({ωa}) =

qmax∑

q=1

∑

a1,...,aq∈A
gq,n(cqΦa1···aq )ωa1 · · ·ωaq

is well-played. Moreover, it is easy to see that the degree of Pn is qmax which is independent of n,
and by the fact that limn→∞ gq,n(λ) = gq(λ), defining

P ({ωa}) :=
qmax∑

q=1

∑

a1,...,aq∈A
gq(cqΦa1···aq )ωa1 · · ·ωaq ,

we have {Pn}n≥1 is a sequence of converging well-played polynomials with uniformly bounded
degree and with limit P .

Finally, we define

fn({ωa}) = −
qmax∑

q=1

icq
∑

b1,...,bq∈A
g′q,n(cqΦb1···bq )ωb1 · · ·ωbq ,

f({ωa}) = −
qmax∑

q=1

icq
∑

b1,...,bq∈A
g′q(cqΦb1···bq)ωb1 · · ·ωbq .

Then it is easy to see that {fn}n≥1 is a sequence of converging polynomials with uniformly bounded
degree and with limit f .

As a consequence, all the assumptions of Proposition 4.1 (Formal) are satisfied, and applying
Proposition 4.1 (Formal) to Eq. (D.1), we conclude that

lim
n→∞

EJ [〈γ,β|CJ/n|γ,β〉] = f({Wa}) = −
qmax∑

q=1

icq
∑

a1,...,aq∈A
g′q(cqΦa1···aq)Wa1 · · ·Waq , (D.4)

where {Wa}a∈A is the unique solution to

Wa = Qa exp
[ qmax∑

q=1

q
∑

b1,...,bq−1∈A
gq
(
cqΦab1···bq−1

)
Wb1 · · ·Wbq−1

]
, ∀a ∈ A. (D.5)

Note that the right hand side of Eq. (D.4) gives the formula Vp(G,γ,β) stated in Eq. (3.10), and
the self-consistent equation (D.5) coincide with Eq. (3.9), which is guaranteed to have a unique
solution by Lemma B.6. This concludes the proof of Eq. (3.1).
Step 2. Proof of Eq. (3.2). To prove Eq. (3.2), we apply Proposition 4.1 (Formal) to the right
hand side of Eq. (D.2). The assumptions for A, {Qa}a∈A, and {Pn}n≥1 of Proposition 4.1 (Formal)
have been checked in Step 1. Furthermore, we define

fn({ωa}) =
(
−

qmax∑

q=1

icq
∑

b1,...,bq∈A
g′q,n(cqΦb1···bq)ωb1 · · ·ωbq

)2

+
(
− 1

n

qmax∑

q=1

c2q
∑

b1,...,bq∈A
g′′q,n(cqΦb1···bq )ωb1 · · ·ωbq

)
,

and f({ωa}) =
(
−

qmax∑

q=1

icq
∑

b1,...,bq∈A
g′q(cqΦb1···bq )ωb1 · · ·ωbq

)2
.
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Then it is easy to see that {fn}n≥1 is a sequence of converging polynomials with uniformly bounded
degree and with limit f .

As a consequence, all the assumptions of Proposition 4.1 (Formal) are satisfied, and applying
Proposition 4.1 (Formal) to Eq. (D.2), we conclude that

lim
n→∞

EJ [〈γ,β|(CJ/n)
2|γ,β〉] = f({Wa}) =

(
−

qmax∑

q=1

icq
∑

a1,...,aq∈A
g′q(cqΦa1···aq )Wa1 · · ·Waq

)2
,

(D.6)

where {Wa}a∈A is the unique solution to Eq. (D.5). Note that the right hand side of Eq. (D.6)
gives Vp(G,γ,β)2 (c.f. Eq. (3.10)). This concludes the proof of Eq. (3.2) and thus Theorem 1.

D.1 Structure of set A and complex numbers {Qa}a∈A
In this section, we establish that the set A as defined in Eq. (3.6) is a proper set (c.f. Definition
B.1), and the set of complex numbers {Qa}a∈A as defined in Eq. (3.7) is a set of proper complex
numbers (c.f. Definition B.2). We first define a rank function ℓ on the set A.

Definition D.3 (Rank function ℓ). For any a = (a1, a2 . . . , ap, a−p, . . . , a−2, a−1) ∈ A, we define
its rank to be

ℓ(a) = max({i : ai 6= a−i} ∪ {0}). (D.7)

In other word, ℓ(a) gives the largest index i where ai 6= a−i, or 0 otherwise.

For any l ∈ [p], we define

Bl := {a ∈ A : ℓ(a) = l} = {a ∈ A : a−k = ak for ℓ+ 1 ≤ k ≤ p, and a−l = −a−l}, (D.8)

and we define

A0 := {a ∈ A : ℓ(a) = 0} = {a ∈ A : a−k = ak for 1 ≤ k ≤ p} . (D.9)

Then A0, B1, B2, . . . , Bp are disjoint and we have

A = Bp ⊔Bp−1 ⊔ · · · ⊔B1 ⊔A0. (D.10)

We further define B = ∪p
ℓ=1Bℓ = A \ A0, and define

D =
{
a ∈ B :

∏p
j=1 aj = +1

}
and D =

{
a ∈ B :

∏p
j=1 aj = −1

}
. (D.11)

With these definitions, we have B = D ⊔D and A = A0 ⊔D ⊔D.
Recall that we index the entries of a ∈ A as (a1, . . . , ap, a−p, . . . , a−1). Since any element a in

set Bp satisfies a−p = −ap, the number of elements in Bp is 22p−1. Any element a in Bp−1 satisfies
a−p = ap and a−p+1 = −ap−1, so the number of elements in Bp−1 is 22p−2 elements. Similarly, the
number of elements in Bl is 2

p+l−1 for any l ∈ [p]. We illustrate this for p = 3,

Bp : (a1, a2, a3, −a3, a−2, a−1) 32 elements,
B2 : (a1, a2, a3, a3, −a2, a−1) 16 elements,
B1 : (a1, a2, a3, a3, a2, −a1) 8 elements,
A0 : (a1, a2, a3, a3, a2, a1) 8 elements.

(D.12)

We next define a full ordering � on D.
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Definition D.4 (Full ordering � on D). For any two distinct element a1,a2 ∈ D, we define the
≺ relation as following: (1) If ℓ(a1) < ℓ(a2), we let a1 ≺ a2; (2) If ℓ(a1) > ℓ(a2), we let a2 ≺ a1;
(3) If ℓ(a1) = ℓ(a2) and if a1 is lexically less than a2, we let a1 ≺ a2; (3) If ℓ(a1) = ℓ(a2)
and if a1 is lexically greater than a2, we let a2 ≺ a1 (here lexical order means that, for example,
(−1,−1), (−1, 1), (1,−1), (1, 1) are in lexically increasing order). It is easy to see that such ≺
relation is a full order, so that we can also define �, �, and ≻ accordingly.

We now define a “bar” operation that takes configuration a ∈ Bℓ to ā ∈ Bℓ for 1 ≤ ℓ ≤ p via

ā±r =

{
a±r, r 6= ℓ

−a±r r = ℓ
for a ∈ Bℓ, 1 ≤ ℓ ≤ p . (D.13)

Note the bar operation is its own inverse. For completeness we define ā = a for a ∈ A0, although
this is rarely used. For example, for the form of a’s given in (D.12), the corresponding ā’s are

Bp : ( a1, a2, −a3, a3, a−2, a−1),
B2 : ( a1, −a2, a3, a3, a2, a−1),
B1 : (−a1, a2, a3, a3, a2, a1),
A0 : ( a1, a2, a3, a3, a2, a1).

(D.14)

It is easy to see that the bar operation is a one-to-one mapping between D and D. Observe that
ℓ(x) = ℓ(x̄), x ∈ D =⇒ x̄ ∈ D, and x ∈ D =⇒ x̄ ∈ D.

Finally, by the definition of {Qa}a∈A as in (3.7) and by the definitions of A0 and B as in Eq.
(D.8) and (D.9), we can directly verify that

Qā = −Qa, ∀a ∈ B; Qa ∈ [0, 1], ∀a ∈ A0; and
∑

a∈A0

Qa = 1. (D.15)

The line of reasoning above proves the following lemma.

Lemma D.5. The set A as defined in Eq. (3.6), endowed with the structure A = A0 ⊔ D ⊔ D
(where A0 is defined as in (D.9) and D and D is as defined in (D.11)) and the bar operation as
defined in Eq. (D.13), is a proper set (c.f. Definition B.1). The set of complex numbers {Qa}a∈A
as defined in Eq. (3.7) is a set of proper complex numbers (c.f. Definition B.2).

D.2 Proof of Lemma D.1

This proof follows the technique and convention introduced in [FGGZ19]. To begin, let us define a
characteristic function ϕn(λ) as follows:

ϕn(λ) = EJ [〈γ,β|eiλCJ |γ,β〉]. (D.16)

Then we have

EJ [〈γ,β|CJ/n|γ,β〉] =
1

(in)

∂ϕn(λ)

∂λ

∣∣∣
λ=0

,

EJ [〈γ,β|(CJ/n)
2|γ,β〉] = 1

(in)2
∂2ϕn(λ)

∂2λ

∣∣∣
λ=0

.

(D.17)

As a consequence, to obtain the first and second moments, we can first calculate the characteristic
function ϕn(λ).
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Recall that the QAOA state (2.1) is

|γ,β〉 = e−iβpBe−iγpC · · · e−iβ1Be−iγ1C |s〉 , (D.18)

where

|s〉 =
(
|+1〉+|−1〉√

2

)⊗n
=

1√
2n

∑

z∈{±1}n
|z〉 . (D.19)

For a general cost function

CJ(z) =

qmax∑

q=1

cq

n∑

i1,...,iq=1

Ji1,i2,...,iqzi1zi2 · · · ziq , (D.20)

we have

〈γ,β|eiλCJ |γ,β〉 = 〈s|eiγ1CJ eiβ1B · · · eiγpCJ eiβpBeiλCJ e−iβpBe−iγpCJ · · · e−iβ1Be−iγ1CJ |s〉 . (D.21)

Inserting 2p+ 1 resolutions of identity 1 =
∑

zj

∣∣zj
〉 〈

zj
∣∣, we get

〈γ,β|eiλCJ |γ,β〉
=

∑

z(±1),...,z(±p),zm

〈s|z(1)〉 eiγ1CJ (z
(1)) 〈z(1)|eiβ1B |z(2)〉 · · · eiγpCJ (z

(p)) 〈z(p)|eiβpB |zm〉 eiλCJ (z
m)

× 〈zm|e−iβpB |z(−p)〉 e−iγpCJ (z
(−p)) · · · 〈z(−2)|e−iβ1B |z(−1)〉 e−iγ1CJ (z

(−1)) 〈z(−1)|s〉 .
(D.22)

Here we label the 2p + 1 strings as z(1),z(2), . . . ,z(p),zm,z(−p), . . . ,z(−2),z(−1). This labelling is
convenient because z(j) will often be paired with z(−j) in the calculations that follow. Note each
factor of the form 〈z(1)|eiβ1 |z(2)〉 only depends on the bitwise product z(1)z(2), so we define

fj(zz
′) = 〈z|eiβjB |z′〉 . (D.23)

Then we have

〈γ,β|eiλCJ |γ,β〉 = 1

2n

∑

z(±1),...,z(±p),zm

exp
[
i

p∑

r=1

γr[CJ(z
(r))− CJ(z

(−r))] + iλCJ(z
m)
]

× f1(z
(1)z(2)) · · · fp−1(z

(p−1)z(p))fp(z
(p)zm)

× f∗
1 (z

(−1)z(−2)) · · · f∗
p−1(z

(1−p)z(−p))f∗
p (z

(−p)zm). (D.24)

Now we are going to transform the z(j)’s to simplify this expression. For every r = 1, 2, . . . , p, we
simultaneously perform the following transform

z(r) → z(r)z(r+1) · · · z(p)zm,

z(−r) → z(−r)z(−r−1) · · · z(−p)zm.
(D.25)

Then z(±r)z(±(r+1)) → z(±r) for 1 ≤ r ≤ p − 1, and z(±p)zm → z(±p) under this transformation.
Recall that in general

CJ(z) =

qmax∑

q=1

cq

n∑

i1,...,iq=1

Ji1,i2,...,iqzi1zi2 · · · ziq . (D.26)
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This gives us

〈γ,β|eiλCJ |γ,β〉 = 1

2n

∑

z(±1),...,z(±p),zm

exp
[
i

qmax∑

q=1

cq

n∑

i1,...,iq=1

Ji1,...,iq
(
φi1,...,iq(Z) + λ

)
zmi1 · · · zmiq

]

× f1(z
(1))f2(z

(2)) · · · fp(z(p))f∗
p (z

(−p)) · · · f∗
2 (z

(−2))f∗
1 (z

(−1)) (D.27)

where we have denoted Z = (z(1), . . . ,z(p),z(−p), . . . ,z(−1)) ∈ {±1}n×(2p), and

φi1,...,iq(Z) =

p∑

r=1

γr

( q∏

s=1

(z
(r)
is

z
(r+1)
is

· · · z(p)is
)−

q∏

s=1

(z
(−r)
is

z
(−r−1)
is

· · · z(−p)
is

)
)
. (D.28)

Observe that for any distribution of Ji1...iq that is symmetric about 0 as in Assumption 1, we have
EJ [ρ(Ji1...iqz

m
i1
. . . zmi1 )] = EJ [ρ(Ji1...iq)] for any function ρ(x). Then taking expectation EJ of Eq.

(D.27) we get the characteristic function as

ϕn(λ) =
∑

z(±1),...,z(±p)

EJ

{
exp

[
i

qmax∑

q=1

cq

n∑

i1,...,iq=1

Ji1,...,iq (φi1,...,iq(Z) + λ)
]}

× f1(z
(1))f2(z

(2)) · · · fp(z(p))f∗
p (z

(−p)) · · · f∗
2 (z

(−2))f∗
1 (z

(−1)) (D.29)

where the sum over zm killed the 1/2n factor in front of (D.27).
Now we calculate the expectation over J ∼ G(n) explicitly. Under Assumption 1 where the

tensor collection Ji1,...,iq are i.i.d. with log characteristic function gq,n, we have

ϕn(λ) =
∑

Z∈{±1}n×(2p)

exp
[ qmax∑

q=1

1

nq−1

n∑

i1,...,iq=1

gq,n
(
cq(φi1,...,iq(Z) + λ)

)]

× f1(z
(1))f2(z

(2)) · · · fp(z(p))f∗
p (z

(−p)) · · · f∗
2 (z

(−2))f∗
1 (z

(−1)). (D.30)

Following the techniques in [FGGZ19], we perform a change of variables so that the index of
the summation in (D.30) is changed to what the authors called the “configuration basis.” This is

done via the following argument. Let us fix Z ∈ {±1}n×(2p) with (k, l)-th element z
(l)
k ∈ {±1} (for

k ∈ [n] and l ∈ {±1. . . . ,±p}), and let us look at the k-th row of Z, which gives

(z
(1)
k , z

(2)
k , . . . , z

(p)
k , z

(−p)
k , . . . , z

(−2)
k , z

(−1)
k ) ∈ A, (D.31)

where A = {±1}2p as defined in (3.6). We denote by na(Z) the number of times that the configu-
ration a ∈ A occurs among the rows of Z, i.e.,

na(Z) :=
n∑

k=1

1
{
(z

(1)
k , . . . , z

(p)
k , z

(−p)
k , . . . , z

(−1)
k ) = a

}
. (D.32)

By definition, we have
∑

a∈A na(Z) = n for any Z ∈ {±1}n×(2p).
By this definition, a key observation is that, every term in the summation in Eq. (D.30) only

depend on Z through {na(Z)}a∈A. Indeed, note we can write every fj(z
(j)) ≡ 〈z(j)|eiβjB |1〉 in

Eq. (D.30) as a function of {na(Z)}a∈A:

fj(z
(j)) = (cos βj)

# of +1’s in z(j)
(i sin βj)

# of −1’s in z(j)

= (cos βj)
∑

a
na(Z)·(1+aj)/2(i sin βj)

∑
a
na(Z)·(1−aj )/2, (D.33)
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which gives

f1(z
(1))f2(z

(2)) · · · fp(z(p))f∗
p (z

(−p)) · · · f∗
2 (z

(−2))f∗
1 (z

(−1)) =
∏

a∈A
Q

na(Z)
a (D.34)

where Qa is as defined in Eq. (3.7). Similarly, we can write the sum over i1, . . . , iq ∈ [n] terms
involving φi1,...,iq(Z) in Eq. (D.30) as a function of {na(Z)}a∈A:

n∑

i1,...,iq=1

gq,n
(
cq(φi1...iq(Z) + λ)

)
=

∑

a1,...,aq∈A
gq,n

(
cq(Φa1...aq + λ)

)
na1(Z) · · · naq (Z), (D.35)

where Φa is as defined in Eq. (3.8).
As a consequence, instead of summing over all 2n×(2p) possible bit strings Z = (z(±1), . . . ,z(±p))

in Eq. (D.30), we can instead sum over all possible combinations of configurations {na(Z)}a∈A.
In other words, we change the basis from

{Z : Z ∈ {±1}2pn} −→ {na ≥ 0 : a ∈ A,
∑

a∈A na = n}, (D.36)

which we call the configuration basis. This can be done by the following equation: for any
f({ωa}a∈A) as a function of {ωa}a∈A, we have

∑

Z∈{±1}n×(2p)

f({na(Z)}a∈A) =
∑

{na≥0: a∈A,
∑

a∈A na=n}

(
n

{na}

)
f({na}a∈A). (D.37)

Here we have used some abuse of notations: in the left hand side of the equation above, {na}
should be understood as functions of Z (as defined in Eq. (D.32)); in the right hand side of the
equation above, {na} should be understood as dummy variables that is summed over.

Hence, applying Eqs. (D.37), (D.34), (D.35) to Eq. (D.30), we have

ϕn(λ) =
∑

{na}

(
n

{na}

) ∏

a∈A
Qna

a exp
[
n

qmax∑

q=1

∑

a1,...,aq∈A
gq,n

(
cq(Φa1···aq + λ)

)na1

n
· · · naq

n

]
. (D.38)

Differentiating the above equation and using Eq. (D.17), one arrives at Eqs. (D.1) and (D.2). This
proves Lemma D.1.

D.3 Auxilliary lemmas for Proof of Lemma D.2

Recall the bar operation defined in Eq. (D.13). Given an even function h : R → R, we define the
function χh : A×A∗ → R as

χh(a; c1, c2, . . . , ck) :=
∑

ds∈{cs,c̄s},∀1≤s≤k

h(Φad1···dk
)(−1)|{j: dj=c̄j}|,

∀a ∈ A, ∀k ≥ 0, (c1, c2, . . . , ck) ∈ Ak.

(D.39)

For example, we have

χh(a) = h(Φa),

χh(a; c) = h(Φac)− h(Φac̄),

χh(a; c1, c2) = h(Φac1c2)− h(Φac̄1c2)− h(Φac1c̄2) + h(Φac̄1c̄2).

(D.40)
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Here the subscript abc of Φabc is the bit-wise product of a, b, c ∈ A, which gives an element in A.
For any a, b ∈ A, we define

∆a,b :=
1

2

[
h(Φāb)− h(Φab)

]
. (D.41)

We will next show some properties of ∆a,b and function χh. We start by showing some properties
of the rank function ℓ.

Lemma D.6. Recall the rank function ℓ(·) given in Definition D.3. Recall that ab is the bit-wise
product of a, b ∈ A which gives an element in A. For any a, b ∈ A, we have





ℓ(ab) < ℓ(a), ℓ(b), if ℓ(a) = ℓ(b) 6= 0,

ℓ(ab) = ℓ(a) = ℓ(b), if ℓ(a) = ℓ(b) = 0,

ℓ(ab) = max{ℓ(a), ℓ(b)}, if ℓ(a) 6= ℓ(b).

(D.42)

In particular, this implies that for any a, b ∈ A, we have

ℓ(ab) ≤ max{ℓ(a), ℓ(b)}. (D.43)

Proof. First, let a, b ∈ A be such that ℓ(a) = ℓ(b) = l 6= 0. Then by the definition of rank function
ℓ, we have (ab)j = (ab)−j for any j > l. Furthermore, we have

(ab)l = albl = (−a−l)(−b−l) = a−lb−l = (ab)−l. (D.44)

Hence we have ℓ(ab) < l. This proves the first case in Eq. (D.42).
Now suppose ℓ(a) = ℓ(b) = 0. Then (ab)j = ajbj = a−jb−j = (ab)−j, so ℓ(ab) = 0 as well.

This proves the second case in (D.42).
Lastly, let a, b ∈ A be such that ℓ(a) 6= ℓ(b). Without loss of generality, we assume that

ℓ(a) > ℓ(b). Then for any j such that ℓ(a) + 1 ≤ j ≤ p, we have

(ab)j = ajbj = a−jb−j = (ab)−j . (D.45)

Moreover, we have

(ab)ℓ(a) = aℓ(a)bℓ(a) = (−a−ℓ(a))(b−ℓ(a)) = −(ab)−ℓ(a). (D.46)

This implies that ℓ(ab) = ℓ(a), which proves the last case in Eq. (D.42).

Lemma D.7. For any a, b ∈ A such that ℓ(a) < ℓ(b), we have

ab = ab̄, (D.47)

where the bar operation is as defined in Eq. (D.13).

Proof. Since ℓ(a) < ℓ(b), Lemma D.6 implies that ℓ(ab) = ℓ(b). Now let us look at the i-th element
of ab for i ∈ {±1,±2, . . . ,±p}. If i 6∈ {±ℓ(b)} = {±ℓ(ab)}, we have

(ab)i = (ab)i = aibi = aib̄i = (ab̄)i. (D.48)

Alternatively, if i ∈ {±ℓ(b)} = {±ℓ(ab)}, we have

(ab)i = −(ab)i = −aibi = aib̄i = (ab̄)i. (D.49)

Thus Eq. (D.47) holds.
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Lemma D.8. For any a, b ∈ A such that ℓ(a) ≥ ℓ(b), we have

∆a,b = 0, (D.50)

where ∆a,b is as defined in Eq. (D.41) with any even function h : R → R.

Proof. This is a generalization of [FGGZ19, Lemma 1]. In the proof of that lemma, it is shown
that Φab = −Φāb if ℓ(a) ≥ ℓ(b). Since h(·) is even, it follows that ∆a,b = 0.

Lemma D.9. For any a, b ∈ A, we have

∆a,b = ∆
a,b̄, (D.51)

where ∆a,b is as defined in Eq. (D.41) with any even function h : R → R.

Proof. If ℓ(a) ≥ ℓ(b), Eq. (D.51) is trivially true by Lemma D.8 and noting ℓ(b) = ℓ(b̄).
If ℓ(a) < ℓ(b), by definition of ∆a,b, we have

∆a,b −∆
a,b̄ =

1

2

[
h(Φāb)− h(Φab)− h(Φ

āb̄
) + h(Φ

ab̄
)
]

=
1

2

[
h(Φ

b̄a
)− h(Φba)− h(Φ

b̄ā
) + h(Φbā)

]

= ∆b,a −∆b,ā = 0,

where we used the fact that Φab = Φba by commutativity of bit-wise products, and the last equality
is by Lemma D.8 and by ℓ(a) = ℓ(ā) < ℓ(b). This completes the proof.

Lemma D.10. Recall the definition of χh as defined in Eq. (D.39) in which h is an even function.
For any k ≥ 1 and a, c1, . . . , ck ∈ A such that max{ℓ(c1), . . . , ℓ(ck)} ≥ ℓ(a), we have

χh(a; c1, . . . , ck) = 0. (D.52)

In other words, χh(a; c1, . . . , ck) 6= 0 only if max{ℓ(c1), . . . , ℓ(ck)} < ℓ(a) or k = 0.

Proof. Let M ∈ [k] such that ℓ(cM ) = max{ℓ(c1), . . . , ℓ(ck)}. Note that we have

χh(a; c1, . . . , ck) =
∑

dj∈{cj ,c̄j}
1≤j≤k

(−1)|{j : dj=c̄j}|h(Φad1...dk
)

=
∑

dj∈{cj ,c̄j}
j∈[k]\{M}

(−1)|{j : dj=c̄j ,j 6=M}|(h(Φad1···cM ···dk
)− h(Φad1···c̄M ···dk

)
)

=− 2
∑

dj∈{cj ,c̄j}
j∈[k]\{M}

(−1)|{j : dj=c̄j ,j 6=M}|∆cM ,ad1···dM−1dM+1···dk
, (D.53)

where ∆a,b is as defined in Eq. (D.41). By the assumption that ℓ(cM ) ≥ ℓ(a), we have ℓ(cM ) ≥
max{ℓ(a), ℓ(c1), . . . , ℓ(ck)}. So by Lemma D.6 and by the fact that dj ∈ {cj, c̄j} so that ℓ(dj) =
ℓ(cj) for j ∈ [k], we have

ℓ(cM ) ≥ ℓ(ad1 · · · dM−1dM+1 · · ·dk). (D.54)

As a consequence of Lemma D.8, all terms in Eq. (D.53) are zero. This concludes the proof.
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D.4 Proof of Lemma D.2

Define τa = ωa + ωā and ηa = ωa − ωā for a ∈ B = D ⊔D, and define νa = ωa for a ∈ A0. Note
that by the definition of Hq and using the transformation of variables, we have

Hq({ωa}a) =
∑

S⊆[q]

∑

aj∈B,j∈S
aj∈A0,j 6∈S

h(Φa1···aq)ωa1ωa2 · · ·ωaq

=
∑

S⊆[q]

∑

aj∈A0

j 6∈S

(∏

j 6∈S
νaj

) ∑

aj∈B
j∈S

h(Φa1···aq)
∏

j∈S

(τaj
+ ηaj

2

)

=
∑

S⊆[q]

1

2|S|

∑

R⊆S

∑

aj∈A0

j 6∈S

(∏

j 6∈S
νaj

) ∑

aj∈B
j∈S

h(Φa1···aq)
(∏

j∈R
τaj

)( ∏

j∈S\R
ηaj

)
. (D.55)

Moreover, since τa = τā and ηa = −ηā for a ∈ B = D ⊔D, then for any subsets R ⊆ S ⊆ [q], we
have

∑

aj∈A0

j 6∈S

∑

aj∈B
j∈S

h(Φa1···aq)
(∏

j∈R
τaj

)( ∏

j∈S\R
ηaj

)(∏

j 6∈S
νaj

)

=
∑

aj∈A0

j 6∈S

∑

aj∈D
j∈S

∑

bj∈{aj ,āj},j∈S
bj=aj ,j 6∈S

(−1)|{j∈S\R : bj=āj}|h(Φb1···bq)
(∏

j∈R
τaj

)( ∏

j∈S\R
ηaj

)(∏

j 6∈S
νaj

)
. (D.56)

By the definition of χh as in Eq. (D.39), we have

∑

bj∈{aj ,āj},j∈S
bj=aj ,j 6∈S

(−1)|{j∈S\R : bj=āj}|h(Φb1,...,bq)

=
∑

bj∈{aj ,āj},j∈R
χh

(∏

j∈R
bj
∏

j 6∈S
aj ; {aj : j ∈ S \R}

)
, (D.57)

where we use the convention that
∏

j∈R bj is an all-one vector with dimension 2p if R = ∅.
Since the labels in R,S are dummy, we can combine Eqs. (D.55), (D.56) and (D.57) to see that

C[Hq]({τa}a∈D, {ηb}b∈D, {νc}c∈A0)

=
∑

0≤r≤s≤q

2−s

(
q

s

)(
s

r

) ∑

aj∈D : 1≤j≤r
bj∈D : r+1≤j≤s
cj∈A0 : s+1≤j≤q

∑

dj∈{aj ,āj}
χh

( r∏

j=1

dj

q∏

j=s+1

cj ; {bj}
) r∏

j=1

τaj

s∏

j=r+1

ηbj

q∏

j=s+1

νcj .

(D.58)

Note that, if r = 0, then max{ℓ(bj)} ≥ 0 = ℓ(
∏q

j=s+1 cj), so the summand is 0 by Lemma D.10.
Otherwise, by Lemma D.10, the summand in Eq. (D.58) is nonzero only if

max
r+1≤j≤s

{ℓ(bj)} < ℓ
(∏r

j=1 dj
∏q

j=s+1 cj
)
≤ max

1≤j≤r
{ℓ(aj)}, (D.59)
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where the second inequality uses Eq. (D.43) in Lemma D.6. This allows us to write

C[Hq]({τa}a∈D, {ηb}b∈D, {νc}c∈A0)

=
∑

1≤r≤s≤q

2−s

(
q

s

)(
s

r

) ∑

aj∈D : 1≤j≤r
bj∈D : r+1≤j≤s
cj∈A0 : s+1≤j≤q

max{ℓ(bj)}<max{ℓ(aj)}

∑

dj∈{aj ,āj}
χh

( r∏

j=1

dj

q∏

j=s+1

cj ; {bj}
) r∏

j=1

τaj

s∏

j=r+1

ηbj

q∏

j=s+1

νcj .

(D.60)

Note that the canonical representation of Hq in the above equation verifies that Hq satisfies the
property of well-played polynomial (c.f. Definition B.5). This completes the proof of Lemma D.2.

D.5 Computational complexity of evaluating Vp

In this section, we examine the computational complexity of evaluating the formula Vp(G,γ,β)
described in Theorem 1. This involves solving a self-consistent equation (3.9), where the existence
of a unique solution is guaranteed by Lemma B.6. The same lemma also describes an explicit
algorithm to solve this equation in time O(|A|qmax+1) = O(4p(qmax+1)), where qmax is the degree of
the relevant well-played polynomial:

P ({ωa}) =
qmax∑

q=1

∑

a1,...,aq∈A
gq(cqΦa1···aq)ωa1 · · ·ωaq . (D.61)

Nevertheless, we can in fact slightly improve the time-complexity bound to O(4pqmax) due to the
explicit form of P above. We explain this in the following lemma:

Lemma D.11. Let G be an ensemble describing CJ of the form (2.2) and satisfying Assumption 1.
Then for any (γ,β) ∈ R

2p, the formula in Theorem 1 for

Vp(G,γ,β) = lim
n→∞

EJ∼G(n)[〈γ,β|CJ/n|γ,β〉] (D.62)

can be explicitly evaluated with an O(4pqmax)-time iterative procedure using O(4p) memory.

Proof. We first write down the self-consistent equation explicitly as (c.f. Eq. (3.9))

Wa = Qa exp[∂ωa
P ({Wb})] = Qa exp

[ qmax∑

q=1

q
∑

b1,...,bq−1∈A
gq
(
cqΦab1···bq−1

)
Wb1 · · ·Wbq−1

]
. (D.63)

We then iteratively solve for the variables {Wa : a ∈ A} in the ascending order of A = {±1}2p
given in Definition D.4. The lowest ordered elements are those in A0. But for every a ∈ A0, we
have Wa = Qa as shown in Lemma B.6, with Qa now explicitly given in Eq. (3.7). So it remains
to solve for Wa for every a ∈ D in the ascending order, and obtain Wā = −Wa for its partner
ā ∈ D. As explained in Eq. (B.15) of the proof of Lemma B.6(b), ∂ωa

P ({Wb}) only depends on
{Wb : b ≺ a}. Hence, this allows us to write for every a ∈ D

Wa = Qa exp
[ qmax∑

q=1

q
∑

b1,...,bq−1≺a

gq
(
cqΦab1···bq−1

)
Wb1 · · ·Wbq−1

]
. (D.64)

Here, each Wa is obtained from evaluating a sum over O(|A|qmax−1) terms, regardless of gq(λ).
Repeating this |D| = O(|A|) times, we obtain the full solution {Wa}a∈D after O(|A|qmax) time.

Finally, the formula (3.10) of Vp(G,γ,β) involves a sum over O(|A|qmax) terms. Hence, the
total time complexity to get Vp is O(|A|qmax), and the total memory complexity is O(|A|) for
storing {Wa}. Plugging in |A| = 4p, we get the complexity stated in the lemma.
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E Proof of Theorem 2 (Universality)

In this appendix, we prove Theorem 2, which is the statement that the QAOA at constant levels
have a certain universality property: its performance for many models of random COPs agrees with
the one for Gq asymptotically.

Recall Gq is the pure q-spin model with all-to-all random Gaussian couplings. Let Gd,q(n) be
a generic ensemble of COPs as described in the statement of Theorem 2, where d is a generic
parameter which may or may not be the graph vertex degree. We first derive the expressions of
Vp(Gq,γ,β) and Vp(Gd,q,γ,β) using Theorem 1.

The pure q-spin model Gq. The cost function of the Gq model is

CJ(z) =
n∑

i1,i2,··· ,iq=1

Ji1,i2,...,iqzi1zi2 · · · ziq ,

where Ji1,i2,...,iq ∼iid N (0, 1/nq−1). Note that the log characteristic function of Ji1,...,iq gives

hq,n(λ) = nq−1 logEJ [e
iJ1,2,...,qλ] = −λ2

2
, (E.1)

so that we have
hq(λ) = lim

n→∞
hq,n(λ) = −λ2/2, and h′q(λ) = −λ. (E.2)

This verifies that Assumption 1 is satisfied, so we can apply Theorem 1. Using formula (3.10) with
cq = 1 and cq′ = 0 for q′ 6= q, we get

Vp(Gq,γ,β) = i
∑

a1,...,aq∈A
Φa1···aqW

pure
a1

· · ·W pure
aq

, (E.3)

where {W pure
a }a∈A is given as the unique solution to the following system of equations:

W pure
a = Qa exp

[
−q

2

∑

b1,...,bq−1∈A
Φ2
ab1···bq−1

W pure
b1

· · ·W pure
bq−1

]
. (E.4)

A generic model Gd,q. Since Gd,q satisfies Assumption 1, we may apply Theorem 1. Using the
formula (3.10) with cq = 1 and cq′ = 0 for q′ 6= q, we have

Vp(Gd,q,γ,β) = −i
∑

a1,...,aq∈A
g(d)′q (Φa1···aq)Wa1,d · · ·Waq ,d, (E.5)

where we defined
g(d)q (λ) = lim

n→∞
g(d)q,n(λ), (E.6)

and {Wa,d}a∈A is given as the unique solution to the following system of equations:

Wa,d = Qa exp
[ ∑

b1,...,bq−1∈A
qg(d)q (Φab1···bq−1)Wb1,d · · ·Wbq−1,d

]
. (E.7)
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Proof that limd→∞ Vp(Gd,q,γ,β) = Vp(Gq,γ,β). We first assert that the following limit exists:

lim
d→∞

Wa,d = W̃a, (E.8)

where {Wa,d}a∈A is the solution to Eq. (E.7), and {W̃a}a∈A are some complex numbers.
This can be shown inductively in the ordering on D. Let k = 1, 2, . . . , |D| be elements of D in its

order. As explained in Eq. (B.15) of the proof of Lemma B.6(b), the polynomial in the exponential
of (E.7), which corresponds to ∂ωa

P ({Wb,d}b∈A), in fact only depends on {Wb,d : b ≺ a}. So let
us rewrite (E.7) as

Wk,d = Qk exp
[
fk,d({Wj,d : j ≺ k})

]
, (E.9)

where fk,d can be taken to be the polynomial upstairs in (E.7) with Wj,d = 0 for j � k. Explicitly,
this is

fk,d({Wj,d : j ≺ k}) =
∑

b1,...,bq−1∈A, bj≺k

qgq,d(Φab1···bq−1)Wb1,d · · ·Wbq−1,d. (E.10)

In particular f1 = 0, so W1,d = Q1 and the limit trivially exists. Then for any k ≥ 2 we have

lim
d→∞

Wk,d = lim
d→∞

Qk exp
[
fk,d({Wj,d : j ≺ k})

]
= Qk exp

[
fk({W̃j : j ≺ k})

]
(E.11)

which exists by the fact that

lim
d→∞

fk,d = −q

2

∑

b1,...,bq−1∈A, bj≺k

Φ2
ab1···bq−1

W̃b1 · · · W̃bq−1 =: fk. (E.12)

This follows from the assumption that limd→∞ g
(d)
q (λ) = −λ2/2 in Eq. (3.11) and the inductive

hypothesis that limd→∞Wj,d = W̃j for j ≺ k.
Knowing that limd→∞Wa,d = W̃a exists, we can take the limit on both sides of (E.7) to get

W̃a = Qa exp
[
−q

2

∑

b1,...,bq−1∈A
Φ2
ab1···bq−1

W̃b1 · · · W̃bq−1

]
. (E.13)

And since limd→∞ g
(d)′
q (λ) = −λ due to the assumption in Eq. (3.11), we get

lim
d→∞

Vp(Gd,q,γ,β) = i
∑

a1,...,aq∈A
Φa1···aqW̃a1 · · · W̃aq . (E.14)

Since W̃a and W pure
a are given as the unique solution to the same system of equations, we have

W̃a = W pure
a =⇒ lim

d→∞
Vp(Gd,q,γ,β) = Vp(Gq,γ,β). (E.15)

The sparse Erdős-Rényi model GER
d,q . For the ensemble GER

d,q described in Section 2, we
can map it to an equivalent i.i.d. description as follows. In the original description of the en-
semble, we select m ∼ Poisson(dn) directed hyperedges uniformly from the set [n]q of all ordered
q-tuples, and every hyperedge (can possibly be identical) is associated an independent random
weight Unif({±1/

√
d}). To give an alternative description of the ensemble, we use the Poisson

splitting lemma. Intuitively, this refers to the fact that any Poisson random variable can be de-
composed into a sum of independent Poisson variables. More formally,
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Lemma E.1 (Poisson splitting lemma). Let λ > 0 and (p1, . . . , pK) ∈ [0, 1]K with
∑K

k=1 pk = 1. Let
J ∼ Poisson(λ), and conditional on J we let w1, w2, . . . , wJ ∼iid Categorical(p1, . . . , pK). Denote
Nk =

∑J
j=1 1{wj = k} for each k ∈ [K]. Then we have (N1, . . . , NK) are mutually independent,

and Nk ∼ Poisson(λpk) for k ∈ [K].

By the Poisson splitting lemma, for a fixed q-tuple (i1, . . . , iq), the number of times it is selected
as a hyperedge, which we denote as mi1···iq , follows the Poisson(d/n

q−1) distribution independently
for every (i1, . . . , iq). And each time it is selected as an hyperedge, it is equipped with a weight
wl
i1,...,iq

∼iid Unif({±1/
√
d}) for 1 ≤ l ≤ mi1,...,iq . Since the weights chosen every time the q-

tuple (i1, . . . , iq) is selected add up in the cost function, the coupling constant Ji1,...,iq , in the
GER

d,q model cost function CJ =
∑n

i1,i2,··· ,iq=1 Ji1,i2,...,iqzi1zi2 · · · ziq , is distributed as Ji1,...,iq ∼iid∑mi1,...,iq

l=1 wl
i1,...,iq

with mi1,...,iq ∼iid Poisson(d/nq−1) and wl
i1,...,iq

∼iid Unif({±1/
√
d}). Here it is

understood that Ji1,...,iq = 0 if mi1,...,iq = 0. Furthermore, denote J+
i1,...,iq

=
∑mi1,...,iq

l=1 1{wl
i1,...,iq

=

+1/
√
d}, J−

i1,...,iq
=
∑mi1,...,iq

l=1 1{wl
i1,...,iq

= −1/
√
d}. Then we have Ji1,...,iq = (J+

i1,...,iq
−J−

i1,...,iq
)/
√
d.

By the Poisson splitting lemma again, we have J+
i1,...,iq

=
∑

J+
i1,...,iq

, J−
i1,...,iq

∼iid Poisson(d/(2nq−1)).

To check that this ensemble satisfies Assumption 1, we compute the characteristic function of
each q-body coupling. Let J+, J− ∼ Poisson(d/(2nq−1)) and J = (J+ − J−)/

√
d, then

EJ [e
iJλ] = EJ+ [eiJ

+λ/
√
d] · EJ− [e−iJ−λ/

√
d]

= exp
[ d

2nq−1
(eiλ/

√
d − 1)

]
× exp

[ d

2nq−1
(e−iλ/

√
d − 1)

]

= exp
[ d

nq−1

(
cos
( λ√

d

)
− 1
)]

.

(E.16)

Then we have
g(d)q,n(λ) = nq−1 logEJ [e

iJλ] = d[cos(λ/
√
d)− 1]. (E.17)

Note g
(d)
q,n(λ) is independent of q and n, and is infinitely differentiable. So the ensemble GER

d,q satisfies
Assumption 1. Moreover, it can be directly checked that

lim
d→∞

lim
n→∞

(
g(d)q,n(λ), g

(d)′
q,n (λ)

)
=
(
−λ2

2
,−λ

)
, (E.18)

so the equivalence in (E.15) holds in particular for GER
d,q . This concludes the proof of Theorem 2.

Remark E.2. We can consider an alternate version of the Erdős-Rényi ensemble, where

Ji1,...,iq =





0 w.p. 1− d/nq−1

+1/
√
d w.p. d/2nq−1

−1/
√
d w.p. d/2nq−1

. (E.19)

Then

g(d)q,n(x) = nq−1 logEJ [e
iJ1,2,...,qx] = nq−1 log

[
1− d

nq−1
+

d

nq−1
cos(

x√
d
)
]

(E.20)

and
g(d)q (x) = lim

n→∞
g(d)q,n(x) = d

[
cos(

x√
d
)− 1

]
. (E.21)

Since this equals (E.17) and Assumption 1 is satisfied, the QAOA yields identical performance on
this ensemble as on GER

d,q in the n → ∞ limit.

52



F Proof of Theorem 3 (Agreement of Gq with regular hyper-

graphs)

To prove Theorem 3, we need to match Vp(Gq,γ,β) derived in (E.3) for the pure q-spin model to
the performance of the QAOA for the Max-q-XORSAT problem on large-girth regular hypergraphs.
Specifically, we consider a d-regular q-uniform hypergraph with a set E of hyperedges and girth
> 2p+ 1. The notion of girth used here is the minimum length of Berge cycles in the hypergraph.
Each hyperedge (i1, . . . , iq) ∈ E is also associated with a weight Ji1,...,iq ∈ {+1,−1}, and a XORSAT
clause zi1zi2 · · · ziq = Ji1,...,iq . The cost function of the Max-q-XORSAT problem on this hypergraph
can be written as

CJ(z) =
1√
d

∑

(i1,...,iq)∈E
Ji1,...,iqzi1 · · · ziq . (F.1)

This problem is studied in [BFM+21], where an iterative formula is derived to evaluate

ν [q]p (γ,β) =
1√
2q

lim
d→∞

d

|E| 〈γ,β|CJ |γ,β〉 . (F.2)

This value is shown by the authors to be independent of the graph as well as the signs of the chosen
Ji1,...,iq , as a consequence of the fact that the QAOA at level p only sees a hypertree neighborhood
on these graphs.

Recall that Theorem 3 is the statement that for any such graph,
√
2ν

[q]
p (

√
qγ,β) = Vp(Gq,γ,β).

Formula of ν
[q]
p (γ,β). — We now describe the formula in [BFM+21, Section 8]. Let

B = {(a1, . . . ap, a0, a−p, . . . , a−1) : ai = ±1} (F.3)

be the set of (2p + 1)-bit strings used in [BFM+21]. Note this set differs from the set A of 2p-bit
string used in the rest of the current paper. For any (2p + 1)-bit string a ∈ B, let

f(a) =
1

2
〈a1|eiβ1X |a2〉 · · · 〈ap−1|eiβp−1X |ap〉 〈ap|eiβpX |a0〉

× 〈a0|e−iβpX |a−p〉 〈a−p|e−iβp−1X |a−(p−1)〉 · · · 〈a−2|e−iβ1X |a−1〉 , (F.4)

where 〈a1|eiβX |a2〉 = (cos β)(1+a1a2)/2(i sin β)(1−a1a2)/2.
Also, let Γ = (Γ1, . . . ,Γp,Γ0,Γ−p, . . . ,Γ−1) ∈ R

2p+1, where for 1 ≤ r ≤ p, we have

Γr = γr, Γ0 = 0, Γ−r = −γr. (F.5)

Now we define p + 1 functions H(m) : B → C for 0 ≤ m ≤ p as follows. Let H(0) = 1 and, for
1 ≤ m ≤ p,

H(m)(a) = exp

[
−1

2

∑

b
1,...,bq−1∈B

(
Γ · (ab1 · · · bq−1)

)2 q−1∏

i=1

[f(bi)H(m−1)(bi)]

]
. (F.6)

Starting at m = 0 and going up by p steps we arrive at H(p) which is used to compute

ν [q]p (γ,β) =
i√
2q

p∑

j=−p

Γj

q∏

i=1

( ∑

ai∈B
ai0a

i
jf(a

i)H(p)(ai)
)

=
i√
2q

∑

a1,··· ,aq∈B
[Γ · (ab1 · · · bq−1)]

q∏

i=1

[ai0f(a
i)H(p)(ai)]. (F.7)
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In the rest of this appendix, we will rewrite this formula for ν
[q]
p (γ,β) in the language of the

present paper and show that it matches (up to a rescaling) the formula of Vp(Gq,γ,β) for the pure
q-spin model. Note we derived the latter explicitly in Eq. (E.3) of the previous appendix. This
proof idea is essentially the same as the proof of Theorem 1 in [BFM+21, Section 6].

Relating {H(p)(a) : a ∈ B} to {Wa : a ∈ A}. — Since H(m)(a) does not depend on a0 given
that Γ0 = 0, we will slightly abuse notation below, and let H(m)(a) take a ∈ A = {±1}2p or
a ∈ B = {±1}2p+1 as argument.

Furthermore, for any (2p + 1)-bit string a ∈ B, we associate it with a 2p-bit string â ∈ A via
â±r = a±ra±(r+1) for 1 ≤ r ≤ p− 1, and â±p = a±pa0. More explicitly,

â1 = a1a2, . . . , âp−1 = ap−1ap, âp = apa0,

â−1 = a−1a−2, . . . , â−(p−1) = a−(p−1)a−p, â−p = a−pa0. (F.8)

Using the fact that 〈a1|eiβX |a2〉 = 〈a1a2|eiβX |1〉, we can rewrite f(a) for any a ∈ B as

f(a) =
1

2
〈â1|eiβ1X |1〉 · · · 〈âp−1|eiβp−1X |1〉 〈âp|eiβpB |1〉

× 〈1|e−iβpX |â−p〉 〈1|e−iβp−1X |â−(p−1)〉 · · · 〈1|e−iβ1X |â−1〉

=
1

2
Qâ (F.9)

where Qâ for â ∈ A is as defined in Eq. (3.7).
We also define a “star” operation (∗) on a ∈ A which gives a∗ ∈ A whose entries are

a∗r = arar+1 · · · ap and a∗−r = a−ra−r−1 · · · a−p for 1 ≤ r ≤ p . (F.10)

Take care to note that in the current proof, ∗ always refers to the above star operation and not
complex conjugation nor the Kleene star.

Observe that
â∗±r = â±r · · · â±p = a±ra0 ∀a ∈ B. (F.11)

Then, for any a ∈ B, we can write Φâ defined in Eq. (3.8) as

Φâ =

p∑

r=1

γr(â
∗
r − â∗−r) =

p∑

r=1

γr(ar − a−r)a0 = (Γ · a)a0. (F.12)

Since a20 = 1, we get (Γ · a)2 = Φ2
â
. Also note âb = âb̂, so we can rewrite Eq. (F.6) as

H(m)(a) = exp
[
− 1

2

∑

b
1,...,bq−1∈B

Φ2

âb̂
1···b̂q−1

q−1∏

i=1

[
1

2
Q

b̂
iH(m−1)(bi)]

]
. (F.13)

Note from Eq. (F.11) that

H(m)(b̂
∗
) = H(m)(bb0) for any b ∈ B. (F.14)

It is clear from Eq. (F.6) that H(m)(a) = H(m)(−a), thus we have

H(m)(b̂
∗
) = H(m)(b) for any b ∈ B. (F.15)
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Hence, in Eq. (F.13), we can sum over b̂
i ∈ A instead of bi ∈ B, each time killing a 1/2 factor

from the redundancy of the sum over bi0. Also using the above equation we can replace H(m)(ai) =
H(m)(âi∗), where âi∗ = star(hat(ai)) ∈ A for any ai ∈ B. Then we write Eq. (F.13) as

H(m)(â∗) = exp
[
− 1

2

∑

b̂
1
,...,b̂

q−1∈A

Φ2

âb̂
1···b̂q−1

q−1∏

i=1

[Q
b̂
iH(m−1)(b̂

i∗
)]
]
. (F.16)

We can then drop the hats and rewrite this as (for any a ∈ A)

H(m)(a∗) = exp
[
− 1

2

∑

b
1,...,bq−1∈A

Φ2
ab

1···bq−1

q−1∏

i=1

[Q
b
iH(m−1)(bi∗)]

]
. (F.17)

Now let us define for 0 ≤ m ≤ p and any a ∈ A

R
(m)
a := QaH

(m)(a∗). (F.18)

Thus we have R
(0)
a = Qa. Plugging Eq. (F.17) into the above yields

R
(m)
a = Qa exp

[
− 1

2

∑

b
1,...,bq−1∈A

Φ2
ab

1···bq−1

q−1∏

i=1

R
(m−1)

b
i

]
. (F.19)

Note R
(m)
a has a similar description as W pure

a given in Eq. (E.4). We will prove that R
(p)
a =

W pure
a . First, we state a lemma whose proof we defer to the end of this section.

Lemma F.1. H(p)(a) is a fixed-point of the iteration in Eq. (F.6).

By Lemma F.1, R
(p)
a is a fixed point of the iteration in Eq. (F.19)

R
(p)
a = Qa exp

[
− 1

2

∑

b
1,...,bq−1∈A

Φ2
ab

1···bq−1

q−1∏

i=1

R
(p)

b
i

]
. (F.20)

Note that this is almost the same self-consistent equation (E.4) for the W pure
a , except for a factor

of q in the exponential. This factor can be fixed by a rescaling of γ. More formally, let R
(p)
a (γ,β)

be the solution to (F.20) with Φa(γ) upstairs. Note from the definition of Φa in (3.8), we have

Φa(
√
qγ) =

√
qΦa(γ). Hence, R

(p)
a (

√
qγ,β) is the solution

R
(p)
a (

√
qγ,β) = Qa exp

[
− q

2

∑

b
1,...,bq−1∈A

Φ2
ab

1···bq−1(γ)

q−1∏

i=1

R
(p)

b
i (

√
qγ,β)

]
. (F.21)

Now the above equation agrees exactly with Eq. (E.4) for {W pure
a }a∈A. Since the polynomial

upstairs is well-played by Lemma D.2, this equation has a unique solution due to Lemma B.6, and
so

R
(p)
a (

√
qγ,β) = W pure

a (γ,β), for all a ∈ A. (F.22)
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Agreement of Vp(Gq,γ,β) with ν
[q]
p (γ,β). — The remaining task is to relate ν

[q]
p (γ,β) with

Vp(Gq,γ,β). Returning to Eq. (F.7), we can modify it using Eqs. (F.9), (F.12) and (F.15) to obtain

ν [q]p (γ,β) =
i√
2q

∑

a1,··· ,aq∈B
Φ
âb̂

1···b̂q−1

q∏

i=1

[
1

2
QâH

(p)(âi∗)]. (F.23)

Since the summand is independent of ai0, we can sum over âi ∈ A instead of ai ∈ B, killing factors
of 1/2 to get

ν [q]p (γ,β) =
i√
2q

∑

â
1,··· ,âq∈A

Φ
âb̂

1···b̂q−1

q∏

i=1

R
(p)

â
i =

i√
2q

∑

a1,··· ,aq∈A
Φ
ab

1···bq−1

q∏

i=1

R
(p)
ai (F.24)

where we dropped the hats in the second equality. Thus, keeping track of explicit dependence on
(γ,β), we have

ν [q]p (
√
qγ,β) =

i√
2

∑

a1,··· ,aq∈A
Φ
ab

1···bq−1(γ)

q∏

i=1

R
(p)
ai (

√
qγ,β)

=
i√
2

∑

a1,··· ,aq∈A
Φ
ab

1···bq−1(γ)

q∏

i=1

W pure
ai (γ,β) =

1√
2
Vp(Gq,γ,β). (F.25)

The last equality follows from Eq. (E.3). This proves Theorem 3.
We now prove the lemma used above as promised.

Proof of Lemma F.1.
This proof will use notation solely in the context of [BFM+21]. In that reference, combining Eqs.
(8.20) and (8.21), for 0 ≤ m ≤ p, H(m)(a) can be written as

H(m)(a) = exp
[
− 1

2

p∑

j,k=−p

ΓjΓkajak
(
G

(m−1)
j,k

)q−1
]

(F.26)

where {G(k)}1≤k≤p are matrices with entries {G(k)}j,k and j, k ∈ {−p, . . . ,−1, 0, 1, . . . , p}.
If the iteration were to continue for one more step, we would have

H(p+1)(a) = exp
[
− 1

2

p∑

j,k=−p

ΓjΓkajak
(
G

(p)
j,k

)q−1
]

(F.27)

As discussed in [BFM+21, Section 3.2], G
(p−1)
j,k = G

(p)
j,k except when either j = 0 or k = 0. Recalling

that Γ0 = 0, we can modify Eq. (F.27) into

H(p+1)(a) = exp
[
− 1

2

p∑

j,k=−p

ΓjΓkajak
(
G

(p−1)
j,k

)q−1
]

= H(p)(a). (F.28)

This proves the lemma.
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