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Abstract

We give an algorithm that computes exact maximum flows and minimum-cost flows on
directed graphs with m edges and polynomially bounded integral demands, costs, and capacities
in m1+o(1) time. Our algorithm builds the flow through a sequence of m1+o(1) approximate
undirected minimum-ratio cycles, each of which is computed and processed in amortized mo(1)

time using a new dynamic graph data structure.
Our framework extends to algorithms running in m1+o(1) time for computing flows that

minimize general edge-separable convex functions to high accuracy. This gives almost-linear
time algorithms for several problems including entropy-regularized optimal transport, matrix
scaling, p-norm flows, and p-norm isotonic regression on arbitrary directed acyclic graphs.
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1 Introduction
The maximum flow problem and its generalization, the minimum-cost flow problem, are classic
combinatorial graph problems that find numerous applications in engineering and scientific com-
puting. These problems have been studied extensively over the last seven decades, starting from the
work of Dantzig and Ford-Fulkerson, and several important algorithmic problems can be reduced
to min-cost flows (e.g. max-weight bipartite matching, min-cut, Gomory-Hu trees). The origin of
numerous significant algorithmic developments such as the simplex method, graph sparsification,
and link-cut trees, can be traced back to seeking faster algorithms for max-flow and min-cost flow.

Formally, we are given a directed graph G = (V,E) with |V | = n vertices and |E| = m edges,
upper/lower edge capacities u+,u− ∈ RE , edge costs c ∈ RE , and vertex demands d ∈ RV with∑
v∈V dv = 0. Our goal is to find a flow f ∈ RE of minimum cost c>f that respects edge capacities

u−e ≤ fe ≤ u+
e and satisfies vertex demands d. The vertex demand constraints are succinctly

captured as B>f = d, where B ∈ RE×V is the edge-vertex incidence matrix defined as B((a,b),v) is
1 if v = a, −1 if v = b, and 0 otherwise. To compare running times, we assume that all u+

e ,u
−
e , ce

and dv are integral, and
∣∣u+
e

∣∣ , |u−e | ≤ U and |ce| ≤ C.
There has been extensive work on max-flow and min-cost flow. While we defer a longer dis-

cussion of the related works to Appendix A, a brief discussion will help place our work in context.
Starting from the first pseudo-polynomial time algorithm by Dantzig [Dan51] that ran in O(mn2U)
time, the approach to designing faster flow algorithms was primarily combinatorial, working with
various adaptations of augmenting paths, cycle cancelling, blocking flows, and capacity/cost scal-
ing. A long line of work led to a running time of Õ(mmin{m1/2, n2/3} logU) [HK73; Kar73; ET75;
GR98] for max-flow, and Õ(mn logU) [GT87] for min-cost flow. These bounds stood for decades.

In their breakthrough work on solving Laplacian systems and computing electrical flows, Spiel-
man and Teng [ST04] introduced the idea of combining continuous optimization primitives with
graph-theoretic constructions for designing flow algorithms. This is often referred to as the Lapla-
cian Paradigm. Daitch and Spielman [DS08] demonstrated the power of this paradigm by combining
Interior Point methods (IPMs) with fast Laplacian systems solvers to achieve an Õ(m1.5 log2 U)
time algorithm for min-cost flow, the first progress in two decades. A key advantage of IPMs is
that they reduce flow problems on directed graphs to problems on undirected graphs, which are
easier to work with. The Laplacian paradigm achieved several successes, including Õ(mε−1) time
(1 + ε)-approximate undirected max-flow and multicommodity flow [CKMST11; KLOS14; She13;
Pen16; She17], and an m4/3+o(1)U 1/3 time algorithm for bipartite matching and unit capacity max-
flow [Mąd13; Mąd16; LS20; KLS20; AMV20], and pm1+o(1) time unweighted p-norm minimizing
flow for large p [KPSW19; AS20].

Efficient graph data-structures have played a key role in the development of faster algorithms
for flow problems, e.g. dynamic trees [ST83]. Recently, the development of special-purpose data-
structures for efficient implementation of IPM-based algorithms has led to progress on min-cost flow
for some cases – including an Õ(m logU + n1.5 log2 U) time algorithm [BLSS20; BLNPSSSW20;
BLLSSSW21], an Õ(n logU) time algorithm for planar graphs [DLY21; DGGLPSY22], and small
improvements for general graphs, resulting in an Õ(m3/2−1/58 logO(1) U) time algorithm for min-
cost flow [BGS21; GLP21; AMV21; BGJLLPS21]. Yet, despite this progress, the best running time
bounds in general graphs are far from linear. We give the first almost-linear time algorithm for
min-cost flow, achieving the optimal running time up to subpolynomial factors.

Theorem 1.1. There is an algorithm that, on a graph G = (V,E) with m edges, vertex demands,
upper/lower edge capacities, and edge costs, all integral with capacities bounded by U and costs
bounded by C, computes an exact min-cost flow in m1+o(1) logU logC time with high probability.
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Our algorithm implements a new IPM that solves min-cost flow via a sequence of slowly-changing
undirected min-ratio cycle subproblems. We exploit randomized tree-embeddings to design new
data-structures to efficiently maintain approximate solutions to these subproblems.

A direct reduction from max-flow to min-cost flow gives us an algorithm for max-flow with only
a logU dependence on the capacity range U .1

Corollary 1.2. There is an algorithm that on a graph G with m edges with integral capacities in
[1, U ] computes a maximum flow between two vertices in time m1+o(1) logU with high probability.

By classic capacity scaling techniques [Gab85; GT88b; AGOT92], it suffices to work with graphs
with U,C = poly(m) to show Theorem 1.1 and Corollary 1.2. For completeness, we include our
version of the reductions in Appendix C, as we could not find a readily citable version.

1.1 Applications

Our result in Theorem 1.1 has a wide range of applications. By standard reductions, it gives the first
m1+o(1) time algorithm for the bipartite matching problem and m1+o(1) logU logC time algorithms
for its generalizations, including the worker assignment and optimal transport problems.

In directed graphs with possibly negative edge weights, assuming integral weights bounded by
W in absolute value, we obtain the first almost-linear time algorithm to compute single-source
shortest paths and to detect a negative cycle, running in m1+o(1) logW time (see Appendix D for
a reduction). In an independent work, Bernstein, Nanongkai, and Wulff-Nilsen [BNW22] claim the
first m · poly(logm) logW time algorithm for this problem.

Using recent reductions from various connectivity problems to max-flow, we also obtain the first
m1+o(1) time algorithms for various such problems, most prominently to compute vertex connectiv-
ity and Gomory-Hu trees in undirected, unweighted graphs, and (1 + ε)-approximate Gomory-Hu
trees in undirected weighted graphs. We also obtain the fastest current algorithm to find the global
min-cut in a directed graph. Finally, we obtain the first almost linear time algorithms to compute
approximate sparsest cuts in directed graphs. We defer the discussion of these results and precise
statements to Appendix D.

Additionally, we extend our algorithm to compute flows that minimize general edge-separable
convex objectives. This allows us to solve regularized versions of optimal transport (equivalently,
matrix scaling), as well as p-norm flow problems and p-norm isotonic regression for all p ∈ [1,∞].
We state an informal version of our main result Theorem 10.13 on general convex flows.

Informal Theorem 1.3. Consider a graph G with demands d, and an edge-separable convex cost
function cost(f) = ∑

e coste(fe) for “computationally efficient” edge costs coste. Then in m1+o(1)

time, we can compute a (fractional) flow f that routes demands d and cost(f) ≤ cost(f∗) +
exp(− logC m) for any constant C > 0, where f∗ minimizes cost(f∗) over flows with demands d.

We remark that the optimal solution f∗ to the above convex flow problem can be non-integral,
whereas in the case of max-flow and min-cost flow with integral demands/capacities, there exists
an integral optimal flow.

1.2 Key Technical Contributions

Towards proving our results, we make several algorithmic contributions. We informally describe
the key pieces here, and present a more detailed overview in Section 2.

1s, t max-flow can be reduced to min cost circulation by adding a new edge t→ s with lower capacity 0 and upper
capacity mU. Set all demands to be 0. The cost of the t→ s edge is −1. All other edges have zero cost.

2



Our first contribution is a new potential reduction IPM for min-cost flow, inspired by [Kar84],
that reduces min-cost flow to a sequence ofm1+o(1) slowly-changing instances of undirected minimum-
ratio cycle. Each instance of undirected min-ratio cycle is specified by an undirected graph where
every edge e is assigned a positive length `e and a signed gradient ge, and the goal is to find a
circulation c ∈ RE , i.e. c satisfies B>c = 0, with the smallest ratio g>c/‖Lc‖1, where L = diag(`)
is the diagonal length matrix. Note that the graph is undirected in the sense that each edge can be
traversed in either direction, and has the same length in either direction, however, the contribution
of the edge gradient changes sign depending on the direction that the edge is traversed in.

Below is an informal statement summarizing the IPM guarantees proven in Section 4.

Informal Theorem 1.4 (`1 IPM Algorithm). We give an IPM algorithm that reduces solving min-
cost flow exactly to sequentially solving m1+o(1) instances of undirected min-ratio cycle, each up to
an mo(1) approximation. Further, the resulting problem instances are “stable”, i.e. they satisfy, 1)
the direction from the current flow to the (unknown) optimal flow is a good enough solution for each
of the instances, and, 2) the length and gradient input parameters to the instances change only for
an amortized mo(1) edges every iteration.

The standard IPM approach reduces min-cost flow to solving Õ(
√
m) instances of electrical flow,

which is an `2 minimization problem, to constant accuracy. At the cost of solving a larger number
of resulting subproblems, our algorithm offers several advantages – undirected min-ratio cycle is
an `1 minimization problem which is hopefully simpler (e.g. note that the optimal solution must
be a simple cycle) and we can afford a large mo(1) approximation factor in the subproblems. Most
analogous to our approach is an early interior point method by [WZ92]2 which solved minimum
cost flow using (exact) `1 min-ratio cycle subproblems. Their subproblems, however, do not satisfy
the stability guarantees that are essential for our approach to quickly solving the subproblems
approximately. Our IPM is robust to updates with much worse approximation factors than those
required in the the recent works on robust interior point methods ([CLS19] and many later works)
and establishes a different notion of stability w.r.t. gradients, lengths, and solution witnesses. This
perspective may be of independent interest.

In contrast to most IPMs that work with the log barrier, our IPM uses a power barrier which
aggressively penalizes constraints that are very close to being violated, more so than the usual log
barrier. This ensures polylogarithmic bit-complexity throughout our algorithm.

Since a large approximation suffices, one can use a probabilistic low stretch spanning tree T
[AKPW95; AN19] computed with respect to the lengths ` and use a fundamental tree cycle to find
an Õ(1) approximate solution in time Õ(m) (see Section 2.2). However, the changes to gradient
and lengths by the IPM due to the flow updates during the IPM iterations forces us to compute a
new probabilistic low stretch spanning tree T ′ with respect to the new edge lengths. But computing
a new tree in time Ω(m) per iteration results in much too large a runtime.

Our approach instead rebuilds only parts of the probabilistic low-stretch spanning tree after each
IPM iteration to adapt to the changes in lengths. To implement this, we design a data structure
which maintains a recursive sequence of instances of the min-ratio cycle problem on graphs with
fewer vertices and fewer edges. These smaller instances give worse approximate solutions, but are
cheaper to maintain. We use a j-tree style approach [Mąd10] where we interleave vertex reduction
by partial embeddings into trees with edge reductions via spanners, and exploit the stability of the
IPM. However, using a j-tree as in [Mąd10] naïvely still requires m1+o(1) time per instance. Our
second contribution is to push this approach much further, to give a randomized data structure
that can return mo(1) approximate solutions to all m1+o(1) undirected min-ratio cycle instances

2We thank an attentive reader for making us aware of this connection.
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generated by the IPM in m1+o(1) total time. Our approach leads to a strong form of a dynamic
vertex sparsifier (in the spirit of [CGHPS20]). The stability of the instances generated by our IPM
algorithm is essential to achieve low amortized time per instance.

Informal Theorem 1.5 (Hidden Stable-Flow Chasing. Theorem 6.2). We design a randomized
data structure for approximately solving a sequence of “stable” (as defined in Informal Theorem 1.4)
undirected min-ratio cycle instances. The data structure maintains a collection of mo(1) spanning
trees and supports the following operations with high probability in amortized mo(1) time: 1) Return
an mo(1)-approximate min-ratio cycle (implicitly represented as the union of mo(1) off-tree edges and
tree paths on one of the maintained trees), 2) route a circulation along such a cycle 3) insert/delete
edge e, or update ge and `e, and 4) identify edges that have accumulated significant flow.

To achieve efficient edge reduction over the entire sequence of subproblems, we give an algorithm
that can efficiently maintain a spanner of a given graph (a sparse subgraph that can embed the
original graph using short paths) with explicit embeddings under edge deletions/insertions and
vertex splits. Removing edges can completely destroy the min-ratio cycles in the graph. However,
in that case, we can find a good approximate min-ratio cycle using the removed edges along with
their explicit spanner embeddings. This spanner is our third key contribution.

Informal Theorem 1.6 (Dynamic Spanner w/ Embeddings. Theorem 5.1). We give a random-
ized data-structure that for an unweighted, undirected graph G undergoing edge updates (inser-
tions/deletions/vertex splits), maintains a subgraph H with Õ(n) edges, along with an explicit path
embedding of every e ∈ G into H of length mo(1). The amortized number of edge changes in H is
mo(1) for every edge update. Moreover, the set of edges that are embed into a fixed edge e ∈ H is
decremental for all edges e, except for an amortized set of mo(1) edges per update.

This algorithm can be implemented efficiently.

By designing a spanner which changes very little under input graph modifications including
edge insertions/deletions and vertex splits, we make it possible to dynamically combine edge and
vertex sparsification very efficiently, even in a recursive construction.

Finally, note that our data-structures for hidden stable-flow chasing and spanner maintenance
are utilized to efficiently implementing the `1 IPM algorithm. Thus, the subsequent undirected min-
ratio cycle instances can change depending on the approximately optimal cycles returned by our
algorithm. In the terminology of dynamic graph algorithms, the sequence of undirected min-ratio
cycle problems we need to solve is not oblivious (to the answers returned by the algorithm). This
adaptivity creates significant additional challenges for the data-structures that need addressing.

1.3 Paper Organization

The remainder of the paper is organized as follows. In Section 2 we elaborate on each major piece
of our algorithm: the `1-IPM based on undirected minimum-ratio cycles, the construction of the
data structure for maintaining undirected minimum-ratio cycles for “stable” update sequences, and
a spanner with explicit path embeddings in dynamic graphs. In Section 3 we give the preliminaries.

The algorithm to obtain our main result (Theorem 1.1), the min-cost flow algorithm, is given on
pages 24-72 in Sections 4-9, with some omitted proofs in Appendix B. The rest of the paper addresses
generalization to convex costs, connections to the broader flow literature, and applications.

In Section 4 we give an iterative method which shows that a minimum cost flow can be computed
to high accuracy in m1+o(1) iterations, each of which augments by a mo(1)-approximate undirected
minimum-ratio cycle. In Section 5 we construct our dynamic spanner with path embeddings.
The goal of Sections 6 to 8 is to show our main data structure (Theorem 6.2) for maintaining
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undirected minimum-ratio cycles. Section 6 sets up the framework for describing “stable” update
sequences, and describes the main data structure components. Section 7 formally constructs the
data structure modulo a technical issue, which we resolve by introducing and solving the rebuilding
game in Section 8. In Section 9 we combine all the pieces we have developed to give a min-cost
flow algorithm running in time m1+o(1).

In the last part of the paper, Section 10, we extend the IPM analysis to handle general
edge-separable convex, nonlinear objectives, such as normed flows, isotonic regression, entropy-
regularized optimal transport, and matrix scaling.

The appendix contains an overview of previous max-flow and min-cost flow approaches in Ap-
pendix A, omitted proofs in Appendix B, a proof of capacity scaling for min-cost flows in Ap-
pendix C, and an extensive description of applications of our algorithms in Appendix D.

2 Overview
In this section, we give a technical overview of the key pieces developed in this paper. Section 2.1
describes an optimization method based on interior point methods that reduces min-cost flow to
a sequence of m1+o(1) undirected minimum-ratio cycle computations. In particular, we reduce the
problem to computing approximate min-ratio cycles on a slowly changing graph. This can be
naturally formulated as a data structure problem of maintaining min-ratio cycles approximately on
a dynamic graph.

We build a data structure for solving this dynamic min-ratio cycle problem and solve it with
mo(1) amortized time per cycle update for our IPM, giving an overall running time of m1+o(1).
Section 2.2 gives an overview of our data structure for this dynamic min-ratio cycle problem, with
pointers to the rest of the overview which provides a more in-depth picture of the construction. The
data structure creates a recursive hierarchy of graphs with fewer and fewer vertices and edges. In
Section 2.3 we describe how to reduce the number of vertices, before describing the overall recursive
data structure in Section 2.4. Naïvely, the resulting data structure works only against oblivious
adversaries where updates and queries to the data structure are fixed beforehand. We cannot utilize
it directly because the optimization routine updates the dynamic graph based on past outputs from
the data structure. Therefore, the cycles output by the data structure may not be good enough
to make progress. Section 2.5 discusses the interaction between the optimization routine and the
data structure when we directly apply it. It turns out one can leverage properties of the interaction
and adapt the data structure for the optimization routine. Section 2.6 presents an online algorithm
that manipulates the data structure so that it always outputs cycles that are good enough to make
progress in the optimization routine. Finally, the overview ends with Section 2.7 which gives an
outline of our dynamic spanner data structure. We use this spanner to reduce the number of edges
at each level of our recursive hierarchy, one of the main algorithmic elements of our data structure.

2.1 Computing Min-Cost Flows via Undirected Min-Ratio Cycles

The goal of this section is to describe an optimization method which computes a min-cost flow on
a graph G = (V,E) in m1+o(1) computations of mo(1)-approximate min-ratio cycles:

min
B>∆=0

g>∆
‖L∆‖1

(1)

for gradient g ∈ RE and lengths L = diag(`) for ` ∈ RE>0. Note that the value of this objective is
negative, as −∆ is a circulation if ∆ is.

5



Towards this, we work with the linear-algebraic setup of the min-cost flow problem:

f∗ ∈ arg min
B>f=d

u−e ≤fe≤u+
e for all e∈E

c>f (2)

for demands d ∈ RE , lower and upper capacities u−,u+ ∈ RE , and cost vector c ∈ RE . Our goal
is to compute an optimal flow f∗. Let F ∗ = c>f∗ be the optimal cost.

Our algorithm is based on a potential reduction interior point method [Kar84], where each
iteration we reduce the value of the potential function

Φ(f) def= 20m log(c>f − F ∗) +
∑
e∈E

(
(u+

e − fe)−α + (fe − u−e )−α
)

(3)

for α = 1/(1000 logmU). The reader can think of the barrier x−α as the more standard − log x
for simplicity instead. We use x−α to ensure that all lengths/gradients encountered during the
algorithm can be represented using Õ(1) bits, and explain why this holds later in the section.
When Φ(f) ≤ −200m logmU , we can terminate because then c>f − F ∗ ≤ (mU)−10, at which
point standard techniques let us round to an exact optimal flow [DS08]. Thus if we can reduce the
potential by m−o(1) per iteration, the method terminates in m1+o(1) iterations.

Previous analyses of IPMs used `2 subproblems, i.e. replacing the `1 norm in (1) with an `2
norm, which can be solved using a linear system. [Kar84] shows that using `2 subproblems such a
method converges in Õ(m) iterations. Later analyses of path-following IPMs [Ren88] showed that
a sequence of Õ(

√
m) `2 subproblems suffice to give a high-accuracy solution. Surprisingly, we are

able to argue that a solving sequence of Õ(m) `1 minimizing subproblems of the form in (1) suffice
to give a high accuracy solution to (2). In other words, changing the `2 norm to an `1 norm does
not increase the number of iterations in a potential reduction IPM. The use of an `1-norm-based
subproblem gives us a crucial advantage: Problems of this form must have optimal solutions in the
form of cycles—and our new algorithm finds approximately optimal cycles vastly more efficiently
than any known approaches for `2 subproblems.

There are several reasons we choose to use a potential reduction IPM with this specific potential.
The most important reason is the flexibility of a potential reduction IPM allows our data structure
for maintaining solutions to (1) to have large mo(1) approximation factors. This contrasts with
recent works towards solving min-cost flow and linear programs using a robust IPM (see [CLS19]
or the tutorial [LV21]), which require (1 + o(1))–approximate solutions for the iterates.

Finally, we use the barrier x−α as opposed to the more standard logarithmic barrier in order to
guarantee that all lengths/gradients encountered during the method are bounded by exp(logO(1)m)
throughout the method. This follows because if (u+

e − fe)−α ≤ Õ(m), then

u+
e − fe ≥ Õ(m)−1/α ≥ exp(−O(log2 Um)).

Such a guarantee does not hold for the logarithmic barrier.3
To conclude, we discuss a few specifics of the method, such as how to pick the lengths and

gradients, and how to prove that the method makes progress. Given a current flow f we define the
gradient and lengths we use in (1) as g(f) def= ∇Φ(f) and `(f)e

def=
(
u+
e − fe

)−1−α+(fe − u−e )−1−α.
Now, let ∆ be a circulation with g(f)>∆/ ‖L∆‖1 ≤ −κ for some κ < 1/100, scaled so that
‖L∆‖1 = κ/50. A direct Taylor expansion shows that Φ(f + ∆) ≤ Φ(f)− κ2/500 (Lemma 4.4).

3The reason that path-following IPMs for max-flow [DS08] do not encounter this issue is because one can show
that primal-dual optimality actually guarantees that the lengths/resistances are polynomially bounded. We do not
maintain any dual variables, so such a guarantee does not hold for our algorithm.
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Hence it suffices to show that such a ∆ exists with κ = Ω̃(1), because then a data structure
which returns an mo(1)-approximate solution still has κ = m−o(1), which suffices. Fortunately, the
witness circulation ∆(f)∗ = f∗ − f satisfies g(f)>∆/ ‖L∆‖1 ≤ −Ω̃(1) (Lemma 4.7).

We emphasize that the fact that f∗ − f is a good enough witness circulation for the flow f is
essential for proving that our randomized data structures suffice, even though the updates seem
adaptive. At a high level, this guarantee helps because even though we do not know the witness
circulation f∗−f , we know how it changes between iterations, because we can track changes in f .
We are able to leverage such guarantees to make our data structures succeed for the updates coming
from the IPM. To achieve this, we end up carefully designing our adversary model with enough
power to capture our IPM, but with enough restrictions that our min-ratio cycle data structure to
win against the adversary. We elaborate on this point in Sections 2.2 and 2.5.

2.2 High Level Overview of the Data Structure for Dynamic Min-Ratio Cycle

As discussed in the previous section, our algorithm computes a min-cost flow by solving a sequence of
m1+o(1) min-ratio cycle problems minB>∆=0 g

>∆/‖L∆‖1 tomo(1) multiplicative accuracy. Because
our IPM ensures stability for lengths and gradients (see Lemmas 4.9 and 4.10), and is even robust to
approximations of lengths and gradients, we can show that over the course of the algorithm we only
need to update the entries of the gradients g and lengths ` at most m1+o(1) total times. Efficiency
gains based on leveraging stability has appeared in the earliest works on efficiently maintaining
IPM iterates [Kar84; Vai90] as well as most recent progress on speeding up linear programs.

Warm-Up: A Simple, Static Algorithm. A simple approach to finding an Õ(1)-approximate
min-ratio cycle is the following: given our graph G, we find a probabilistic low stretch spanning tree
T , i.e., a tree such that for each edge e = (u, v) ∈ G, the stretch of e, defined as strT,`e

def=
∑

f∈T [u,v] `(f)
`(e)

where T [u, v] is the unique path from u to v along the tree T , is Õ(1) in expectation. Such a tree
can be found in Õ(m) time [AKPW95; AN19].

Let ∆∗ be the witness circulation that minimizes (1), and assume wlog that ∆∗ is a cycle that
routes one unit of flow along the cycle. We assume for convenience, that edges on ∆∗ are oriented
along the flow direction of ∆∗, i.e. that ∆∗ ∈ RE≥0. Then, for each edge e = (u, v) on the cycle ∆∗,
the fundamental tree cycle of e in T denoted e ⊕ T [v, u], representing the cycle formed by edge e
concatenated with the path in T from its endpoint v to u. To work again with vector notation, we
denote by p(e⊕ T [v, u]) ∈ RE the vector that sends one unit of flow along the cycle e⊕ T [v, u] in
the direction that aligns with the orientation of e. A classic fact from graph theory now states that
∆∗ = ∑

e:∆∗e>0 ∆∗e · p(e ⊕ T [v, u]) (note that the tree-paths used by adjacent off-tree edges cancel
out, see Figure 1). In particular, this implies that g>∆∗ = ∑

e:∆∗e>0 ∆∗e · g>p(e⊕ T [v, u]).
This fact will allow us to argue that with probability at least 1

2 , one of the tree cycles is an Õ(1)-
approximate solution to (1). Therefore, since the stretch strT,`e of edges e ∈ E is small in expectation,
we can, by Markov’s inequality, argue that with probability at least 1

2 , the circulation ∆∗ is not
stretched by too much. Formally, we have that ∑e:∆∗e>0 ∆∗e · ‖L p(e ⊕ T [v, u])‖1 ≤ γ‖L∆∗‖1 for
γ = Õ(1). Combining our insights, we can thus derive that

g>∆∗

‖L∆∗‖1
≥ 1
γ
·
∑
e:∆∗e>0 ∆∗e · g>p(e⊕ T [v, u])∑

e:∆∗e>0 ∆∗e · ‖L p(e⊕ T [v, u])‖1
≥ 1
γ

min
e:∆∗e>0

g>p(e⊕ T [v, u])
‖L p(e⊕ T [v, u])‖1

where the last inequality follows from the fact that mini∈[n]
xi
yi
≤
∑

i∈[n] xi∑
i∈[n] yi

(recall also that g>∆∗
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Figure 1: Illustrating the decomposition ∆∗ = ∑
e:∆∗e>0 ∆∗e · p(e ⊕ T [v, u]) of a circulation into

tree cycles given by off-trees and the corresponding tree paths.

is negative). But this exactly says that for the edge e minimizing the expression on the right, the
tree cycle e⊕ T [v, u] is a γ-approximate solution to (1), as desired.

Since the low stretch spanning tree T stretches circulation ∆∗ reasonably with probability at
least 1

2 , we could boost the probability by sampling Õ(1) trees T1, T2, . . . , Ts independently at
random and conclude that w.h.p. one of the fundamental tree cycles gives an approximate solution
to (1).

Unfortunately, after updating the flow f to f ′ along such a fundamental tree cycle, we cannot
reuse the set of trees T1, T2, . . . , Ts because the next solution to (1) has to be found with respect
to gradients g(f ′) and lengths `(f ′) depending on f ′ (instead of g = g(f) and ` = `(f)). But
g(f ′) and `(f ′) depend on the randomness used in trees T1, T2, . . . , Ts. Thus, naively, we have to
recompute all trees, spending again Ω(m) time. But this leads to run-time Ω(m2) for our overall
algorithm which is far from our goal.

A Dynamic Approach. Thus we consider the data structure problem of maintaining an mo(1)

approximate solution to (1) over a sequence of at most m1+o(1) changes to entries of g, `. To
achieve an almost linear time algorithm overall, we want our data structure to have an amortized
mo(1) update time. Motivated by the simple construction above, our data structure will ultimately
maintain a set of s = mo(1) spanning trees T1, . . . , Ts of the graph G. Each cycle ∆ that is returned
is represented by mo(1) off-tree edges and paths connecting them on some Ti.

To obtain an efficient algorithm to maintain these trees Ti, we turn to a recursive approach. In
each level of our recursion, we first reduce the number of vertices, and then the number of edges in
the graphs we recurse on. To reduce the number of vertices, we produce a core graph on a subset of
the original vertex set, and we then compute a spanner of the core graph which reduces the number
of edges. Both of these objects need to be maintained dynamically, and we ensure they are very
stable under changes in the graphs at shallower levels in the recursion. In both cases, our notion
of stability relies on some subtle properties of the interaction between the data structure and the
hidden witness circulation.

We maintain a recursive hierarchy of graphs. At the top level of our hierarchy, for the input
graph G, we produce B = O(logn) core graphs. To obtain each such core graph, for each i ∈ [B], we
sample a (random) forest Fi with Õ(m/k) connected components for some size reduction parameter
k. The associated core graph is the graph G/Fi which denotes G after contracting the vertices in
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the same components of Fi. We can define a map that lifts circulations ∆̂ in the core graph G/Fi, to
circulations ∆ in the graph G by routing flow along the contracted paths in Fi. The lengths in the
core graph ̂̀ (again let L̂ = diag( ̂̀)) and are chosen to upper bound the length of circulations when
mapped back into G such that ‖L̂∆̂‖1 ≥ ‖L∆‖1. Crucially, we must ensure these new lengths ̂̀do
not stretch the witness circulation ∆∗ when mapped into G/Fi by too much, so we can recover it
from G/Fi. To achieve this goal, we choose Fi to be a low stretch forest, i.e. a forest with properties
similar to those of a low stretch tree. In Section 2.3, we summarize the central aspects of our core
graph construction.

While each core graph G/Fi now has only Õ(m/k) vertices, it still has m edges which is too
large for our recursion. To overcome this issue we build a spanner S(G,Fi) on G/Fi to reduce the
number of edges to Õ(m/k), which guarantees that for every edge e = (u, v) that we remove from
G/Fi to obtain S(G,Fi), there is a u-to-v path in S(G,Fi) of length mo(1). Ideally, we would now
recurse on each spanner S(G,Fi), again approximating it with a collection of smaller core graphs
and spanners. However, we face an obstacle: removing edges could destroy the witness circulation,
so that possibly no good circulation exists in any S(G,Fi). To solve this problem, we compute an
explicit embedding ΠG/Fi→S(G,Fi) that maps each edge e = (u, v) ∈ G/Fi to a short u-to-v path
in S(G,Fi). We can then show the following dichotomy: Let ∆̂(f)∗ denote the witness circulation
when mapped into the core graph G/Fi. Then, either one of the edges e ∈ EG/Fi \ ES(G,Fi) has a
spanner cycle consisting of e combined with ΠG/Fi→S(G,Fi)(e) which is almost as good as ∆̂(f)∗, or
re-routing ∆̂(f)∗ into S(G,Fi) roughly preserves its quality. Figure 2 illustrates this dichotomy.
Thus, either we find a good cycle using the spanner, or we can recursively find a solution on S(G,Fi)
that almost matches ∆̂(f)∗ in quality. To construct our dynamic spanner with its strong stability
guarantees under changes in the input graph, we use a new approach that diverges from other
recent works on dynamic spanners; we give an outline of the key ideas in Section 2.7.

Our recursion uses d levels, where we choose the size reduction factor k such that kd ≈ m and
the bottom level graphs have mo(1) edges. Note that since we build B trees on G and recurse on the
spanners of G/F1, G/F2, . . . , G/FB, our recursive hierarchy has a branching factor of B = O(logn)
at each level of recursion. Thus, choosing d ≤

√
logn, we get Bd = mo(1) leaf nodes in our recursive

hierarchy. Now, consider the forests Fi1 , Fi2 , . . . , Fid on the path from the top of our recursive
hierarchy to a leaf node. We can patch these forests together to form a tree associated with the leaf
node. Each of these trees, we maintain as a link-cut tree data structure. Using this data structure,
whenever we find a good cycle, we can route flow along it and detect edges where the flow has
changed significantly. The cycles are either given by an off-tree edge or a collection of mo(1) off-tree
edges coming from a spanner cycle. We call the entire construction a branching tree chain, and in
Section 2.4, we elaborate on the overall composition of the data structure.

What have we achieved using this hierarchical construction compared to our simple, static
algorithm? First, consider the setting of an oblivious adversary, where the gradient and length
update sequences and the optimal circulation after each update is fixed in advance. In this setting,
we can show that our spanner-of-core graph construction can survive throughm1−o(1)/ki updates at
level i. Meanwhile, we can rebuild these constructions in timem1+o(1)/ki−1, leading to an amortized
cost per update of kmo(1) ≤ mo(1) at each level. This gives the first dynamic data structure for our
undirected min-ratio problem with mo(1) query time against an oblivious adversary.

However, our real problem is harder: the witness circulation in each round is ∆(f)∗ = f∗ − f
and depends on the updates we make to f , making our problem adaptive. Instead of modelling
our IPM as giving rise to a fully-dynamic problem against an adaptive adversary, the promise that
the witness circulation can always be written as f∗ − f lets us express the IPM with an adversary
that is much more restricted. Our data structure needs to ensure that the flow f∗ − f is stretched
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<latexit sha1_base64="mzOOqcGSXB3loFrhyXs9aLdMplY=">AAAB6nicbVBNS8NAEJ3Ur1q/qh69LBahp5JIUY8FLx4r2g9oQ9lsJ+3SzSbsboQS+hO8eFDEq7/Im//GbZuDtj4YeLw3w8y8IBFcG9f9dgobm1vbO8Xd0t7+weFR+fikreNUMWyxWMSqG1CNgktsGW4EdhOFNAoEdoLJ7dzvPKHSPJaPZpqgH9GR5CFn1FjpAQfeoFxxa+4CZJ14OalAjuag/NUfxiyNUBomqNY9z02Mn1FlOBM4K/VTjQllEzrCnqWSRqj9bHHqjFxYZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTsiF4qy+vk/Zlzbuq1e/rlUY1j6MIZ3AOVfDgGhpwB01oAYMRPMMrvDnCeXHenY9la8HJZ07hD5zPH+nLjXw=</latexit>

e1

<latexit sha1_base64="Wx6BWw46ttyR4LOKooh//CPtmMY=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VJJS1GPBi8eK9gPaUDbbSbt0swm7G6GE/gQvHhTx6i/y5r9x2+agrQ8GHu/NMDMvSATXxnW/nY3Nre2d3cJecf/g8Oi4dHLa1nGqGLZYLGLVDahGwSW2DDcCu4lCGgUCO8Hkdu53nlBpHstHM03Qj+hI8pAzaqz0gIPaoFR2q+4CZJ14OSlDjuag9NUfxiyNUBomqNY9z02Mn1FlOBM4K/ZTjQllEzrCnqWSRqj9bHHqjFxaZUjCWNmShizU3xMZjbSeRoHtjKgZ61VvLv7n9VIT3vgZl0lqULLlojAVxMRk/jcZcoXMiKkllClubyVsTBVlxqZTtCF4qy+vk3at6l1V6/f1cqOSx1GAc7iACnhwDQ24gya0gMEInuEV3hzhvDjvzseydcPJZ87gD5zPH+tPjX0=</latexit>

e2

<latexit sha1_base64="S+DTisu2l5ZAk7n1enoBij6x3GE=">AAAB6nicbVBNS8NAEJ34WetX1aOXxSL0VBIt6rHgxWNF+wFtKJvtpF262YTdjVBCf4IXD4p49Rd589+4bXPQ1gcDj/dmmJkXJIJr47rfztr6xubWdmGnuLu3f3BYOjpu6ThVDJssFrHqBFSj4BKbhhuBnUQhjQKB7WB8O/PbT6g0j+WjmSToR3QoecgZNVZ6wP5lv1R2q+4cZJV4OSlDjka/9NUbxCyNUBomqNZdz02Mn1FlOBM4LfZSjQllYzrErqWSRqj9bH7qlJxbZUDCWNmShszV3xMZjbSeRIHtjKgZ6WVvJv7ndVMT3vgZl0lqULLFojAVxMRk9jcZcIXMiIkllClubyVsRBVlxqZTtCF4yy+vktZF1buq1u5r5Xolj6MAp3AGFfDgGupwBw1oAoMhPMMrvDnCeXHenY9F65qTz5zAHzifP+zTjX4=</latexit>

e3

<latexit sha1_base64="NHW0j8D7Ag2s1DvF5ho/WyRa78w=">AAACInicbVBNS8NAEN3U7/pV9ehlsQoVpCZF/LgJovVY0dZCU8JmO22XbjZhdyOUkN/ixb/ixYOingR/jJvag1YfDDzem2Fmnh9xprRtf1i5qemZ2bn5hfzi0vLKamFtvaHCWFKo05CHsukTBZwJqGumOTQjCSTwOdz6g7PMv70DqVgobvQwgnZAeoJ1GSXaSF7hBDo9UHgbsMsEPveSKt6/8FiKXQU6YCJWmegGRPcp4cl1WqruGX833fYKRbtsj4D/EmdMimiMmld4czshjQMQmnKiVMuxI91OiNSMckjzbqwgInRAetAyVJAAVDsZvZjiHaN0cDeUpoTGI/XnREICpYaBbzqzW9Wkl4n/ea1Yd4/bCRNRrEHQ70XdmGMd4iwv3GESqOZDQwiVzNyKaZ9IQrVJNW9CcCZf/ksalbJzWD64qhRPS+M45tEm2kIl5KAjdIouUQ3VEUX36BE9oxfrwXqyXq3379acNZ7ZQL9gfX4BhIiiXQ==</latexit>

2/;2b e 2 EG/Fi
\ ES(G,Fi)

Figure 2: Illustration of a dichotomy: either one of the edges e ∈ EG/Fi \ ES(G,Fi) has a spanner
cycle consisting of e combined with ΠG/Fi→S(G,Fi)(e) which is almost as good as ∆̂(f)∗, or re-
routing ∆̂(f)∗ into S(G,Fi) roughly preserves its quality.

by mo(1) on average w.r.t. the lengths `. At a high level, we achieve this by forcing the forests
at every level to have stretch 1 on edges where fe changes significantly and could affect the total
stretch of our data structure on f∗ − f . Section 2.5 describes the guarantees we achieve using this
strategy. However, the data structure at this point is not yet guaranteed to succeed. Instead, we
very carefully characterize the failure condition. In particular, to induce a failure, the adversary
must create a situation where the current value of ‖L∆(f)∗‖1 is significantly less than the value
when the levels of our data structure were last rebuilt. This means we can counteract from this
failure by rebuilding the data structure levels. Due to the high cost of rebuilding the shallowest
levels of the data structure, naïvely rebuilding the entire data structure is much too expensive, and
we need a more sophisticated strategy. We describe this strategy in Section 2.6, where we design a
game that expresses the conflict between our data structure and the adversary, and we show how
to win this game without paying too much runtime for rebuilds.

2.3 Building Core Graphs

In this section, we describe our core graph construction (Definition 6.7), which maps our dynamic
undirected min-ratio cycle problem on a graph G with at most m edges and vertices into a problem
of the same type on a graph with only Õ(m/k) vertices and m edges, and handles Õ(m/k) updates
to the edges before we need to rebuild it. Our construction is based on constructing low-stretch
decompositions using forests and portal routing (Lemma 6.5). We first describe how our portal

10



routing uses a given forest F to construct a core graph G/F . We then discuss how to use a collection
of (random) forests F1, . . . , FB to produce a low-stretch decomposition of G, which will ensure that
one of the core graphs G/Fi preserves the witness circulation well. Portal routings played a key
role in the ultrasparsifiers of [ST04] and has been further developed in many works since.

Forest Routings and Stretches. To understand how to define the stretch of an edge e with
respect to a forest F , it is useful to define how to route an edge e in F . Given a spanning forest
F , every path and cycle in G can be mapped to G/F naturally (where we allow G/F to contain
self-loops). On the other hand if every connected component in F is rooted, where rootFu denotes
the root corresponding to a vertex u ∈ V , we can map every path and cycle in G/F back to G
as follows. Let P = e1, . . . , ek be any (not necessarily simple) path in G/F where the preimage of
every edge ei is eGi = (uGi , vGi ) ∈ G. The preimage of P , denoted PG, is defined as the following
concatenation of paths:

PG
def=

k⊕
i=1

F [rootFuGi , u
G
i ]⊕ eGi ⊕ F [vGi , rootFvGi ],

where we use A⊕B to denote the concatenation of paths A and B, and F [a, b] to denote the unique
ab-path in the forest F. When P is a circuit (i.e. a not necessarily simple cycle), PG is a circuit in
G as well. One can extend these maps linearly to all flow vectors and denote the resulting operators
as ΠF : RE(G) → RE(G/F ) and Π−1

F : RE(G/F ) → RE(G). Since we let G/F have self-loops, there is
a bijection between edges of G and G/F and thus ΠF acts like the identity function.

To make our core graph construction dynamic, the key operation we need to support is the
dynamic addition of more root nodes, which results in forest edges being deleted to maintain the
invariant each connected component has a root node. Whenever an edge is changing in G, we
ensure that G/F approximates the changed edge well by forcing both its endpoints to become root
notes, which in turn makes the portal routing of the new edge trivial and this guarantees its stretch
is 1. An example of this is shown in Figure 3.

For any edge eG = (uG, vG) in G with image e in G/F , we set ̂̀Fe , the edge length of e in G/F ,
to be an upper bound on the length of the forest routing of e, i.e. the path F [rootF

uG
, uG] ⊕ eG ⊕

F [vG, rootF
vG

]. Meanwhile, we define s̃tre
def= ̂̀F

e /`e, as an overestimate on the stretch of e w.r.t. the
forest routing. A priori, it is unclear how to provide a single upper bound on the stretch of every
edge, as the root nodes of the endpoints are changing over time. Providing such a bound for every
edge is important for us as the lengths in G/F could otherwise be changing too often when the
forest changes. We guarantee these bounds by scheme that makes auxiliary edge deletions in the
forest in response to external updates, with these additional roots chosen carefully to ensure the
length upper bounds.

Now, for any flow f in G/F , its length in G/F is at least the length of its pre-image in G, i.e.∥∥∥LΠ−1
F f

∥∥∥
1
≤
∥∥∥L̂Ff∥∥∥

1
. Let ∆∗ be the optimal solution to (1). We will show later how to build F

such that
∥∥∥L̂F∆∗

∥∥∥
1
≤ γ ‖L∆∗‖1 holds for some γ = mo(1), solving (1) on G/F with edge lengtĥ̀ and properly defined gradient ĝ on G/F yields an 1

γ -approximate solution for G. The gradient
ĝ is defined so that the total gradient of any circulation ∆ on G/F and its preimage Π−1

F ∆ in G
is the same, i.e. ĝ>∆ = g>Π−1

F ∆. The idea of incorporating gradients into portal routing was
introduced in [KPSW19]; our version of this construction is somewhat different to allow us to make
it dynamic efficiently.
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<latexit sha1_base64="J2tx0DVkk0BJo4loVnAo8D/7kY0=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CbZCT2W3iHosePFYwX5Au5Rsmm1js8mSZIWy9D948aCIV/+PN/+N2XYP2vpg4PHeDDPzgpgzbVz32ylsbG5t7xR3S3v7B4dH5eOTjpaJIrRNJJeqF2BNORO0bZjhtBcriqOA024wvc387hNVmknxYGYx9SM8FixkBBsrdap06FVLw3LFrbsLoHXi5aQCOVrD8tdgJEkSUWEIx1r3PTc2foqVYYTTeWmQaBpjMsVj2rdU4IhqP11cO0cXVhmhUCpbwqCF+nsixZHWsyiwnRE2E73qZeJ/Xj8x4Y2fMhEnhgqyXBQmHBmJstfRiClKDJ9Zgoli9lZEJlhhYmxAWQje6svrpNOoe1f1y/tGpVnL4yjCGZxDDTy4hibcQQvaQOARnuEV3hzpvDjvzseyteDkM6fwB87nD9cCjeo=</latexit>e1

<latexit sha1_base64="ppmxyWZrrwePmsRB4D3DzsL9X9A=">AAAB7HicbVBNS8NAEJ34WetX1aOXxVboqSRF1GPBi8cKpi20oWy203bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAiujet+OxubW9s7u4W94v7B4dFx6eS0peNUMfRZLGLVCalGwSX6hhuBnUQhjUKB7XByN/fbT6g0j+WjmSYYRHQk+ZAzaqzkV7Bfr/RLZbfmLkDWiZeTMuRo9ktfvUHM0gilYYJq3fXcxAQZVYYzgbNiL9WYUDahI+xaKmmEOsgWx87IpVUGZBgrW9KQhfp7IqOR1tMotJ0RNWO96s3F/7xuaoa3QcZlkhqUbLlomApiYjL/nAy4QmbE1BLKFLe3EjamijJj8ynaELzVl9dJq17zrmtXD/Vyo5rHUYBzuIAqeHADDbiHJvjAgMMzvMKbI50X5935WLZuOPnMGfyB8/kDozaN1w==</latexit>e2
<latexit sha1_base64="v2oeEa1VVfrAHcD3szin5x6ElW8=">AAAB7HicbVBNT8JAEJ3iF+IX6tFLI5hwIi0a9UjixSMmFkigIdtlChu222Z3a0IafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8IOFMacf5tgobm1vbO8Xd0t7+weFR+fikreJUUvRozGPZDYhCzgR6mmmO3UQiiQKOnWByN/c7TygVi8WjniboR2QkWMgo0Ubyqji4rA7KFafuLGCvEzcnFcjRGpS/+sOYphEKTTlRquc6ifYzIjWjHGelfqowIXRCRtgzVJAIlZ8tjp3ZF0YZ2mEsTQltL9TfExmJlJpGgemMiB6rVW8u/uf1Uh3e+hkTSapR0OWiMOW2ju355/aQSaSaTw0hVDJzq03HRBKqTT4lE4K7+vI6aTfq7nX96qFRadbyOIpwBudQAxduoAn30AIPKDB4hld4s4T1Yr1bH8vWgpXPnMIfWJ8/pLuN2A==</latexit>e3

<latexit sha1_base64="8HVHkyAMkYen3TrhHgmiD0JZwSA=">AAAB7HicbVBNT8JAEJ3iF+IX6tFLI5hwIi0h6pHEi0dMLJBAQ7bLFDZst83u1oQ0/AYvHjTGqz/Im//GBXpQ8CWTvLw3k5l5QcKZ0o7zbRW2tnd294r7pYPDo+OT8ulZR8WppOjRmMeyFxCFnAn0NNMce4lEEgUcu8H0buF3n1AqFotHPUvQj8hYsJBRoo3kVXHYrA7LFafuLGFvEjcnFcjRHpa/BqOYphEKTTlRqu86ifYzIjWjHOelQaowIXRKxtg3VJAIlZ8tj53bV0YZ2WEsTQltL9XfExmJlJpFgemMiJ6odW8h/uf1Ux3e+hkTSapR0NWiMOW2ju3F5/aISaSazwwhVDJzq00nRBKqTT4lE4K7/vIm6TTq7nW9+dCotGp5HEW4gEuogQs30IJ7aIMHFBg8wyu8WcJ6sd6tj1VrwcpnzuEPrM8fpkCN2Q==</latexit>e4

<latexit sha1_base64="J2tx0DVkk0BJo4loVnAo8D/7kY0=">AAAB7XicbVBNSwMxEJ2tX7V+VT16CbZCT2W3iHosePFYwX5Au5Rsmm1js8mSZIWy9D948aCIV/+PN/+N2XYP2vpg4PHeDDPzgpgzbVz32ylsbG5t7xR3S3v7B4dH5eOTjpaJIrRNJJeqF2BNORO0bZjhtBcriqOA024wvc387hNVmknxYGYx9SM8FixkBBsrdap06FVLw3LFrbsLoHXi5aQCOVrD8tdgJEkSUWEIx1r3PTc2foqVYYTTeWmQaBpjMsVj2rdU4IhqP11cO0cXVhmhUCpbwqCF+nsixZHWsyiwnRE2E73qZeJ/Xj8x4Y2fMhEnhgqyXBQmHBmJstfRiClKDJ9Zgoli9lZEJlhhYmxAWQje6svrpNOoe1f1y/tGpVnL4yjCGZxDDTy4hibcQQvaQOARnuEV3hzpvDjvzseyteDkM6fwB87nD9cCjeo=</latexit>e1

<latexit sha1_base64="ppmxyWZrrwePmsRB4D3DzsL9X9A=">AAAB7HicbVBNS8NAEJ34WetX1aOXxVboqSRF1GPBi8cKpi20oWy203bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAiujet+OxubW9s7u4W94v7B4dFx6eS0peNUMfRZLGLVCalGwSX6hhuBnUQhjUKB7XByN/fbT6g0j+WjmSYYRHQk+ZAzaqzkV7Bfr/RLZbfmLkDWiZeTMuRo9ktfvUHM0gilYYJq3fXcxAQZVYYzgbNiL9WYUDahI+xaKmmEOsgWx87IpVUGZBgrW9KQhfp7IqOR1tMotJ0RNWO96s3F/7xuaoa3QcZlkhqUbLlomApiYjL/nAy4QmbE1BLKFLe3EjamijJj8ynaELzVl9dJq17zrmtXD/Vyo5rHUYBzuIAqeHADDbiHJvjAgMMzvMKbI50X5935WLZuOPnMGfyB8/kDozaN1w==</latexit>e2
<latexit sha1_base64="v2oeEa1VVfrAHcD3szin5x6ElW8=">AAAB7HicbVBNT8JAEJ3iF+IX6tFLI5hwIi0a9UjixSMmFkigIdtlChu222Z3a0IafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8IOFMacf5tgobm1vbO8Xd0t7+weFR+fikreJUUvRozGPZDYhCzgR6mmmO3UQiiQKOnWByN/c7TygVi8WjniboR2QkWMgo0Ubyqji4rA7KFafuLGCvEzcnFcjRGpS/+sOYphEKTTlRquc6ifYzIjWjHGelfqowIXRCRtgzVJAIlZ8tjp3ZF0YZ2mEsTQltL9TfExmJlJpGgemMiB6rVW8u/uf1Uh3e+hkTSapR0OWiMOW2ju355/aQSaSaTw0hVDJzq03HRBKqTT4lE4K7+vI6aTfq7nX96qFRadbyOIpwBudQAxduoAn30AIPKDB4hld4s4T1Yr1bH8vWgpXPnMIfWJ8/pLuN2A==</latexit>e3

<latexit sha1_base64="8HVHkyAMkYen3TrhHgmiD0JZwSA=">AAAB7HicbVBNT8JAEJ3iF+IX6tFLI5hwIi0h6pHEi0dMLJBAQ7bLFDZst83u1oQ0/AYvHjTGqz/Im//GBXpQ8CWTvLw3k5l5QcKZ0o7zbRW2tnd294r7pYPDo+OT8ulZR8WppOjRmMeyFxCFnAn0NNMce4lEEgUcu8H0buF3n1AqFotHPUvQj8hYsJBRoo3kVXHYrA7LFafuLGFvEjcnFcjRHpa/BqOYphEKTTlRqu86ifYzIjWjHOelQaowIXRKxtg3VJAIlZ8tj53bV0YZ2WEsTQltL9XfExmJlJpFgemMiJ6odW8h/uf1Ux3e+hkTSapR0NWiMOW2ju3F5/aISaSazwwhVDJzq00nRBKqTT4lE4K7/vIm6TTq7nW9+dCotGp5HEW4gEuogQs30IJ7aIMHFBg8wyu8WcJ6sd6tj1VrwcpnzuEPrM8fpkCN2Q==</latexit>e4

<latexit sha1_base64="a9t6B1+GctJTI3JDfqDzM5Yls0A=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BFuhp5KUoh4LHvRYwX5AG8tmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbm+TFnSjvOt5Xb2Nza3snvFvb2Dw6PiscnbRUlkmKLRjySXZ8o5ExgSzPNsRtLJKHPseNPbuZ+5wmlYpF40NMYvZCMBAsYJdpInTI+3g7q5UGx5FSdBex14makBBmag+JXfxjRJEShKSdK9Vwn1l5KpGaU46zQTxTGhE7ICHuGChKi8tLFuTP7wihDO4ikKaHthfp7IiWhUtPQN50h0WO16s3F/7xeooNrL2UiTjQKulwUJNzWkT3/3R4yiVTzqSGESmZutemYSEK1SahgQnBXX14n7VrVvazW72ulRiWLIw9ncA4VcOEKGnAHTWgBhQk8wyu8WbH1Yr1bH8vWnJXNnMIfWJ8/7ZyOkg==</latexit>

eG
4

<latexit sha1_base64="Y1z1WsOmH6udOm/Vy2BhcH0e8Bs=">AAAB7nicbVDLTgJBEOzFF+IL9ehlIphwIrto1COJBz1iIo8EVjI79MKE2UdmZk3Iho/w4kFjvPo93vwbB9iDgpV0UqnqTneXFwuutG1/W7m19Y3Nrfx2YWd3b/+geHjUUlEiGTZZJCLZ8ahCwUNsaq4FdmKJNPAEtr3xzcxvP6FUPAof9CRGN6DDkPucUW2kdhkfb/vn5X6xZFftOcgqcTJSggyNfvGrN4hYEmComaBKdR071m5KpeZM4LTQSxTGlI3pELuGhjRA5abzc6fkzCgD4kfSVKjJXP09kdJAqUngmc6A6pFa9mbif1430f61m/IwTjSGbLHITwTREZn9TgZcItNiYghlkptbCRtRSZk2CRVMCM7yy6ukVas6l9WL+1qpXsniyMMJnEIFHLiCOtxBA5rAYAzP8ApvVmy9WO/Wx6I1Z2Uzx/AH1ucP7BeOkQ==</latexit>

eG
3

<latexit sha1_base64="xfjXXtI9B07yqTcX0XSeuUsi8D0=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYCLkFHaDqMeABz1GMA9I1jA76U2GzM4uM7NCCPkILx4U8er3ePNvnCR70MSChqKqm+6uIBFcG9f9dtbWNza3tnM7+d29/YPDwtFxU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWjm5nfekKleSwfzDhBP6IDyUPOqLFSq4SPt71qqVcouhV3DrJKvIwUIUO9V/jq9mOWRigNE1Trjucmxp9QZTgTOM13U40JZSM6wI6lkkao/cn83Ck5t0qfhLGyJQ2Zq78nJjTSehwFtjOiZqiXvZn4n9dJTXjtT7hMUoOSLRaFqSAmJrPfSZ8rZEaMLaFMcXsrYUOqKDM2obwNwVt+eZU0qxXvsnJxXy3WylkcOTiFMyiDB1dQgzuoQwMYjOAZXuHNSZwX5935WLSuOdnMCfyB8/kD6pKOkA==</latexit>

eG
2

<latexit sha1_base64="hKjQmxNlvkP3hJnWnv5LzYyH4ys=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYCLkFHaDqMeABz1GMA9I1jA76U2GzM4uM7NCCPkILx4U8er3ePNvnCR70MSChqKqm+6uIBFcG9f9dtbWNza3tnM7+d29/YPDwtFxU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWjm5nfekKleSwfzDhBP6IDyUPOqLFSq4SPtz2v1CsU3Yo7B1klXkaKkKHeK3x1+zFLI5SGCap1x3MT40+oMpwJnOa7qcaEshEdYMdSSSPU/mR+7pScW6VPwljZkobM1d8TExppPY4C2xlRM9TL3kz8z+ukJrz2J1wmqUHJFovCVBATk9nvpM8VMiPGllCmuL2VsCFVlBmbUN6G4C2/vEqa1Yp3Wbm4rxZr5SyOHJzCGZTBgyuowR3UoQEMRvAMr/DmJM6L8+58LFrXnGzmBP7A+fwB6Q2Ojw==</latexit>

eG
1

<latexit sha1_base64="p+6EpsIfmq+Fc1U1M8irxnqzON0=">AAAB73icbVDLSgNBEJz1GeMr6tHLYBByCrtB1GPAi8cI5gHJEmYnnWTI7Mw606uEkJ/w4kERr/6ON//GSbIHTSxoKKq66e6KEiks+v63t7a+sbm1ndvJ7+7tHxwWjo4bVqeGQ51rqU0rYhakUFBHgRJaiQEWRxKa0ehm5jcfwVih1T2OEwhjNlCiLzhDJ7UUPFGjNXYLRb/sz0FXSZCRIslQ6xa+Oj3N0xgUcsmsbQd+guGEGRRcwjTfSS0kjI/YANqOKhaDDSfze6f03Ck92tfGlUI6V39PTFhs7TiOXGfMcGiXvZn4n9dOsX8dToRKUgTFF4v6qaSo6ex52hMGOMqxI4wb4W6lfMgM4+giyrsQguWXV0mjUg4uyxd3lWK1lMWRI6fkjJRIQK5IldySGqkTTiR5Jq/kzXvwXrx372PRuuZlMyfkD7zPHwojj+U=</latexit>M2r `QQi

<latexit sha1_base64="Tm0nH71wKN6scMlXhJcsZwIj+J4=">AAACEHicbVDLSgMxFM34rPU16tJNsBW7KjNF1GVBUJcV7AM6pWQyt21oJhmSTKGUfoIbf8WNC0XcunTn35g+Ftp6IHA4596be0+YcKaN5307K6tr6xubma3s9s7u3r57cFjTMlUUqlRyqRoh0cCZgKphhkMjUUDikEM97F9P/PoAlGZSPJhhAq2YdAXrMEqMldruWSAkExEIgyHqAlYQywFEQZBlAudv85iICOdv8m035xW9KfAy8eckh+aotN2vIJI0je1kyonWTd9LTGtElGGUwzgbpBoSQvukC01LBYlBt0bTg8b41CoR7khln91sqv7uGJFY62Ec2sqYmJ5e9Cbif14zNZ2r1oiJJDUg6OyjTsqxkXiSDo6YAmr40BJCFbO7YtojilBjM8zaEPzFk5dJrVT0L4rn96VcuTCPI4OO0QkqIB9dojK6QxVURRQ9omf0it6cJ+fFeXc+ZqUrzrznCP2B8/kDmHua6Q==</latexit> 2/;
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<latexit sha1_base64="a9t6B1+GctJTI3JDfqDzM5Yls0A=">AAAB7nicbVBNS8NAEJ3Ur1q/qh69BFuhp5KUoh4LHvRYwX5AG8tmO2mXbjZhdyOU0B/hxYMiXv093vw3btsctPXBwOO9GWbm+TFnSjvOt5Xb2Nza3snvFvb2Dw6PiscnbRUlkmKLRjySXZ8o5ExgSzPNsRtLJKHPseNPbuZ+5wmlYpF40NMYvZCMBAsYJdpInTI+3g7q5UGx5FSdBex14makBBmag+JXfxjRJEShKSdK9Vwn1l5KpGaU46zQTxTGhE7ICHuGChKi8tLFuTP7wihDO4ikKaHthfp7IiWhUtPQN50h0WO16s3F/7xeooNrL2UiTjQKulwUJNzWkT3/3R4yiVTzqSGESmZutemYSEK1SahgQnBXX14n7VrVvazW72ulRiWLIw9ncA4VcOEKGnAHTWgBhQk8wyu8WbH1Yr1bH8vWnJXNnMIfWJ8/7ZyOkg==</latexit>
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<latexit sha1_base64="Y1z1WsOmH6udOm/Vy2BhcH0e8Bs=">AAAB7nicbVDLTgJBEOzFF+IL9ehlIphwIrto1COJBz1iIo8EVjI79MKE2UdmZk3Iho/w4kFjvPo93vwbB9iDgpV0UqnqTneXFwuutG1/W7m19Y3Nrfx2YWd3b/+geHjUUlEiGTZZJCLZ8ahCwUNsaq4FdmKJNPAEtr3xzcxvP6FUPAof9CRGN6DDkPucUW2kdhkfb/vn5X6xZFftOcgqcTJSggyNfvGrN4hYEmComaBKdR071m5KpeZM4LTQSxTGlI3pELuGhjRA5abzc6fkzCgD4kfSVKjJXP09kdJAqUngmc6A6pFa9mbif1430f61m/IwTjSGbLHITwTREZn9TgZcItNiYghlkptbCRtRSZk2CRVMCM7yy6ukVas6l9WL+1qpXsniyMMJnEIFHLiCOtxBA5rAYAzP8ApvVmy9WO/Wx6I1Z2Uzx/AH1ucP7BeOkQ==</latexit>
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<latexit sha1_base64="xfjXXtI9B07yqTcX0XSeuUsi8D0=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYCLkFHaDqMeABz1GMA9I1jA76U2GzM4uM7NCCPkILx4U8er3ePNvnCR70MSChqKqm+6uIBFcG9f9dtbWNza3tnM7+d29/YPDwtFxU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWjm5nfekKleSwfzDhBP6IDyUPOqLFSq4SPt71qqVcouhV3DrJKvIwUIUO9V/jq9mOWRigNE1Trjucmxp9QZTgTOM13U40JZSM6wI6lkkao/cn83Ck5t0qfhLGyJQ2Zq78nJjTSehwFtjOiZqiXvZn4n9dJTXjtT7hMUoOSLRaFqSAmJrPfSZ8rZEaMLaFMcXsrYUOqKDM2obwNwVt+eZU0qxXvsnJxXy3WylkcOTiFMyiDB1dQgzuoQwMYjOAZXuHNSZwX5935WLSuOdnMCfyB8/kD6pKOkA==</latexit>
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<latexit sha1_base64="hKjQmxNlvkP3hJnWnv5LzYyH4ys=">AAAB7nicbVDLSgNBEOz1GeMr6tHLYCLkFHaDqMeABz1GMA9I1jA76U2GzM4uM7NCCPkILx4U8er3ePNvnCR70MSChqKqm+6uIBFcG9f9dtbWNza3tnM7+d29/YPDwtFxU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWjm5nfekKleSwfzDhBP6IDyUPOqLFSq4SPtz2v1CsU3Yo7B1klXkaKkKHeK3x1+zFLI5SGCap1x3MT40+oMpwJnOa7qcaEshEdYMdSSSPU/mR+7pScW6VPwljZkobM1d8TExppPY4C2xlRM9TL3kz8z+ukJrz2J1wmqUHJFovCVBATk9nvpM8VMiPGllCmuL2VsCFVlBmbUN6G4C2/vEqa1Yp3Wbm4rxZr5SyOHJzCGZTBgyuowR3UoQEMRvAMr/DmJM6L8+58LFrXnGzmBP7A+fwB6Q2Ojw==</latexit>
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<latexit sha1_base64="EnTgRQZo0wEVSb5Opi60+mWhzFY=">AAAB6nicbVDLSgNBEOz1GeMr6tHLYCLkFHaDqMeABz1GNA9IljA76U2GzM4uM7NCCPkELx4U8eoXefNvnCR70MSChqKqm+6uIBFcG9f9dtbWNza3tnM7+d29/YPDwtFxU8epYthgsYhVO6AaBZfYMNwIbCcKaRQIbAWjm5nfekKleSwfzThBP6IDyUPOqLHSQ+m21CsU3Yo7B1klXkaKkKHeK3x1+zFLI5SGCap1x3MT40+oMpwJnOa7qcaEshEdYMdSSSPU/mR+6pScW6VPwljZkobM1d8TExppPY4C2xlRM9TL3kz8z+ukJrz2J1wmqUHJFovCVBATk9nfpM8VMiPGllCmuL2VsCFVlBmbTt6G4C2/vEqa1Yp3Wbm4rxZr5SyOHJzCGZTBgyuowR3UoQEMBvAMr/DmCOfFeXc+Fq1rTjZzAn/gfP4ATfmNFA==</latexit>
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<latexit sha1_base64="aXT0EjfhxHPP49dqG0AwQjL33Q8=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LLZCTzUpoh4LgnqsYNpCG8pmu2mXbjZhdyOU0N/gxYMiXv1B3vw3btoctPXBwOO9GWbm+TFnStv2t1VYW9/Y3Cpul3Z29/YPyodHbRUlklCXRDySXR8rypmgrmaa024sKQ59Tjv+5CbzO09UKhaJRz2NqRfikWABI1gbya3end9WB+WKXbfnQKvEyUkFcrQG5a/+MCJJSIUmHCvVc+xYeymWmhFOZ6V+omiMyQSPaM9QgUOqvHR+7AydGWWIgkiaEhrN1d8TKQ6Vmoa+6QyxHqtlLxP/83qJDq69lIk40VSQxaIg4UhHKPscDZmkRPOpIZhIZm5FZIwlJtrkUzIhOMsvr5J2o+5c1i8eGpVmLY+jCCdwCjVw4AqacA8tcIEAg2d4hTdLWC/Wu/WxaC1Y+cwx/IH1+QNKqI2d</latexit>
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<latexit sha1_base64="/xDh0UvSYY3yqlLADYoD8q0xJAs=">AAAB+3icbVBNS8NAEN3Ur1q/Yj16WWyFnmpSRD0WBPVYwX5AG8pmM2mXbjZhdyOW0r/ixYMiXv0j3vw3btsctPXBwOO9GWbm+QlnSjvOt5VbW9/Y3MpvF3Z29/YP7MNiS8WppNCkMY9lxycKOBPQ1Exz6CQSSORzaPuj65nffgSpWCwe9DgBLyIDwUJGiTZS3y6Wb89uypiEGiROk4Bo6Nslp+rMgVeJm5ESytDo21+9IKZpBEJTTpTquk6ivQmRmlEO00IvVZAQOiID6BoqSATKm8xvn+JTowQ4jKUpofFc/T0xIZFS48g3nRHRQ7XszcT/vG6qwytvwkSSahB0sShMOdYxngWBAyaBaj42hFDJzK2YDokk1CShCiYEd/nlVdKqVd2L6vl9rVSvZHHk0TE6QRXkoktUR3eogZqIoif0jF7RmzW1Xqx362PRmrOymSP0B9bnDx8ckyU=</latexit>
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<latexit sha1_base64="FmMBea3uBJJHxRMgdAaYe5p0bbk=">AAAB+XicbVDLSgNBEJz1GeNr1aOXwUTIKewGUY8BD3qMYB6QLKF30psMmX0wMxsIS/7EiwdFvPon3vwbJ8keNLGgoajqprvLTwRX2nG+rY3Nre2d3cJecf/g8OjYPjltqTiVDJssFrHs+KBQ8AibmmuBnUQihL7Atj++m/vtCUrF4+hJTxP0QhhGPOAMtJH6tl2+L1MINEqaJgPQ2LdLTtVZgK4TNyclkqPRt796g5ilIUaaCVCq6zqJ9jKQmjOBs2IvVZgAG8MQu4ZGEKLyssXlM3pplAENYmkq0nSh/p7IIFRqGvqmMwQ9UqveXPzP66Y6uPUyHiWpxogtFwWpoDqm8xjogEtkWkwNASa5uZWyEUhgJglVNCG4qy+vk1at6l5Xrx5rpXolj6NAzskFqRCX3JA6eSAN0iSMTMgzeSVvVma9WO/Wx7J1w8pnzsgfWJ8/HAqSnA==</latexit>

G �7i2` mT/�i2

<latexit sha1_base64="e335t0G2f7GyIAUbClyfJdBaRAE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBahp5IUUY8FLx4rmFZoQ9lspu3SzSbsboQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkobm1vbO+Xdyt7+weFR9fiko5NMMfRZIhL1GFKNgkv0DTcCH1OFNA4FdsPJ7dzvPqHSPJEPZppiENOR5EPOqLGSj9EI9aBacxvuAmSdeAWpQYH2oPrVjxKWxSgNE1TrnuemJsipMpwJnFX6mcaUsgkdYc9SSWPUQb44dkYurBKRYaJsSUMW6u+JnMZaT+PQdsbUjPWqNxf/83qZGd4EOZdpZlCy5aJhJohJyPxzEnGFzIipJZQpbm8lbEwVZcbmU7EheKsvr5NOs+FdNS7vm7VWvYijDGdwDnXw4BpacAdt8IEBh2d4hTdHOi/Ou/OxbC05xcwp/IHz+QPWsY6h</latexit>2/;2b
<latexit sha1_base64="4Ae0nOqUftqKTYFzHZyWKQE+1ck=">AAAB8XicbVDLSgNBEOz1GeMr6tHLYCLkFHaDqMeAIB4jmAcmS5idzCZDZmeXmV4hhPyFFw+KePVvvPk3TpI9aGJBQ1HVTXdXkEhh0HW/nbX1jc2t7dxOfndv/+CwcHTcNHGqGW+wWMa6HVDDpVC8gQIlbyea0yiQvBWMbmZ+64lrI2L1gOOE+xEdKBEKRtFKj2GsuUFSui31CkW34s5BVomXkSJkqPcKX91+zNKIK2SSGtPx3AT9CdUomOTTfDc1PKFsRAe8Y6miETf+ZH7xlJxbpU/sdlsKyVz9PTGhkTHjKLCdEcWhWfZm4n9eJ8Xw2p8IlaTIFVssClNJMCaz90lfaM5Qji2hTAt7K2FDqilDG1LehuAtv7xKmtWKd1m5uK8Wa+UsjhycwhmUwYMrqMEd1KEBDBQ8wyu8OcZ5cd6dj0XrmpPNnMAfOJ8/d4aQDA==</latexit>7Q`2bi F

<latexit sha1_base64="IK6bAhbZn65pHp5ks0YJ+cDRvvE=">AAAB/XicbVBNS8NAEN3Ur1q/4sfNy2IReipJEfVY8OKxgm2FNpTNZtIu3WzC7qZQQ/GvePGgiFf/hzf/jds0B219MPB4b4aZeX7CmdKO822V1tY3NrfK25Wd3b39A/vwqKPiVFJo05jH8sEnCjgT0NZMc3hIJJDI59D1xzdzvzsBqVgs7vU0AS8iQ8FCRok20sA+kRDFEwhwGEtQGkMwBDWwq07dyYFXiVuQKirQGthf/SCmaQRCU06U6rlOor2MSM0oh1mlnypICB2TIfQMFSQC5WX59TN8bpR8vymhca7+nshIpNQ08k1nRPRILXtz8T+vl+rw2suYSFINgi4WhSnHOsbzKHDAJFDNp4YQKpm5FdMRkYRqE1jFhOAuv7xKOo26e1m/uGtUm7UijjI6RWeohlx0hZroFrVQG1H0iJ7RK3qznqwX6936WLSWrGLmGP2B9fkDgA+VLQ==</latexit>`2KQp2/ 7Q`2bi 2/;2b

<latexit sha1_base64="IAx3MVk0ZlFjolQRg6EztTYzH9s=">AAAB8nicbVBNS8NAEJ3Ur1q/qh69LBahp5IUUY8FLx4r2FZIQ9lsN+3STTbsToQS+jO8eFDEq7/Gm//GbZuDtj4YeLw3w8y8MJXCoOt+O6WNza3tnfJuZW//4PCoenzSNSrTjHeYkko/htRwKRLeQYGSP6aa0ziUvBdObud+74lrI1TygNOUBzEdJSISjKKV/EhpbpBopXBQrbkNdwGyTryC1KBAe1D96g8Vy2KeIJPUGN9zUwxyqlEwyWeVfmZ4StmEjrhvaUJjboJ8cfKMXFhlSOx6WwmShfp7IqexMdM4tJ0xxbFZ9ebif56fYXQT5CJJM+QJWy6KMklQkfn/ZCg0ZyinllCmhb2VsDHVlKFNqWJD8FZfXifdZsO7alzeN2utehFHGc7gHOrgwTW04A7a0AEGCp7hFd4cdF6cd+dj2VpyiplT+APn8wd3OpFM</latexit>7Q`2bi `QQi

<latexit sha1_base64="9KxaQkPappeuTOU/l6HJ8zUiNqg=">AAACLnicbVDLTgIxFO3gC/GFunTTCCaucIYYdUliRJeYCJgwhHQ6F2jotGPbMRLCF7nxV3Rhosa49TMsMAtfN2lycs69PfeeIOZMG9d9cTJz8wuLS9nl3Mrq2vpGfnOroWWiKNSp5FJdB0QDZwLqhhkO17ECEgUcmsHgdKI3b0FpJsWVGcbQjkhPsC6jxFiqkz/zhWQiBGEwlUIANRBaFMVSTDgmcLFaxL6f828SEuIArAYa2y8N3E3l84NqsZMvuCV3Wvgv8FJQQGnVOvknP5Q0iawH5UTrlufGpj0iyjDKYZzzEw0xoQPSg5aFgljT9mh67hjvWSbEXansm+5t2e8TIxJpPYwC2xkR09e/tQn5n9ZKTPekPWIiTgwIOjPqJhwbiSfZ4ZApGxAfWkCoYnZXTPtEERua0jkbgvf75L+gUS55R6XDy3Khsp/GkUU7aBftIw8dowq6QDVURxTdo0f0it6cB+fZeXc+Zq0ZJ53ZRj/K+fwCHIenMA==</latexit>+QMM2+i2/ +QKTQM2Mi BM F
#2+QK2b p2`i2t BM G/F

Figure 3: Illustration of the core graph G/F changing as an edge is deleted in G (and in F ).

12



Collections of Low Stretch Decompositions (LSD). The first component of the data struc-
ture is constructing and maintaining forests of F that form a Low Stretch Decomposition (LSD) of
G. Variations of which (such as j-trees) have been used to construct several recursive graph pre-
conditioners [Mąd10; She13; KLOS14; CPW21] and dynamic algorithms [CGHPS20]. Informally,
a k-LSD is a rooted forest F ⊆ G that decomposes G into O(m/k) vertex disjoint components.
Given some positive edge weights v ∈ RE>0 and reduction factor k > 0, we compute a k-LSD F and
length upper bounds ̂̀F of G/F that satisfy two properties:

1. s̃trFe = ̂̀F
e /`eG = Õ(k) for any edge eG ∈ G with image e in G/F , and

2. The weighted average of s̃trFe w.r.t. v is only Õ(1), i.e. ∑eG∈G veG · s̃tr
F
e ≤ Õ(1) · ‖v‖1 .

Item 1 guarantees that the solution to (1) for G/F yields a Õ(k)-approximate one for G. However,
this guarantee is not sufficient for our data structure, as our B-branching tree chain has d ≈ logkm
levels of recursion and the quality of the solution from the deepest level would only be Õ(k)d ≈
m1+o(1)-approximate.

Instead, like [Mąd10; She13; KLOS14] we compute k different edge weights v1, . . . ,vk via multi-
plicative weight updates (Lemma 6.6) so that the corresponding LSDs F1, . . . , Fk have Õ(1) average
stretch on every edge in G: ∑k

j=1 s̃trFje = Õ(k), for all eG ∈ G with image e in G/F.
By Markov’s inequality, for any fixed flow f in G,

∥∥∥L̂Fjf∥∥∥
1
≤ Õ(1) ‖Lf‖1 holds for at least

half the LSDs corresponding to F1, . . . , Fk. Taking Õ(1) samples uniformly from F1, . . . , Fk, say
F1, . . . , FB for B = Õ(1) we get that with high probability

min
j∈[B]

∥∥∥s̃trFj ◦ L∆∗
∥∥∥

1
≤ Õ(1) ‖L∆∗‖1 . (4)

That is, it suffices to solve (1) on G/F1, . . . , G/FB to find an Õ(1)-approximate solution for G.
We provide all details including definitions and construction of the core graph in Section 6.

2.4 Maintaining a Branching Tree Chain

The goal of this section is to elaborate on how we combine core graphs and spanners to produce our
overall data structure for our undirected min-ratio cycle problem, the B-branching tree chain. We
also describe how the data structure is maintained under dynamic updates, which is more formally
shown in Section 7. A central reason our hierarchical data structure works is that the components,
both core graphs and spanners, are designed to remain very stable under dynamic changes to the
input graphs they approximate. In the literature on dynamic graph algorithms, this is referred to
as having low recourse.

1. Sample and maintain B = O(logn) k-LSDs F1, F2, . . . , FB, and their associated core graphs
G/Fi. Over the course of O(m/k) updates at the top level, the forests Fi are decremental,
i.e. only undergo edge deletions (from root insertions), and will have Õ(m/k) connected
components.

2. Maintain spanners S(G,Fi) of the core graphs G/Fi, and embeddings ΠE(G/Fi)→S(G,Fi), say
with length increase γ` = mo(1).

3. Recursively process the graphs S(G,Fi), i.e. maintains LSDs and core graphs on those, and
spanners on the contracted graphs, etc. Go for d total levels, for kd = m.
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4. Whenever a level i accumulates m/ki total updates, hence doubling the number of edges in
the graphs at that level, we rebuild levels i, i+ 1, . . . , d.

Recall that on average, the LSDs stretch lengths by Õ(1), and the spanners S(G,Fi) stretch lengths
by γ`. Hence the overall data structure stretches lengths by Õ(γ`)d = mo(1) (for appropriately
chosen d).

We now discuss details on how to update the forests G/Fi and spanners S(G,Fi). Intuitively,
every time an edge e = (u, v) is changed in G, we will delete Õ(1) additional edges from Fi. This
ensures that no edge’s total stretch/routing-length increases significantly due to the deletion of e
(Lemma 6.5). As the forest Fi undergoes edge deletions, the graph G/Fi undergoes vertex splits,
where a vertex has a subset of its edges moved to a newly inserted vertex. Thus, a key component
of our data structure is to maintain spanners and embeddings of graphs undergoing vertex splits (as
well as edge insertions/deletions). It is important that the amortized recourse (number of changes)
to the spanner S(G,Fi) is mo(1) independent of k, even though the average degree of G/Fi is Ω(k),
and hence on average Ω(k) edges will move per vertex split in G/Fi. We discuss the more precise
guarantees in Section 2.7.

Overall, let every level have recourse γr = mo(1) (independent of k) per tree. Then each
update at the top level induces O(Bγr)d (as each tree branches into B trees) updates in the data
structure overall. Intuitively, for the proper choice of d = ω(1), both the total recourse O(Bγr)d
and approximation factor Õ(γ`)d are mo(1) as desired.

2.5 Going Beyond Oblivious Adversaries by using IPM Guarantees

The precise data structure in the previous section only works for oblivious adversaries, because we
used that if we sampled B = O(logn) LSDs, then whp. there is a tree whose average stretch is
Õ(1) with respect to a fixed flow f . However, since we are updating the flow along the circulations
returned by our data structure, we influence future updates, so the optimal circulations our data
structure needs to preserve are not independent of the randomness used to generate the LSDs. To
overcome this issue we leverage the key fact that the flow f∗−f is a good witness for the min-ratio
cycle problem at each iteration.

Lemma 4.7 states that for any flow f , g(f)>∆(f)/(100m + ‖L(f)∆(f)‖1) ≤ −Ω̃(1) holds
where ∆(f) = f∗ − f . Then, the best solution to (1) among the LSDs G/F1, . . . , G/FB maintains
an Õ(1)-approximation of the quality of the witness ∆(f) = f∗ − f as long as

min
j∈[B]

∥∥∥L̂Fj∆(f)
∥∥∥

1
≤ Õ(1) ‖L(f)∆(f)‖1 + Õ(m). (5)

In this case, let ∆̂ be the best solution obtained from G/F1, . . . , G/FB. We have

g(f)>∆̂∥∥∥L(f)∆̂
∥∥∥

1

≤ g(f)>∆(f)
Õ(1) ‖L(f)∆(f)‖1 + Õ(m)

= −Ω̃(1).

The additive Õ(m) term is there for a technical reason discussed later.
To formalize this intuition, we define the width w(f) of ∆(f) as w(f) = 100 ·1 + |L(f)∆(f)| .

The name comes from the fact that w(f)e is always at least |`(f)e(f∗e − fe)| for any edge e. We
show that the width is also slowly changing (Lemma 9.2) across IPM iterations, in that if the width
changed by a lot, then the residual capacity of e must have changed significantly. This gives our
data structure a way to predict which edges’ contribution to the length of the witness flow f∗ − f
could have significantly increased.
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Observe that for any forest Fj in the LSD of G, we have
∥∥∥L̂Fj∆(f)

∥∥∥
1
≤
∥∥∥s̃trFj ◦w(f)

∥∥∥
1
. Thus,

we can strengthen (5) and show that the IPM potential can be decreased by m−o(1) if

min
j∈[B]

∥∥∥s̃trFj ◦w(f)
∥∥∥

1
≤ Õ(1) ‖w(f)‖1 . (6)

(6) also holds with w.h.p if the collection of LSDs are built after knowing f . However, this does
not necessarily hold after augmenting with ∆, an approximate solution to (1).

Due to stability of w(f), we have w(f + ∆)e ≈ w(f)e for every edge e whose length does
not change a lot. For other edges, we update their edge length and force the stretch to be 1,
i.e. s̃trFje = 1 via the dynamic LSD maintenance, by shortcutting the routing of the edge e at its
endpoints. This gives that for any j ∈ [B], the following holds:∥∥∥s̃trFj ◦w(f + ∆)

∥∥∥
1
.
∥∥∥s̃trFj ◦w(f)

∥∥∥
1

+ ‖w(f + ∆)‖1 .

Using the fact that minj∈[B]

∥∥∥s̃trFj ◦w(f)
∥∥∥

1
≤ Õ(1) ‖w(f)‖1, we have the following:

min
j∈[B]

∥∥∥s̃trFj ◦w(f + ∆)
∥∥∥

1
. Õ(1) ‖w(f)‖1 + ‖w(f + ∆)‖1 .

Thus, solving (1) on the updated G/F1, . . . , G/FB yields a good enough solution for reducing
IPM potential as long as the width of w(f+∆) has not increased significantly, i.e. ‖w(f + ∆)‖1 ≤
Õ(1) ‖w(f)‖1 .

If the solution on the updated graphs G/F1, . . . , G/FB does not have a good enough quality,
we know by the above discussion that ‖w(f + ∆)‖1 ≥ 100 ‖w(f)‖1 must hold. Then, we re-
compute the collection of LSDs of G and solve (1) on the new collection of G/F1, . . . , G/FB again.
Because each recomputation reduces the `1 norm of the width by a constant factor, and all the
widths are bounded by exp(logO(1)m) (as discussed in Section 2.1), there can be at most Õ(1) such
recomputations. At the top level, this only increases our runtime by Õ(1) factors.

The real situation is much more complicated since we recursively maintain the solutions on the
spanners of each G/F1, . . . , G/FB. Hence, it is possible that lower levels in the data structure are
the “reason” that the quality of the solution is poor. More formally, let T be the total number
of IPM iterations. We use t ∈ [T ] to index each iteration and use superscript x(t) to denote the
state of any variable x after t-th iteration. For example, f (t) is the flow computed so far after t
IPM iterations and we define w(t) def= w(f (t)) to be the width w.r.t. f (t). Recall that every graph
maintained in the dynamic B-Branching Tree Chain re-computes its collection of LSDs after certain
amount of updates. When some graph at level i re-computes, we enforce every graph at the same
level to re-compute as well. Since there’s only mo(1) such graphs at each level, this scheme results
in a mo(1) overhead on the update time which is tolerable. For every level i = 0, . . . , d, we define
prev(t)

i to be the most recent iteration at or before t that a re-computation of LSDs occurs at level i.
For graphs at level d which contain only mo(1) vertices, we enforce a rebuild everytime and always
have prev(t)

d = t. We show in Lemma 7.9 that the cycle output by the data structure in the t-th
IPM iteration has length at most

mo(1)
d∑
i=0
‖w(prev(t)

i )‖1.

This inequality is a natural generalization of the Õ(1) (‖w(f)‖1 + ‖w(f + ∆)‖1)-bound when tak-
ing recursive structure into account.
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At this point, we want to emphasize that the fact that we can prove this guarantee depends on
certain “monotonicity” properties of both our core and spanner graph constructions. In the core
graph construction, it is essential that we can provide a fixed length upper bound for most edges.
In the spanner construction, we crucially use that the set of edges routing into any fixed edge in the
spanner is decremental for most spanner edges. This allows us to produce an initial upper bound
on the width for edges in the spanner and continue using this bound as long as the spanner edge
routes a decremental set.

The cycle output by the data structure yields enough decrease in the IPM potential if its
1-norm is small enough. Otherwise, the 1-norm of the output cycle is large and we know that∑d
i=0 ‖w(prev(t)

i )‖1 is much more than mo(1)‖w(t)‖1. In this way, the data structure can fail because
some lower level i has ‖w(prev(t)

i )‖1 � ‖w(t)‖1. A possible fix is to rebuild the entire data structure
which sets prev(t)

i = t at any level i. However, this costs linear time per rebuild, and this may need
to happen almost every iteration because there are multiple levels. In the next section we show
how to leverage that lower levels have cheaper rebuilding times (levels i, i+ 1, . . . , d can be rebuilt
in time approximately m1+o(1)/ki) to design a more efficient rebuilding schedule.

2.6 The Rebuilding Game

Our goal in Section 8 is to develop a strategy that finds approximate min-ratio cycles without
spending too much time rebuilding our data structure when it fails to do so. In the previous
overview section, we carefully characterized the conditions under which our data structure can fail
against adversarial updates, given the promise that f∗ − f remains a good witness circulation. In
this section, we set up a game which abstracts the properties of the data structure and the adversary.
The player in this game wants to ensure our data structure works correctly by rebuilding levels of
it when it fails. We show that the player can win without spending too much time on rebuilding.

Recall w(t) def= w(f (t)) is a hidden vector that we use to upper bound the `1 cost of the hidden
witness circulation ∆(f). We will refer to ‖w(t)‖1 as the total width at time t. We argued in the
previous Section 2.5 that our branching-tree data structure can find a good cycle whenever the
total width ‖w(t)‖1 is not too small compared to the total widths at the times when the levels
0, 1, . . . , d of the data structure were last initialized or rebuilt. We let prev(t)

i denote the stage when
level i was last rebuilt, and refer to ‖w(prev(t)

i )‖1 as the total width at level i. As we saw in the
previous section, the only way our cycle-finding data structure can fail to produce a good enough
cycle is if∑d

i=0 ‖w(prev(t)
i )‖1 � mo(1)‖w(t)‖1. We can estimate the quality of the cycles we find, and

if we fail to find a good cycle we can conclude this undesired condition holds. However, even if the
condition holds, we might still find a good cycle “by accident”, so finding a cycle does not prove
that the data structure currently estimates the total width well. Because the total widths ‖w(t)‖1
are hidden from us, we do not know which level(s) cause the problem when we fail to find a cycle.

We turn this into a game that abstracts the data structure and IPM and supposes that total
width ‖w(t)‖1 is an arbitrary positive number chosen by an adversary, while a player (our pro-
tagonist) manages the data structure by rebuilding levels of the data structure to set prev(t)

i = t
when necessary. Now, because of well-behaved numerical properties of our IPM, we are guaranteed
that log(‖w(t)‖1) ∈ [−poly log(m), poly log(m)], and we impose this condition on the total width in
our game as well. By developing a strategy that works against any adversary choosing such total
widths, we ensure our data structure will work with our IPM as a special case. In Definition 8.1
we formally define our rebuilding game.

In our branching tree data structure, level i can be rebuilt at a cost of m1+o(1)/ki and it can
last through roughly m1−o(1)/ki cycle updates before we have to rebuild it because the core graph
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has grown too large (we call this a “winning rebuild”). But, if we are unable to find a good cycle,
we are forced to rebuild sooner (we call this a “losing rebuild”). Which level should we rebuild if
we are unable to find a good cycle? The answer is not immediately clear, because any level could
have too large total width. However, by tuning our parameters such that the mo(1) factor in our
condition ∑d

i=0 ‖w(prev(t)
i )‖1 � mo(1)‖w(t)‖1 is larger than 2(d+ 1), we can deduce that if a failure

occurs, then maxdi=0 ‖w(prev(t)
i )‖1 > 2‖w(t)‖1. Thus, if the total width at level i is too large, then a

losing rebuild at level i (and hence updating w(prev(t+1)
i ) to w(t)) will reduce its total width by at

least a factor 2.
This means that for any level i, if we do a losing rebuild of level i poly log(m) times before a

winning rebuild of level i, we can conclude that the too-large total width is not at level i. This
leads to the following strategy: Starting at the lowest level, do a losing rebuild of each level i up
to poly log(m) times after each winning rebuild, and then move to rebuilding level i − 1 in case
of more failures. We state this strategy more formally in Algorithm 6. This leads to a cost of
O(mo(1)(m+ T )) to process T cycle updates in the rebuilding game, as we prove in Lemma 8.3.

Finally, at the end of Section 8, we combine the data structure designed in the previous sections
with our strategy for the rebuilding game to create a data structure that handles successfully finds
update cycles in our hidden stable-flow chasing setting in amortized mo(1) cost per cycle update,
which is encapsulated in Theorem 6.2.

2.7 Dynamic Embeddings into Spanners of Decremental Graphs

It remains to describe the algorithm to maintain a spanner S(G,Fi) on the graphs G/Fi. Let us
recall the requirements on the spanner given in Section 2.4:

1. Sparsity: at all times the spanner should be sparse, i.e. consist of at most Õ(|V (S(G,Fi))|)
edges. This is crucial for reducing the problem size and as we ensure that Fi has only Õ(m/k)
connected components, we have that S(G,Fi) consists of Õ(m/k) edges, reducing the problem
size by a factor of almost k.

2. Low Recourse: we further require that for each update to G/Fi, there are at most γr = mo(1)

changes to S(G,Fi) on average. This is crucial as otherwise the updates to S(G,Fi) could
trigger even more updates in the B-Branching Tree Chain (see Section 2.4).

3. Short Paths with Embedding: we maintain the spannner such that for every edge e in G,
its endpoints in S(G,Fi) are at distance at most γl · `(e) and even maintain witness paths
ΠG→S(G,Fi)(e) between the endpoints consisting of γl edges. This is crucial as we need an
explicit way to check whether e⊕ ΠG/Fi→S(G,Fi)(e) is a good solution to the min-ratio cycle
problem.

4. Small Set of New Edges That We Embed Into: we ensure that after each update, we re-
turn a set D consisting of mo(1) edges such that each edge e in G/Fi is embedded into
a path ΠG/Fi→S(G,Fi)(e) consisting of the edges on the path of the old embedding path
ΠG/Fi→S(G,Fi)(e) of e and edges in D.

5. Efficient Update Time: we show how to maintain S(G,Fi) with amortized update time kmo(1).

We note that additionally, we need our spanner to work against adaptive adversaries since
the update sequence is influenced by the output spanner. Although spanners have been studied
extensively in the dynamic setting, there is currently only a single result that works against adaptive
adversaries. While this spanner given in [BBGNSSS20] appears promising, it does not ensure our
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desired low recourse property for vertex splits and this seems inherent to the algorithm (additionally,
it also does not maintain an embedding ΠG/Fi→S(G,Fi)).

While we use similar elements as in [BBGNSSS20] to obtain spanners statically, we arrive at a
drastically different algorithm that can deal well with vertex splits. We focus first on obtaining an
algorithm with low recourse and discuss afterwards how to implement it efficiently.

A Static Algorithm. We first consider the static version of the problem on a graph G/Fi,
i.e. to give a static algorithm that computes a spanner with short path embeddings. By using
a simple bucketing scheme over edge lengths, we can assume wlog that all lengths have unit-
weight. We partition the graph into edge-disjoint expander graphs H1, H2, . . . ,Hk where each
Hi has roughly uniform degree, i.e. its average degree is at most a polylogarithmic factor larger
than its minimum degree ∆min(Hi), and each vertex v in G is in at most Õ(1) graphs Hi. Here,
we define an expander to be a graph Hi that has no cut (X,X) where X = V (Hi) \ X with
|EHi(X,X)| < Ω

(
1

log3(m)

)
min{volHi(X), volHi(X)} where EHi(X,X) is the set of edges in Hi

with endpoints in X and S and volHi(Y ) is the sum of degrees over the vertices y ∈ Y .
Next, consider any such expander Hi. It is well-known that sampling edges in expanders with

probability pi ∼ log4(m)
∆min(Hi) gives a cut-sparsifier Si of Hi, i.e. a graph such that for each cut (X,X),

we have |EHi(X,X)| ≈ |ESi(X,X)|/pi (see [ST04; BBGNSSS20]). This ensures that also Si is
an expander. It is well-known that any two vertices in the same expander are at small distance,
i.e. there is a path of length at most Õ(1) between them. We use a dynamic shortest paths data
structure [CS21] for expander graphs on Si to find such short paths between the endpoints of each
edge e in G/Fi and take them to be the embedding paths (here we lose an mo(1) factor in the length
of the paths due to the data structure).

It remains to observe that each spanner Si has a nearly linear number of edges because each
graph Hi has average degree close to its minimum degree, and edges are sampled independently
with probability pi. Thus, letting S(G,Fi) be the union of all graphs Si and using that each
vertex is in at most Õ(1) graphs Hi, we conclude the desired sparsity bound on S(G,Fi). We take
ΠG/Fi→S(G,Fi) to be the union of the embeddings constructed above and observe that the length of
embedding paths is at most mo(1) as desired.

The Dynamic Algorithm. To make the above algorithm dynamic, let us assume that there is a
spanner S(G,Fi) with corresponding embedding ΠG/Fi→S(G,Fi) and after its computation, a batch
of updates U is applied to G/Fi (consisting of edge insertions/deletions and vertex splits). Clearly,
after forwarding the updates U to the current spanner S(G,Fi), by deleting edges that were deleted
from G/Fi and splitting vertices, we have that for some edges e ∈ G/Fi, the updated embedding
ΠG/Fi→S(G,Fi)(e) might no longer be a proper path.

We therefore need to add new edges to S(G,Fi) and fix the embedding. We start by defining S
to be the vertices that are touched by an update in U , meaning for the deletion/insertion of edge
(u, v) we add u and v to S and for a vertex split of v into v and v′, we add v and v′ to S. Note
that |S| ≤ 2|U | and that all ΠG/Fi→S(G,Fi)(e) that are no longer proper paths intersect with S.

We now fix the embedding by constructing a new static spanner on a special graph J over the
vertices of S. More precisely, for each e = (a, b) in G/Fi where ΠG/Fi→S(G,Fi)(e) intersects with S,
we find the vertices â, b̂ in S that are closest to a and b on ΠG/Fi→S(G,Fi)(e), and then insert an
edge ê = (â, b̂) into the graph J . We say that e is the pre-image of ê (and ê the image of e in J).

Finally, we run the static algorithm from the last paragraph to find a sparsifier J̃ of J and let
Π
J→J̃ be the corresponding embedding. Then, for each edge ê that was sampled into J̃ , we add its
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pre-image e to the current sparsifier S(G,Fi).
To fix the embedding, for each ê = (â, b̂) ∈ J̃ , we observe that since e = (a, b) was added to

S(G,Fi), we can simply embed the edge into itself. We define for each such edge ê the path

Pê = ΠG/Fi→S(G,Fi)(e)[â, a]⊕ (a, b)⊕ΠG/Fi→S(G,Fi)(e)[b, b̂]

which is a path between the endpoints of ê. This path is in the current graph S(G,Fi) since we
added (a, b) to the spanner and by definition of â, we have that ΠG/Fi→S(G,Fi)(e)[â, a] is still a
proper path, the same goes for b̂.

But this means we can embed each edge f = (c, d) even if its image f̂ = (ĉ, d̂) 6∈ J̃ , since we can
simply set it to the path

ΠG/Fi→S(G,Fi)(f)[c, ĉ]⊕

 ⊕
ê∈Π

J→J̃
( f̂ )

Pê

⊕ΠG/Fi→S(G,Fi)(f)[d̂, d].

By the guarantees from the previous paragraph, we have that the sparsifier J̃ has average degree
Õ(1), and we only added the pre-images of edges in J̃ to S(G,Fi). Since J (and J̃) are taken over
the vertex set S, we can conclude that we only cause Õ(|S|) = Õ(|U |) recourse to the spanner.
Further, since each new path ΠG→S(G,Fi)(e) for each e now consists of Õ(1) path segments from
the old embedding ΠG→S(G,Fi) (plus Õ(1) edges), the maximum length of the the embedding paths
has only increased by a factor of Õ(1) overall. Finally, we take D to be the set of edges on Pê
for all ê ∈ J̃ . Clearly, each edge f embeds into a subpath of its previous embedding path (to
reach the first and last vertex in S) and into some paths Pê all of which now have edges in D.
To bound the size of D, we observe that also each path Pê is of short length since it is obtained
from combining two old embedding paths (which were short) and a single edge. Thus, we have
|D| = |⋃

ê∈J̃ Pê | = Õ(|J̃ |) = Õ(|U |) which again is only Õ(1) when amortizing over the number of
updates. Figure 4 gives an example of this spanner maintenance procedure in action.

By using standard batching techniques, we can also deal with sequences of update batches
U (1), U (2), . . . to the spanner and ensure that we cause only mo(1) amortized recourse per update/
size of D to the spanner.

An Efficient Implementation. While the algorithm above achieves low recourse, so far, we
have not reasoned about the run-time. To do so, we enforce low vertex-congestion of ΠG/Fi→S(G,Fi)
defined to be the maximum number of paths ΠG/Fi→S(G,Fi)(e) that any vertex v ∈ V (G/Fi) oc-
curs on. More precisely, we implement the algorithm above such that the vertex congestion of
ΠG/Fi→S(G,Fi)(e) remains of order γc∆max(G/Fi) for some γc = mo(1) over the entire course of the al-
gorithm. We note that by a standard transformation, we can assume wlog that ∆max(G/Fi) = Õ(k).

Crucially, using our bound on the vertex congestion, we can argue that the graph J has max-
imum degree γc∆max(G/Fi). Since we can implement the static spanner algorithm in time near-
linear in the number of edges, this implies that the entire algorithm to compute a sparsifier J̃ only
takes time ∼ |U |γc∆max(G/Fi) ≈ |U |mo(1)k, and thus in amortized time kmo(1) per update.

It remains to obtain this vertex congestion bound. Let us first discuss the static algorithm.
Previously, we exploited that each sparsifier Si is expander since it is a cut-sparsifier of Hi in a
rather crude way. But it is not hard to see via the multi-commodity max-flow min-cut theorem
[LR99] that this property can be used to argue the existence of an embedding ΠHi→Si that uses
each edge in Si on at most Õ(1/pi) embedding paths and therefore each path has average length
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<latexit sha1_base64="kfrp/lBGpe91NGxl7Sb3wjBlY0A=">AAACMHicbVDLSgNBEJz1bXxFPXoZTIQIEndF1GNAMB4jGhWyIfTOdpIhs7PLzKwSlnySFz9FLwqKePUrnMQcfDU0FFXddHUFieDauO6zMzE5NT0zOzefW1hcWl7Jr65d6jhVDOssFrG6DkCj4BLrhhuB14lCiAKBV0HveKhf3aDSPJYXpp9gM4KO5G3OwFiqla/6MuYyRGlosbp70uJFCjKkOgEpUdGiH4HpMhDZ+aBU3bH6dtH3c7fcdCmGHdQ0RIEGw1a+4JbdUdG/wBuDAhlXrZV/8MOYpZG9zARo3fDcxDQzUIYzgYOcn2pMgPWggw0LJUSom9no4QHdskxI27GybZ2P2O8bGURa96PATg7969/akPxPa6SmfdTMuExSg5J9HWqngpqYDtOjIVfIjOhbAExx65WyLihgxmacsyF4v1/+Cy73yt5Bef9sr1ApjeOYIxtkk5SIRw5JhZySGqkTRu7II3khr8698+S8Oe9foxPOeGed/Cjn4xMj0qfH</latexit>

G/Fi �M/ bT�MM2` S(G, Fi)
rBi? 2/;2b /2H2i2/

<latexit sha1_base64="6X8B69cvQgCB0x6sQGHvEch6I1U=">AAACJXicbVDLSgMxFM34rPVVdekm2AoVpM4UURcuCoJ1WdE+oFOGTOa2BjOZIckIZejPuPFX3LiwiODKXzF9LLT1QOBwzr3knuPHnClt21/WwuLS8spqZi27vrG5tZ3b2W2oKJEU6jTikWz5RAFnAuqaaQ6tWAIJfQ5N//Fq5DefQCoWiXvdj6ETkp5gXUaJNpKXu1QxEQIkhtCHIGCih2OiHxQuuDXmpdWTa49hV0fYDY1MCU/vBsXqsVGPBgUvl7dL9hh4njhTkkdT1Lzc0A0imoQgNOVEqbZjx7qTEqkZ5TDIuomCmNBH0oO2oYKEoDrpOOUAHxolwN1Imic0Hqu/N1ISKtUPfTM5ulXNeiPxP6+d6O5FJ2UiTjQIOvmom3BsUo8qwwGTQDXvG0KoZOZWTB+IJFSbYrOmBGc28jxplEvOWen0tpyvFKd1ZNA+OkBF5KBzVEE3qIbqiKJn9Ire0dB6sd6sD+tzMrpgTXf20B9Y3z/DsaQQ</latexit>bT�MM2` 2K#2//BM; T�i?b ⇧G/Fi!S(G,Fi)

<latexit sha1_base64="ZB5elHDbK91ynXHxVMH+H7qusDU=">AAAB/3icbVBNS8NAEN3Ur1q/ooIXL4ut0FNJiqjHghfxVMF+QBvKZjNt1242YXcjlNiDf8WLB0W8+je8+W/ctjlo64OBx3szzMzzY86UdpxvK7eyura+kd8sbG3v7O7Z+wdNFSWSQoNGPJJtnyjgTEBDM82hHUsgoc+h5Y+upn7rAaRikbjT4xi8kAwE6zNKtJF69lEso3ugGgIMwQAUZgKXbko9u+hUnBnwMnEzUkQZ6j37qxtENAlBaMqJUh3XibWXEqkZ5TApdBMFMaEjMoCOoYKEoLx0dv8EnxolwP1ImhIaz9TfEykJlRqHvukMiR6qRW8q/ud1Et2/9FIm4kSDoPNF/YRjHeFpGDhg0vzOx4YQKpm5FdMhkcTkIVXBhOAuvrxMmtWKe145u60Wa+Usjjw6RieojFx0gWroGtVRA1H0iJ7RK3qznqwX6936mLfmrGzmEP2B9fkDfZaVBQ==</latexit>T`QD2+i2/ 2/;2b BM J
<latexit sha1_base64="utQQ8ZwhyyMH3ToWU0BGsbJAZ5U=">AAACBXicbVBNS8NAEN34WetX1KMeFluhp5IUUY8FL+Kpgv2ANpTNZtIu3WzC7kYooRcv/hUvHhTx6n/w5r9x2+agrQ8GHu/NMDPPTzhT2nG+rZXVtfWNzcJWcXtnd2/fPjhsqTiVFJo05rHs+EQBZwKammkOnUQCiXwObX90PfXbDyAVi8W9HifgRWQgWMgo0Ubq2ycqIUKAxBAMQGEmcLmnGQ8gu52U+3bJqToz4GXi5qSEcjT69lcviGkagdCUE6W6rpNoLyNSM8phUuylChJCR2QAXUMFiUB52eyLCT4zSoDDWJoSGs/U3xMZiZQaR77pjIgeqkVvKv7ndVMdXnkZE0mqQdD5ojDlWMd4GgkOmASq+dgQQiUzt2I6JJJQbYIrmhDcxZeXSatWdS+q53e1Ur2Sx1FAx+gUVZCLLlEd3aAGaiKKHtEzekVv1pP1Yr1bH/PWFSufOUJ/YH3+AIc8l94=</latexit>

bT�MM2` 2/;2b BM J̃
<latexit sha1_base64="gwHAw3oa1rQMa1hr9IAYH1K7OaI=">AAACFXicbVDLSgMxFM3UV62vqks3wVZwIWWmiLosuBFXCrYKbSmZzG0NzSRDckcoQ3/Cjb/ixoUibgV3/o3pY6GtBwKHc+4l95wwkcKi7397uYXFpeWV/GphbX1jc6u4vdOwOjUc6lxLbe5CZkEKBXUUKOEuMcDiUMJt2D8f+bcPYKzQ6gYHCbRj1lOiKzhDJ3WKRxD1wNIIJCBEtGt0TMuXZYqa6hCZULTcQiEjyC6H5U6x5Ff8Meg8CaakRKa46hS/WpHmaQwKuWTWNgM/wXbGDAouYVhopRYSxvusB01HFYvBtrNxqiE9cIq7SBv3FNKx+nsjY7G1gzh0kzHDezvrjcT/vGaK3bN2JlSSIig++aibylHmUUU0EgY4yoEjjBvhbqX8nhnG0RVZcCUEs5HnSaNaCU4qx9fVUu1wWkee7JF9ckgCckpq5IJckTrh5JE8k1fy5j15L9679zEZzXnTnV3yB97nD0RAnY0=</latexit>

2/;2b /2H2i2/ 7`QK J iQ Q#i�BM J̃
<latexit sha1_base64="T/EaaHKS9y1MqVBvFtOx3Upm0Wg=">AAACGXicbVBNS8NAEN34WetX1aOXxVboqSRF1GPBi/RUwX5AW8pmM2mXbjZhdyOUkL/hxb/ixYMiHvXkv3HT5qCtAwOP92aYec+NOFPatr+ttfWNza3twk5xd2//4LB0dNxRYSwptGnIQ9lziQLOBLQ10xx6kQQSuBy67vQm07sPIBULxb2eRTAMyFgwn1GiDTUq2SoiQoDEELjgeUyMcUT0ROHKoMVGSRMPdGiacQ+SZppWiqNS2a7Z88KrwMlBGeXVGpU+B15I4wCEppwo1XfsSA8TIjWjHNLiIFYQETolY+gbKEgAapjMnaX43DAe9kNpWmg8Z39vJCRQaha4ZjLI3l7WMvI/rR9r/3qYMBHFGgRdHPJjjo3bLCbsMQlU85kBhEpmfsV0QiSh2oSZheAsW14FnXrNuaxd3NXLjWoeRwGdojNURQ66Qg10i1qojSh6RM/oFb1ZT9aL9W59LEbXrHznBP0p6+sHU/+fxQ==</latexit>bT�MM2` 2K#2//BM; T�i?b ⇧J!J̃

<latexit sha1_base64="63/oZMcDtaF+CyYZ5LpCdSpr3pE=">AAACJnicbVBNS8NAEN34bf2qevSy2AoVpCZF1IsgCNajoq1CU8pkM7VLN5uwuxFK6K/x4l/x4qEi4s2f4rb2oNYHA483M8ybFySCa+O6H87U9Mzs3PzCYm5peWV1Lb++UddxqhjWWCxidReARsEl1gw3Au8ShRAFAm+D7tmwf/uASvNY3phegs0I7iVvcwbGSq38iS9jLkOUhqZJCAZDWqzun7d4kYIMqe/ndAJSoqJFPwLTYSCy636pumdHdoutfMEtuyPQSeKNSYGMcdnKD/wwZmlk7zEBWjc8NzHNDJThTGA/56caE2BduMeGpRIi1M1s9Gaf7lglpO1Y2bJ+R+rPjQwirXtRYCeHVvXf3lD8r9dITfu4mXGZpAYl+z7UTgU1MR1mRkOukBnRswSY4tYrZR1QwIxNNmdD8P6+PEnqlbJ3WD64qhROS+M4FsgW2SYl4pEjckouyCWpEUYeyTMZkFfnyXlx3pz379EpZ7yzSX7B+fwCDb+jjw==</latexit>

mT/�i2/ G/Fi �M/
bT�MM2` S(G, Fi)

<latexit sha1_base64="e335t0G2f7GyIAUbClyfJdBaRAE=">AAAB7HicbVBNS8NAEJ3Ur1q/qh69LBahp5IUUY8FLx4rmFZoQ9lspu3SzSbsboQS+hu8eFDEqz/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkobm1vbO+Xdyt7+weFR9fiko5NMMfRZIhL1GFKNgkv0DTcCH1OFNA4FdsPJ7dzvPqHSPJEPZppiENOR5EPOqLGSj9EI9aBacxvuAmSdeAWpQYH2oPrVjxKWxSgNE1TrnuemJsipMpwJnFX6mcaUsgkdYc9SSWPUQb44dkYurBKRYaJsSUMW6u+JnMZaT+PQdsbUjPWqNxf/83qZGd4EOZdpZlCy5aJhJohJyPxzEnGFzIipJZQpbm8lbEwVZcbmU7EheKsvr5NOs+FdNS7vm7VWvYijDGdwDnXw4BpacAdt8IEBh2d4hTdHOi/Ou/OxbC05xcwp/IHz+QPWsY6h</latexit>2/;2b
<latexit sha1_base64="hCxrW567d9KGIyzcjk5K9pQJxvU=">AAAB9HicbVBNS8NAEJ3Ur1q/qh69LBahp5IUUY8FLx4r2FZoQ9lsJu3SzSbubgol9Hd48aCIV3+MN/+N24+Dtj4YeLw3w8y8IBVcG9f9dgobm1vbO8Xd0t7+weFR+fikrZNMMWyxRCTqMaAaBZfYMtwIfEwV0jgQ2AlGtzO/M0aleSIfzCRFP6YDySPOqLGSr1MqJSqC4QB1v1xxa+4cZJ14S1KBJZr98lcvTFgWozRMUK27npsaP6fKcCZwWuplGlPKRnSAXUsljVH7+fzoKbmwSkiiRNmShszV3xM5jbWexIHtjKkZ6lVvJv7ndTMT3fg5l2lmULLFoigTxCRklgAJuUJmxMQSyhS3txI2pIoyY3Mq2RC81ZfXSbte865ql/f1SqO6jKMIZ3AOVfDgGhpwB01oAYMneIZXeHPGzovz7nwsWgvOcuYU/sD5/AHI2pII</latexit>bT�MM2` 2/;2b
<latexit sha1_base64="6X8B69cvQgCB0x6sQGHvEch6I1U=">AAACJXicbVDLSgMxFM34rPVVdekm2AoVpM4UURcuCoJ1WdE+oFOGTOa2BjOZIckIZejPuPFX3LiwiODKXzF9LLT1QOBwzr3knuPHnClt21/WwuLS8spqZi27vrG5tZ3b2W2oKJEU6jTikWz5RAFnAuqaaQ6tWAIJfQ5N//Fq5DefQCoWiXvdj6ETkp5gXUaJNpKXu1QxEQIkhtCHIGCih2OiHxQuuDXmpdWTa49hV0fYDY1MCU/vBsXqsVGPBgUvl7dL9hh4njhTkkdT1Lzc0A0imoQgNOVEqbZjx7qTEqkZ5TDIuomCmNBH0oO2oYKEoDrpOOUAHxolwN1Imic0Hqu/N1ISKtUPfTM5ulXNeiPxP6+d6O5FJ2UiTjQIOvmom3BsUo8qwwGTQDXvG0KoZOZWTB+IJFSbYrOmBGc28jxplEvOWen0tpyvFKd1ZNA+OkBF5KBzVEE3qIbqiKJn9Ire0dB6sd6sD+tzMrpgTXf20B9Y3z/DsaQQ</latexit>bT�MM2` 2K#2//BM; T�i?b ⇧G/Fi!S(G,Fi)

<latexit sha1_base64="DPiW1A2l4YpEBqupKuuv2V2KVQY=">AAAB7HicbVBNS8NAEJ34WetX1aOXxVboqSRF1GPBi8cKpi20oWy2k3bpZhN2N0Ip/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+OxubW9s7u4W94v7B4dFx6eS0pZNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8N/fbT6g0T+SjmaQYxHQoecQZNVbyK9j3Kv1S2a25C5B14uWkDDma/dJXb5CwLEZpmKBadz03NcGUKsOZwFmxl2lMKRvTIXYtlTRGHUwXx87IpVUGJEqULWnIQv09MaWx1pM4tJ0xNSO96s3F/7xuZqLbYMplmhmUbLkoygQxCZl/TgZcITNiYgllittbCRtRRZmx+RRtCN7qy+ukVa9517Wrh3q5Uc3jKMA5XEAVPLiBBtxDE3xgwOEZXuHNkc6L8+58LFs3nHzmDP7A+fwBobGN1g==</latexit>e1

<latexit sha1_base64="ppmxyWZrrwePmsRB4D3DzsL9X9A=">AAAB7HicbVBNS8NAEJ34WetX1aOXxVboqSRF1GPBi8cKpi20oWy203bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAiujet+OxubW9s7u4W94v7B4dFx6eS0peNUMfRZLGLVCalGwSX6hhuBnUQhjUKB7XByN/fbT6g0j+WjmSYYRHQk+ZAzaqzkV7Bfr/RLZbfmLkDWiZeTMuRo9ktfvUHM0gilYYJq3fXcxAQZVYYzgbNiL9WYUDahI+xaKmmEOsgWx87IpVUGZBgrW9KQhfp7IqOR1tMotJ0RNWO96s3F/7xuaoa3QcZlkhqUbLlomApiYjL/nAy4QmbE1BLKFLe3EjamijJj8ynaELzVl9dJq17zrmtXD/Vyo5rHUYBzuIAqeHADDbiHJvjAgMMzvMKbI50X5935WLZuOPnMGfyB8/kDozaN1w==</latexit>e2

<latexit sha1_base64="v2oeEa1VVfrAHcD3szin5x6ElW8=">AAAB7HicbVBNT8JAEJ3iF+IX6tFLI5hwIi0a9UjixSMmFkigIdtlChu222Z3a0IafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8IOFMacf5tgobm1vbO8Xd0t7+weFR+fikreJUUvRozGPZDYhCzgR6mmmO3UQiiQKOnWByN/c7TygVi8WjniboR2QkWMgo0Ubyqji4rA7KFafuLGCvEzcnFcjRGpS/+sOYphEKTTlRquc6ifYzIjWjHGelfqowIXRCRtgzVJAIlZ8tjp3ZF0YZ2mEsTQltL9TfExmJlJpGgemMiB6rVW8u/uf1Uh3e+hkTSapR0OWiMOW2ju355/aQSaSaTw0hVDJzq03HRBKqTT4lE4K7+vI6aTfq7nX96qFRadbyOIpwBudQAxduoAn30AIPKDB4hld4s4T1Yr1bH8vWgpXPnMIfWJ8/pLuN2A==</latexit>e3

<latexit sha1_base64="DPiW1A2l4YpEBqupKuuv2V2KVQY=">AAAB7HicbVBNS8NAEJ34WetX1aOXxVboqSRF1GPBi8cKpi20oWy2k3bpZhN2N0Ip/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+OxubW9s7u4W94v7B4dFx6eS0pZNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8N/fbT6g0T+SjmaQYxHQoecQZNVbyK9j3Kv1S2a25C5B14uWkDDma/dJXb5CwLEZpmKBadz03NcGUKsOZwFmxl2lMKRvTIXYtlTRGHUwXx87IpVUGJEqULWnIQv09MaWx1pM4tJ0xNSO96s3F/7xuZqLbYMplmhmUbLkoygQxCZl/TgZcITNiYgllittbCRtRRZmx+RRtCN7qy+ukVa9517Wrh3q5Uc3jKMA5XEAVPLiBBtxDE3xgwOEZXuHNkc6L8+58LFs3nHzmDP7A+fwBobGN1g==</latexit>e1

<latexit sha1_base64="ppmxyWZrrwePmsRB4D3DzsL9X9A=">AAAB7HicbVBNS8NAEJ34WetX1aOXxVboqSRF1GPBi8cKpi20oWy203bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAiujet+OxubW9s7u4W94v7B4dFx6eS0peNUMfRZLGLVCalGwSX6hhuBnUQhjUKB7XByN/fbT6g0j+WjmSYYRHQk+ZAzaqzkV7Bfr/RLZbfmLkDWiZeTMuRo9ktfvUHM0gilYYJq3fXcxAQZVYYzgbNiL9WYUDahI+xaKmmEOsgWx87IpVUGZBgrW9KQhfp7IqOR1tMotJ0RNWO96s3F/7xuaoa3QcZlkhqUbLlomApiYjL/nAy4QmbE1BLKFLe3EjamijJj8ynaELzVl9dJq17zrmtXD/Vyo5rHUYBzuIAqeHADDbiHJvjAgMMzvMKbI50X5935WLZuOPnMGfyB8/kDozaN1w==</latexit>e2

<latexit sha1_base64="v2oeEa1VVfrAHcD3szin5x6ElW8=">AAAB7HicbVBNT8JAEJ3iF+IX6tFLI5hwIi0a9UjixSMmFkigIdtlChu222Z3a0IafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8IOFMacf5tgobm1vbO8Xd0t7+weFR+fikreJUUvRozGPZDYhCzgR6mmmO3UQiiQKOnWByN/c7TygVi8WjniboR2QkWMgo0Ubyqji4rA7KFafuLGCvEzcnFcjRGpS/+sOYphEKTTlRquc6ifYzIjWjHGelfqowIXRCRtgzVJAIlZ8tjp3ZF0YZ2mEsTQltL9TfExmJlJpGgemMiB6rVW8u/uf1Uh3e+hkTSapR0OWiMOW2ju355/aQSaSaTw0hVDJzq03HRBKqTT4lE4K7+vI6aTfq7nX96qFRadbyOIpwBudQAxduoAn30AIPKDB4hld4s4T1Yr1bH8vWgpXPnMIfWJ8/pLuN2A==</latexit>e3

<latexit sha1_base64="DPiW1A2l4YpEBqupKuuv2V2KVQY=">AAAB7HicbVBNS8NAEJ34WetX1aOXxVboqSRF1GPBi8cKpi20oWy2k3bpZhN2N0Ip/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAqujet+OxubW9s7u4W94v7B4dFx6eS0pZNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8N/fbT6g0T+SjmaQYxHQoecQZNVbyK9j3Kv1S2a25C5B14uWkDDma/dJXb5CwLEZpmKBadz03NcGUKsOZwFmxl2lMKRvTIXYtlTRGHUwXx87IpVUGJEqULWnIQv09MaWx1pM4tJ0xNSO96s3F/7xuZqLbYMplmhmUbLkoygQxCZl/TgZcITNiYgllittbCRtRRZmx+RRtCN7qy+ukVa9517Wrh3q5Uc3jKMA5XEAVPLiBBtxDE3xgwOEZXuHNkc6L8+58LFs3nHzmDP7A+fwBobGN1g==</latexit>e1

<latexit sha1_base64="ppmxyWZrrwePmsRB4D3DzsL9X9A=">AAAB7HicbVBNS8NAEJ34WetX1aOXxVboqSRF1GPBi8cKpi20oWy203bpZhN2N0IJ/Q1ePCji1R/kzX/jts1BWx8MPN6bYWZemAiujet+OxubW9s7u4W94v7B4dFx6eS0peNUMfRZLGLVCalGwSX6hhuBnUQhjUKB7XByN/fbT6g0j+WjmSYYRHQk+ZAzaqzkV7Bfr/RLZbfmLkDWiZeTMuRo9ktfvUHM0gilYYJq3fXcxAQZVYYzgbNiL9WYUDahI+xaKmmEOsgWx87IpVUGZBgrW9KQhfp7IqOR1tMotJ0RNWO96s3F/7xuaoa3QcZlkhqUbLlomApiYjL/nAy4QmbE1BLKFLe3EjamijJj8ynaELzVl9dJq17zrmtXD/Vyo5rHUYBzuIAqeHADDbiHJvjAgMMzvMKbI50X5935WLZuOPnMGfyB8/kDozaN1w==</latexit>e2

<latexit sha1_base64="v2oeEa1VVfrAHcD3szin5x6ElW8=">AAAB7HicbVBNT8JAEJ3iF+IX6tFLI5hwIi0a9UjixSMmFkigIdtlChu222Z3a0IafoMXDxrj1R/kzX/jAj0o+JJJXt6bycy8IOFMacf5tgobm1vbO8Xd0t7+weFR+fikreJUUvRozGPZDYhCzgR6mmmO3UQiiQKOnWByN/c7TygVi8WjniboR2QkWMgo0Ubyqji4rA7KFafuLGCvEzcnFcjRGpS/+sOYphEKTTlRquc6ifYzIjWjHGelfqowIXRCRtgzVJAIlZ8tjp3ZF0YZ2mEsTQltL9TfExmJlJpGgemMiB6rVW8u/uf1Uh3e+hkTSapR0OWiMOW2ju355/aQSaSaTw0hVDJzq03HRBKqTT4lE4K7+vI6aTfq7nX96qFRadbyOIpwBudQAxduoAn30AIPKDB4hld4s4T1Yr1bH8vWgpXPnMIfWJ8/pLuN2A==</latexit>e3

<latexit sha1_base64="zsQm6ke/41vqcOiaVvIE+xx1j+A=">AAAB8nicbVBNSwMxEM3Wr1q/qh69BFuhp7JbRT0WvHisYD9gu5Rsmm1Ds8mSzApl6c/w4kERr/4ab/4b03YP2vpg4PHeDDPzwkRwA6777RQ2Nre2d4q7pb39g8Oj8vFJx6hUU9amSijdC4lhgkvWBg6C9RLNSBwK1g0nd3O/+8S04Uo+wjRhQUxGkkecErCSX+2PCWRsNrisDsoVt+4ugNeJl5MKytEalL/6Q0XTmEmgghjje24CQUY0cCrYrNRPDUsInZAR8y2VJGYmyBYnz/CFVYY4UtqWBLxQf09kJDZmGoe2MyYwNqveXPzP81OIboOMyyQFJulyUZQKDArP/8dDrhkFMbWEUM3trZiOiSYUbEolG4K3+vI66TTq3nX96qFRadbyOIroDJ2jGvLQDWqie9RCbUSRQs/oFb054Lw4787HsrXg5DOn6A+czx93ZpCl</latexit>

ê3
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Figure 4: Illustration of the procedure for maintaining S(G,Fi) under edge deletions.
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Õ(1). In fact, using the shortest paths data structures on expanders [CS21], we can find such an
embedding and turn the average length guarantee into a worst-case guarantee.

This ensures that each edge has congestion at most Õ(1/pi) = Õ(∆max(G/Fi)) and because
S(G,Fi) has average degree Õ(1), this also bounds the vertex congestion. We need to refine this
argument carefully for the dynamic version but can then argue that due to the batching we only
increase the vertex congestion slightly. We refer the reader to Section 5 for the full implementation
and analysis.

3 Preliminaries
Model of Computation. In this article, for problem instances encoded with z bits, all algorithms
work in fixed-point arithmetic where words have O(logO(1) z) bits, i.e. we prove that all numbers
stored are in [exp(− logO(1) z), exp(logO(1) z)].

General notions. We denote vectors by boldface lowercase letters. We use uppercase boldface to
denote matrices. Often, we use uppercase matrices to denote the diagonal matrices corresponding
to lowercase vectors, such as L = diag(`). For vectors x,y we define the vector x ◦ y as the
entrywise product, i.e. (x ◦ y)i = xiyi. We also define the entrywise absolute value of a vector
|x| as |x|i = |xi|. We use 〈·, ·〉 as the vector inner product: 〈x,y〉 = x>y = ∑

i xiyi. We elect
to use this notation when x,y have superscripts (such as time indexes) to avoid cluttering. For
positive real numbers a, b we write a ≈α b for some α > 1 if α−1b ≤ a ≤ αb. For positive vectors
x,y ∈ R[n]

>0, we say x ≈α y if xi ≈α yi for all i ∈ [n]. This notion extends naturally to positive
diagonal matrices. We will need the standard Chernoff bound.

Theorem 3.1 (Chernoff Bound). Suppose X1, X2, . . . , Xk ∈ [0,W ] are independent random vari-
ables, X = ∑

iXi and µ = EX. For any δ ≥ 1/2, we have P[X ∈ [(1− δ)µ, (1 + δ)µ]] ≥ 1− 2e−
δµ

6W .

Graphs. In this article, we consider multi-graphs G, with edge set E(G) and vertex set V (G).
When the graph is clear from context, we use the short-hands E for E(G), V for V (G), m =
|E|, n = |V |. We assume that each edge e ∈ E has an implicit direction, used to define its edge-
vertex incidence matrix B. Abusing notation slightly, we often write e = (u, v) ∈ E where e is an
edge in E and u and v are the tail and head of e respectively (note that technically multi-graphs
do not allow for edges to be specified by their endpoints). We let rev(e) be the edge e reversed: if
e = (u, v) points from u to v, then rev(e) points from v to u.

We say a flow f ∈ RE routes a demand d ∈ RV if B>f = d. For an edge e = (u, v) ∈ G we let
be ∈ RV denote the demand vector of routing one unit from u to v.

We denote by degG(v) the degree of v in G, i.e. the number of incident edges. We let ∆max(G)
and ∆min(G) denote the maximum and minimum degree of graph H. We define the volume of a
set S ⊆ V as volG(S) def= ∑

v∈S degG(v).

Dynamic Graphs. We say G is a dynamic graph, if it undergoes batches U (1), U (2), . . . of updates
consisting of edge insertions/ deletions and/or vertex splits that are applied to G. We stress that
results on dynamic graphs in this article often only consider a subset of the update types and we
therefore explicitly state for each dynamic graph which updates are allowed. We say that the graph
G, after applying the first t update batches U (1), U (2), . . . , U (t), is at stage t and denote the graph
at this stage by G(t). Additionally, when G is clear, we often denote the value of a variable x at
the end of stage t of G by x(t), or a vector x at the end of stage t of G by x(t).
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For each update batch U (t), we encode edge insertions by a tuple of tail and head of the new
edge and deletions by a pointer to the edge that is about to be deleted. We further also encode
vertex splits by a sequence of edge insertions and deletions as follows: if a vertex v is about to be
split and the vertex that is split off is denoted vNEW, we can delete all edges that are incident to
v but should be incident to vNEW from v and then re-insert each such edge via an insertion (we
allow insertions to new vertices, that do not yet exist in the graph).

For technical reasons, we assume that in an update batch U (t), the updates to implement the
vertex splits are last, and that we always encode a vertex split of v into v and vNEW such that
degG(t+1)(vNEW) ≤ degG(t+1)(v). We let the vertex set of graph G(t) consist of the union of all
endpoints of edges in the graph (in particular if a vertex is split, the new vertex vNEW is added due
to having edge insertions incident to this new vertex vNEW in U (t)).

Enc(u) of an update u ∈ U (t) be the size of the encoding of the update and note that for
edge insertions/ deletions, we have Enc(u) = Õ(1) and for a vertex split of v into v and vNEW

as described above we have Enc(u) = Õ(degG(t+1)(vNEW)). For a batch of updates U , we let
Enc(U) = ∑

u∈U Enc(u). In this article, we only consider dynamic graphs where the total size of
the encodings of all update batches is polynomially bounded in the size of the initial graph G(0).

We point out in particular that the number of updates |U | in an update batch U can be
completely different from the actual encoding size Enc(U) of the update batch U .

Paths, Flows, and Trees. Given a path P in G with vertices u, v both on P , then we let P [u, v]
denote the path segment on P from u to v. We note that if v precedes u on P , then the segment
P [u, v] is in the reverse direction of P . For forests F , we similarly define F [u, v] as the path from
u to v along edges in the forest F . We ensure that u, v are in the same connected component of F
whenever this notation is used.

We let p(F [u, v]) ∈ RE(G) denote the flow vector routing one unit from u to v along the path
in F . In this way, |p(F [u, v])| is the indicator vector for the path from u to v on F . Note that
p(F [u, v]) + p(F [v, w]) = p(F [u,w]) for any vertices u, v, w ∈ V .

The stretch of e = (u, v) with respect to a tree T is defined as

strT,`e
def= 1 + 〈`, |p(T [u, v])|〉

`e
= 1 +

∑
e′∈T [u,v] `e′

`e
.

This differs slightly from the more common definition of stretch because of the 1+ term – we
do this to ensure that strT,`e ≥ 1 for all e. It is known how to efficiently construct trees with
polylogarithmic average stretch with respect to underlying weights. These are called low-stretch
spanning trees (LSSTs).

Theorem 3.2 (Static LSST [AN19]). Given a graph G = (V,E) with lengths ` ∈ RE>0 and
weights v ∈ RE>0 there is an algorithm that runs in time Õ(m) and computes a tree T such that∑
e∈E vestrT,`e ≤ O(‖v‖1 logn log logn).

We let γLSST
def= O(logn log logn).

Graph Embeddings. Given graphs G and H with V (G) ⊆ V (H), we say that ΠG−→H is an
graph-embedding from G intoH if it maps each edge eG = (u, v) ∈ E(G) to a u-v path ΠG−→H(eG) in
H. We define congestion of an edge eH by econg(ΠG−→H , e

H) def= |{eG ∈ E(G) | eH ∈ ΠG−→H(eG)}|
and of the embedding by econg(ΠG−→H) def= maxeH∈E(H) econg(ΠG−→H , e

H). Analogously, the con-
gestion of a vertex vH ∈ V (H) is defined by vcong(ΠG−→H , v

H) def= |{eG ∈ E(G) | vH ∈ ΠG−→H(eG)}|
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and the vertex-congestion of the embedding by vcong(ΠG−→H) def= maxvH∈V (H) vcong(ΠG−→H , v
H).

We define the length by length(ΠG−→H) def= maxeG∈E(G) |ΠG−→H(eG)|. We let (boldface) ΠG→H(e) ∈
RE for e = (u, v) denote a vector representing the flow from u→ v. Thus B>ΠG→H(e) = be.

For a path p1 with endpoints u → v and p2 with endpoints v → w, we define p1 ⊕ p2 as the
concatenation, which is a path from u→ w.

Sometimes we consider the edges that route into an edge e ∈ E(H). Given graphs G,H and
embedding ΠG→H , for edge e ∈ E(H) we define Π−1

G→H(e) def= {e′ ∈ G : e ∈ Π(e′)} . The notation is
natural if we think of Π as a function from an edge e to the set of edges in its path, and hence Π−1

is the inverse/preimage of a one-to-many function.

Dynamic trees. Our algorithms make heavy use of dynamic tree data structures, so we state a
lemma describing the variety of operations that can be supported on a dynamic tree. This includes
path updates either of the form adding a directed flow along a tree path, or adding a positive value
to each edge on a tree path. Additionally, the data structure can support changing edges in the
tree, and querying flow values on edge. Each of these operations can be performed in amortized
Õ(1) time.

Lemma 3.3 (Dynamic trees, see [ST83]). There is a deterministic data structure D(T ) that main-
tains a dynamic tree T ⊆ G = (V,E) under insertion/deletion of edges with gradients g and lengths
`, and supports the following operations:

1. Insert/delete edges e to T , under the condition that T is always a tree, or update the gradient
ge or lengths `e. The amortized time is Õ(1) per change.

2. For a path vector ∆ = p(T [u, v]) for some u, v ∈ V , return 〈g,∆〉 or 〈`, |∆|〉 in time Õ(1).

3. Maintain a flow f ∈ RE under operations f ← f + η∆ for η ∈ R and path vector ∆ =
p(T [u, v]), or query the value fe in amortized time Õ(1).

4. Maintain a positive flow f ∈ RE>0 under operations f ← f+η|∆| for η ∈ R≥0 and path vector
∆ = p(T [u, v]), or or query the value fe in amortized time Õ(1).

5. Detect(). For a fixed parameter ε, and under positive flow updates (item 4), where ∆(t) is
the update vector at time t, returns

S(t) def=

e ∈ E : `e
∑

t′∈[last(t)
e +1,t]

|∆(t′)
e | ≥ ε

 (7)

where last(t)
e is the last time before t that e was returned by Detect(). Runs in time Õ(|S(t)|).

Proof. Every operation described is standard except for Detect, which we now give an algorithm
for. Note that (7) is equivalent to the following:∑

t′∈[last(t)
e +1,t]

|∆(t′)
e | −

ε

`e
≥ 0.

This value can be maintained using positive flow updates (item 4), i.e. |∆| to a tree path. We
reset the value of an edge e to −ε/`e once it is detected. Locating and collecting edges satisfying
(7) is reduced to finding edges with nonnegative values, which can be done in Õ(|S(t)|) time by
repeatedly querying the largest value on the tree, and checking whether it is nonnegative.
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The Detect operation allows our algorithm to decide when we need to change the gradients
and lengths of an edge e in our IPM.

4 Potential Reduction Interior Point Method
The goal of this section is to present a primal-only potential reduction IPM [Kar84] that solves the
min-cost flow problem on a graph G = (V,E) with demands d ∈ ZV , lower and upper capacities
u−,u+ ∈ ZE , and costs c ∈ ZE such that all integers are bounded by U :

f∗
def= arg min

B>f=d
u−e ≤fe≤u+

e for all e∈E

c>f . (8)

Instead of using the standard logarithmic barrier, we elect to use the barrier x−α for small α.
This is because we do not know how to prove that the lengths encountered during the algorithms
are quasipolynomially bounded for the logarithmic barrier. Precisely, we consider the following
potential function, where F ∗ def= c>f∗ is the optimal value for (8), and α def= 1/(1000 logmU). We
assume that we know F ∗, as running our algorithm allows us to binary search for F ∗.

Φ(f) def= 20m log(c>f − F ∗) +
∑
e∈E

(
(u+

e − fe)−α + (fe − u−e )−α
)

(9)

We show in Section 4.3 that we can initialize a flow f on a larger graph (still with O(m) edges)
such that the potential Φ(f) is initially O(m logmU) (Lemma 4.12). Additionally, given a nearly
optimal solution, we can recover an exactly optimal solution to the original min-cost flow problem
in linear time (Lemma 4.11). A simple observation is that if the potential is sufficiently small, then
the cost of the flow is nearly optimal.

Lemma 4.1. We have c>f − F ∗ ≤ exp (Φ(f)/(20m)) . In particular, if Φ(f) ≤ −200m logmU
then c>f − F ∗ ≤ (mU)−10.

Proof. From (9) and the fact that u−e ≤ fe ≤ u+
e , we get

Φ(f) ≥ 20m log(c>f − F ∗).

Rearranging this gives the desired result.

Given a flow f ∈ RE we define lengths ` ∈ RE>0 and gradients g ∈ RE to capture the next `1
problem we solve to decrease the potential.

Definition 4.2 (Lengths and gradients). Given a flow f ∈ RE we define lengths ` ∈ RE as

`(f)e
def=
(
u+
e − fe

)−1−α
+
(
fe − u−e

)−1−α (10)

and gradients g ∈ RE as g(f) def= ∇Φ(f). More explicitly,

g(f)e
def= [∇Φ(f)]e = 20m(c>f − F ∗)−1ce + α

(
u+
e − fe

)−1−α
− α

(
fe − u−e

)−1−α (11)

The remainder of the section is split into three parts. In Section 4.1 we show that approximately
solving the cycle problem induced by gradients and lengths approximating those in Definition 4.2
allows us to decrease the potential additively by an almost constant quantity in a single iteration.
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Then in Section 4.2 we bound how such iterations affect the lengths and gradients in order to
show that approximate versions of them only need to be modified m1+o(1) times across the entire
algorithm, and in Section 4.3 we discuss how to get an initial flow and extract an exact min-cost
flow from a nearly optimal flow.

The following theorem summarizes the results of this section.

Theorem 4.3. Suppose we are given a min-cost flow instance given by Equation (8). Let f∗ denote
an optimal solution to the instance.

For all κ ∈ (0, 1), there is a potential reduction interior point method for this problem, that,
given an initial flow f (0) ∈ RE such that Φ(f (0)) ≤ 200m logmU, the algorithm proceeds as follows:

The algorithm runs for Õ(mκ2) iterations. At each iteration, let g(f (t)) ∈ RE denote that
gradient and `(f (t)) ∈ RE>0 denote the lengths given by Definition 4.2. Let g̃ ∈ RE and ˜̀∈ RE>0 be
any vectors such that

∥∥∥L(f (t))−1
(
g̃ − g(f (t))

)∥∥∥
∞
≤ κ/8 and ˜̀≈2 `(f).

1. At each iteration, the hidden circulation f∗ − f (t) satisfies

g̃>(f∗ − f (t))
100m+

∥∥∥L̃(f∗ − f (t))
∥∥∥

1

≤ −α/4.

2. At each iteration, given any ∆ satisfying B>∆ = 0 and g̃>∆/
∥∥L̃∆

∥∥
1
≤ −κ, it updates f (t+1) ←

f (t) + η∆ for η ← κ2/(50 · |g̃∆|).

3. At the end of Õ(mκ2) iterations, we have c>f (t) ≤ c>f∗ + (mU)−10.

Intuitively, the algorithm will compute a sequence of flows f (0),f (1), and maintain approxi-
mations g̃, ˜̀ of g(f (t)), `(f (t)) respectively. Each iteration, the algorithm will call an oracle for
approximating the minimum-ratio cycle, i.e. minB>∆=0 g̃

>∆/
∥∥L̃∆

∥∥
1
. The first item shows that the

optimal ratio is at most −α/4. Thus if the oracle returns an mo(1) approximation, the returned
circulation has κ ≥ m−o(1). Scaling ∆ appropriately and adding it to f (t) decreases the potential
by Ω(κ2), hence the potential drops to −O(m logm) within Õ(mκ−2) iterations.

In Section 9 we will give a formal description of the interaction of the algorithm of Theorem 4.3
and our data structures to implement each step in amortized mo(1) time. As part of this, we argue
that we can change g̃ and ˜̀ only Õ(mκ−2) total times. This is encapsulated in Lemma 9.4.

4.1 One Step Analysis

Consider a current flow f and lengths/gradients `(f), g(f) defined in Definition 4.2, with L =
diag(`). The problem we will solve approximately in each iteration will be

min
B>∆=0

g(f)>∆
‖L(f)∆‖1

. (12)

Alternatively, this can be viewed as constraining B>∆ = 0 and g(f)>∆ = −1, and then minimizing
‖L(f)∆‖1. Our first goal is to show that an approximate solution to (12) for approximations of
the gradient and lengths allows us to decrease the potential.

Lemma 4.4. Let g̃ ∈ RE satisfy
∥∥L(f)−1 (g̃ − g(f))

∥∥
∞ ≤ κ/8 for some κ ∈ (0, 1), and ˜̀∈ RE>0

satisfy ˜̀≈2 `(f). Let ∆ satisfy B>∆ = 0 and g̃>∆/
∥∥L̃∆

∥∥
1
≤ −κ. Let η satisfy ηg̃>∆ = −κ2/50.

Then
Φ(f + η∆) ≤ Φ(f)− κ2

500 .
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Before showing this, we need simple bounds on the Taylor expansion of the logarithmic barrier
and x−α in the region where the second derivative is stable.

Lemma 4.5 (Taylor expansion for x−α). If |∆e| ≤ 1
10 min

(
u+
e − fe,fe − u−e

)
for e ∈ E then(

(u+
e − fe −∆e)−α + (fe + ∆e − u−e )−α

)
≤
(
(u+

e − fe)−α + (fe − u−e )−α
)

+ α

((
u+
e − fe

)−1−α
−
(
fe − u−e

)−1−α
)

∆e + α

((
u+
e − fe

)−2−α
+
(
fe − u−e

)−2−α
)

∆2
e (13)

Also we have that∣∣∣(u+
e − fe −∆e)−1−α − (u+

e − fe)−1−α
∣∣∣ ≤ 2|∆e|(u+

e − fe)−2−α (14)

and ∣∣∣(fe + ∆e − u−e )−1−α − (fe − u−e )−1−α
∣∣∣ ≤ 2|∆e|(fe − u−e )−2−α. (15)

(14) and (15) are useful for analyzing how a step improves the value of the potential function
Φ(f), as well as showing that the gradients g(f) and lengths `(f) are stable, i.e. change only
m1+o(1) times over m1+o(1) iterations.

Proof. Define φ(x) def= (u+
e − x)−α + (x− u−e )−α. φ is a convex function with derivative

φ′(x) = α
(
(u+

e − x)−1−α − (x− u−e )−1−α
)

and second derivative

φ′′(x) = α(1 + α)
(
(u+

e − x)−2−α + (x− u−e )−2−α
)
.

In particular note that φ′′(fe + δ) ≈1.3 φ
′′(fe) for any |δ| ≤ 1

10 min
(
u+
e − fe,fe − u−e

)
, because

1.12+α ≤ 1.3 by the choice of α. Thus by Taylor’s theorem we get that

φ(fe + ∆e) ≤ φ(fe) + φ′(fe)∆e + 1
2 max
y∈[fe,fe+∆e]

φ′′(y)∆2
e ≤ φ(fe) + φ′(fe)∆e + 1.3φ′′(fe)∆2

e

≤ φ(fe) + φ′(fe)∆e + α

((
u+
e − fe

)−2−α
+
(
fe − u−e

)−2−α
)

∆2
e,

which when expanded yields the desired bound. (14), (15) follow from a similar application of
Taylor’s theorem on a first order expansion.

Lemma 4.6 (Taylor expansion for log x). If |y| ≤ x/10 for x > 0 then

log(x+ y) ≤ log(x) + y/x+ y2/x2. (16)

Proof. This is equivalent to log(1 + y/x) ≤ y/x + y2/x2 for |y/x| ≤ 1/10, which follows from the
Taylor expansion log(1 + z) = ∑

k≥0 z
k/k for |z| < 1.

Proof of Lemma 4.4. We first bound g(f)>∆ by

∣∣∣g(f)>∆− g̃>∆
∣∣∣ (i)
≤
∥∥∥L(f)−1(g̃ − g(f))

∥∥∥
∞
‖L(f)∆‖1

(ii)
≤ 2ε/κ · |g̃>∆| ≤ g̃>∆/2,

26



where (i) follows from Hölder’s inequality with the `1, `∞ norms, (ii) follows from the lemma
hypotheses and ‖L(f)∆‖1 ≤ 2‖L̃∆‖1, and the final inequality follows from ε ≤ κ/8. Hence

2g̃>∆ ≤ g(f)>∆ ≤ g̃>∆/2. (17)

We can also bound c>∆ by

20m(c>f − F ∗)−1
∣∣∣c>∆

∣∣∣ =
∣∣∣∣∣g(f)>∆− α

∑
e∈E

((
u+
e − fe

)−1−α
−
(
fe − u−e

)−1−α
)

∆e

∣∣∣∣∣ (18)

(i)
≤
∣∣∣g(f)>∆

∣∣∣+ α ‖L(f)∆‖1
(ii)
≤ (2 + 2α/κ)|g̃>∆|. (19)

where (i) follows from the triangle inequality, and (ii) from (17) plus the problem hypotheses. In
particular, we deduce that ∣∣∣c>∆

∣∣∣ ≤ c>f − F ∗20m · (2 + 2α/κ)|g̃>∆|. (20)

Let ∆ def= η∆, the circulation that we add. From (20) we get that

|c>∆| ≤ η · c
>f − F ∗

20m · (2 + 2α/κ)|g̃>∆| ≤ c
>f − F ∗

20m · 4η/κ|g̃>∆| ≤ κ

500m
(
c>f − F ∗

)
by the choice of η in the problem hypothesis. Additionally, we have∥∥∥L(f)∆

∥∥∥
1
≤ 2

∥∥∥L̃∆
∥∥∥

1
≤ 2/κ ·

∥∥∥g̃∆∥∥∥
1
≤ 2η/κ · ‖g̃∆‖1 ≤ κ/25 (21)

by the choice of η. This implies that

|∆e| ≤ κ/25 · (u+
e − fe)1+α ≤ κ/25 · (2U)α · (u+

e − fe) ≤ κ/10 · (u+
e − fe),

where the last inequality follows from the choice α = 1/(1000 logmU). |∆e| ≤ κ/10 · (fe − u−e )
follows similarly.

This bound allows us to apply:

• Lemma 4.5 on the current u+, u−, f , and ∆, and

• Lemma 4.6 for x = c>f − F ∗ and y = c>∆

to get

Φ(f + ∆)− Φ(f) ≤ g(f)>∆ + 20m
(

κ

500m

)2
+
∑
e∈E

α

((
u+
e − fe

)−2−α
+
(
fe − u−e

)−2−α
)

∆2
e

(i)
≤ g̃>∆/2 + κ2

10000 + ακ/10 ·
∥∥∥L(f)∆

∥∥∥
1

(ii)
≤ − κ2

100 + κ2

10000 + ακ

250 ≤ −
κ2

500 .

Here, (i) follows from (17), and the bound |∆e| ≤ κ/10 · min
(
u+
e − fe,fe − u−e

)
, and (ii) from

g̃>∆ = ηg̃>∆ = −κ2/50 and (21).

Our next goal is to show that a straight line to f∗, i.e. ∆ = f∗ − f satisfies the guarantees of
Lemma 4.4 for some κ ≥ Ω̃(1). This has two purposes. First, it shows that anmo(1)-optimal solution
to (12) allows us to decrease the potential by m−o(1) per step, so that the algorithm terminates in
m1+o(1) steps. Second, it shows that the problems (12) encountered during the method are not fully
adaptive, and we are able to use this guarantee on a good solution to inform our data structures.
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Lemma 4.7 (Quality of f∗−f). Let g̃ ∈ RE satisfy
∥∥L(g)−1 (g̃ − g(f))

∥∥
∞ ≤ ε for some ε < α/2,

and ˜̀∈ RE>0 satisfy ˜̀≈2 `(f). If Φ(f) ≤ 200m logmU and log(c>f − F ∗) ≥ −10 logmU , then

g̃>(f∗ − f)
100m+

∥∥∥L̃(f∗ − f)
∥∥∥

1

≤ −α/4.

The additional 100m in the denominator is for a technical reason, and intuitively says that
the bound is still fine even if we force every edge to pay at least 100 towards the `1 length of the
circulation.

Proof. We can bound g(f)>(f∗ − f) using

g(f)>(f∗ − f) = 20mc
>(f∗ − f)
c>f − F ∗

+
∑
e∈E

(
α
(
u+
e − fe

)−1−α
− α

(
fe − u−e

)−1−α
)

(f∗e − fe)

(i)
≤ −20m− α

∑
e∈E

((
u+
e − fe

)−1−α
+
(
fe − u−e

)−1−α
)
|f∗e − fe|

+ 2α
∑
e∈E

((
u+
e − fe

)−α
+
(
fe − u−e

)−α)
= −20m− α ‖L(f)(f∗ − f)‖1 + 2α

(
Φ(f)− 20m log(c>f − F ∗)

)
(ii)
≤ −20m− α ‖L(f)(f∗ − f)‖1 + 2α · 400m logmU
(iii)
≤ −19m− α ‖L(f)(f∗ − f)‖1 .

where (i) follows from the bound u−e − fe ≤ f∗e − fe ≤ u+
e − fe for all e ∈ E, so

(u+
e − fe)−1−α(f∗e − fe) = (u+

e − fe)−1−α(f∗e − u+
e + u+

e − fe)
= (u+

e − fe)−α − (u+
e − fe)−1−α|f∗e − u+

e |
≤ 2(u+

e − fe)−α − (u+
e − fe)−1−α |f∗e − fe| ,

and similar for the −(u+
e −fe)−1−α(f∗e −fe) term, (ii) follows from the lemma hypotheses, and

(iii) from the choice α = 1/(1000 logmU). We now bound

g̃>(f∗ − f) = g(f)>(f∗ − g) + (g̃ − g(f))> (f∗ − f)
(i)
≤ −19m− α ‖L(f)(f∗ − f)‖1 +

∥∥∥L(f)−1 (g̃ − g(f))
∥∥∥
∞
‖L(f)(f∗ − f)‖1

(ii)
≤ −19m− α ‖L(f)(f∗ − f)‖1 + ε ‖L(f)(f∗ − f)‖1
≤ −19m− α/2 · ‖L(f)(f∗ − f)‖1 ,

where (i) follows from the above bound on g(f)>(f∗ − f) and Hölder for the `1/`∞ norms, and
(ii) follows from the the conditions on g̃. Thus we get that

g̃>(f∗ − f)
100m+

∥∥∥L̃(f∗ − f)
∥∥∥

1

≤ −19m− α/2 · ‖L(f)(f∗ − f)‖1
100m+ 2 ‖L(f)(f∗ − f)‖1

≤ −α/4,

where we have used the above bound on g̃>(f∗ − f) and ` ≈2 ˜̀.
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4.2 Stability Bounds

Our algorithm ultimately approximately solves (12) by using approximations g̃ of g(f) and ˜̀ of
`(f) satisfying the conditions of Lemma 4.4. The goal of this section is to show that g(f) and `(f)
are slowly changing relative to the lengths, so that our dynamic data structure can only update
their values on mo(1) edges per iteration.

We start by showing that the residual cost is very slowly changing, by about 1/m per iteration.

Lemma 4.8 (Residual stability). Let g̃ ∈ RE satisfy
∥∥L(f)−1 (g̃ − g(f))

∥∥
∞ ≤ ε for some ε ∈

(0, 1/2], and ˜̀ ∈ RE>0 satisfy ˜̀ ≈2 `(f). Let ∆ satisfy B>∆ = 0 and g̃>∆/
∥∥L̃∆

∥∥
1
≤ −κ for

κ ∈ (0, 1). Then
|c>∆|

c>f − F ∗
≤ |g̃>∆|/(κm).

Proof. We can write

|c>∆|
c>f − F ∗

(i)
≤ 1

20m(|g>∆|+ α‖L(f)∆‖1)

(ii)
≤ 1

20m(|g̃>∆|+ ‖L(f)−1(g̃ − g(f))‖∞‖L(f)∆‖1 + α‖L(f)∆‖1)
(iii)
≤ (|g̃>∆|+ 2‖L̃∆‖1)/(20m) ≤ |g̃>∆|/(κm),

where (i) uses the triangle inequality, (ii) uses the triangle inequality and |x>y| ≤ ‖x‖∞‖y‖1, and
(iii) uses the hypotheses and ˜̀≈2 `(f).

Hence if |g(f)>∆| ≤ O(κ2) and ‖L(f)∆‖1 = O(κ) such as in the hypotheses of Lemma 4.4,
the residual cost changes by at most a 1/m factor per iteration.

We show that if the residual capacity of an edge does not change much, then its length is stable.

Lemma 4.9 (Length stability). If ‖L(f)(f −f)‖∞ ≤ ε for some ε ≤ 1/100 then `(f) ≈1+3ε `(f).

Proof. Because
∥∥∥L(f)(f − f)

∥∥∥
∞
≤ 1/100, we have for all e ∈ E

|fe − f e| ≤ ε(u+
e − fe)1+α = ε(u+

e − fe)(2U)α ≤ 2ε(u+
e − fe).

Similarly, |fe − f e| ≤ 2ε(fe −u−e ). Hence u+
e − fe ≈exp(2ε) u

+
e − f e and fe −u−e ≈exp(2ε) f e −u−e ,

so we get

`(f)e = (u+
e − f e)−1−α + (f e − u−e )−1−α

≈exp(2ε(1+α)) (u+
e − fe)−1−α + (fe − u−e )−1−α = `(f)e.

This completes the proof, as 2ε(1 + α) ≤ 3ε.

Next we show a similar stability claim for gradients. Here, we scale by the residual cost c>f−F ∗
to ensure that the leading term is 20mc. Thus, the gradient is stable if the residual capacity of an
edge does not change much, and if the residual cost is stable. We know that the residual cost is
stable over Õ(m) iterations by Lemma 4.8.
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Lemma 4.10 (Gradient stability). If ‖L(f)(f −f)‖∞ ≤ ε and r ≈1+ε c
>f −F ∗ then g̃ defined as

g̃e = 20mce/r + α(u+
e − fe)−1−α − α(fe − u−e )−1−α for all e ∈ E

satisfies ∥∥∥L(f)−1
(
g̃ − (c>f − F ∗)/r · g(f)

)∥∥∥ ≤ 6αε.

Proof. We can first compute that[
g̃ − (c>f − F ∗)/r · g(f)

]
e

=
(

1− c
>f

r

)(
α(u+

e − f e)−1−α − α(f e − u−e )−1−α
)

(22)

+ α((u+
e − fe)−1−α − (u+

e − f e)−1−α)− α((fe − u−e )−1−α − (f e − u−e )−1−α). (23)

We bound the terms in (22) and (23) separately. To bound (22) we write(
1− c

>f

r

)
α
∥∥∥L(f)−1

(
(u+ − f)−1−α − (f − u−)−1−α

)∥∥∥
∞

=
(

1− c
>f

r

)
α
∥∥∥L(f)−1`(f)

∥∥∥
∞

(i)
≤ 1.1εα · (1 + 3ε) ≤ 2εα,

where (i) follows from the hypothesis and Lemma 4.9. To bound (23) we write

α
∥∥∥L(f)−1

(
((u+ − f)−1−α − (u+ − f)−1−α)− ((f − u−)−1−α − (f − u−)−1−α)

)∥∥∥
∞

(i)
≤ 2α

∥∥∥L(f)−1((u+ − f)−2−α + (f − u−)−2−α)(f − f)
∥∥∥
∞

≤ 2αmax
e∈E
{(u+

e − fe)α, (fe − u−e )α}‖L(f)(f − f)‖∞ ≤ 2α(2U)αε ≤ 4αε

where (i) follows from Lemma 4.5, specifically (14), (15). Summing these gives the desired bound.

We now show the main result of this section, Theorem 4.3.

Proof of Theorem 4.3. The first item follows from Lemma 4.7. To show the third item, note that
the update in the second item exactly corresponds to Lemma 4.4, so Φ(f (t)) ≤ Φ(f (t−1))− Ω(κ2).
Once the potential has reduced to −O(m logm), then c>f (t) − c>f ≤ (mU)−10 (Lemma 4.1), so
the algorithm takes Õ(mκ−2) total iterations.

4.3 Initial and Final Point

In this section we discuss how to initialize our method and how to get an exact optimal solution
from a nearly optimal solution. For the latter piece, we can directly cite previous work which gives
a rounding method using the Isolation Lemma.

Lemma 4.11 ([BLNPSSSW20, Lemma 8.10]). Consider a min-cost flow instance I = (G,d, c) on
a graph G = (V,E) with demands d ∈ {−U, . . . , U}V and cost c ∈ {−U, . . . , U}E . Assume that all
optimal flows have congestion at most U on every edge.

Consider a perturbed instance Ĩ = (G,d, c̃) on the same graph G = (V,E) and demand d,
but with modified cost vector c̃ ∈ RE defined as c̃e = ce + ze for independent, random ze ∈
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{
1

4m2U2 ,
2

4m2U2 , . . . ,
2mU

4m2U2

}
for all e ∈ E. Let f̃ be a solution for Ĩ whose cost is at most 1

12m3U3

from optimal. Let f be obtained by rounding f̃ to the nearest integer on every edge. Then f is an
optimal flow for the instance I with probability at least 1/2.

It is worth noting that scaling up the cost vector c̃ of the perturbed instance Ĩ in Lemma 4.11
by 4m2U2 results in a min-cost flow instance with integral demands and costs again.

Now we describe how to augment our original graph with additional edges without affecting
the optimal solution, but allows us to initialize a solution with bounded potential. The proof is
deferred to Appendix B.1.

Lemma 4.12 (Initial Point). There is an algorithm that given a graph G = (V,E) and min-cost
flow instance I = (G,d, c,u+,u−) with demands d ∈ {−U, . . . , U}V , and costs and lower/upper
capacities c,u−,u+ ∈ {−U, . . . , U}V , constructs a min-cost flow instance Ĩ = (G̃, d̃, c̃, ũ+, ũ−)
with O(m) edges and d̃ ∈ {−2mU, . . . , 2mU}V (G̃), c̃, ũ+, ũ− ∈ {−4mU2, . . . , 4mU2}E(G̃), and a
flow f (init) on G̃ routing d̃ such that Φ(f (init)) ≤ 200m logmU .

Also, given an optimal flow f̃ for Ĩ, the algorithm can either compute an optimal flow f for I
or conclude that I admits no feasible flow. The algorithm runs in time O(m).

5 Decremental Spanner and Embedding
The main result of this section is summarized in the following theorem. Intuitively, the theorem
states that given a low-degree graph G, one can maintain a sparsifier H of G and embed G with
short paths and low congestion into H.

Theorem 5.1. Given an m-edge n-vertex unweighted, undirected, dynamic graph G undergoing
update batches U (1), U (2), . . . consisting only of edge deletions and Õ(n) vertex splits. There is a
randomized algorithm with parameter 1 ≤ L ≤ o

(√
log(m)

log logm

)
, that maintains a spanner H and an

embedding ΠG→H such that

1. Sparsity and Low Recourse: initially H(0) has sparsity Õ(n). At any stage t ≥ 1, the algorithm
outputs a batch of updates U (t−1)

H that when applied to H(t−1) produce H(t) such that H(t) ⊆
G(t), H(t) consists of at most Õ(n) edges and

∑
t′≤t Enc(U (t′)

H ) = Õ
(
n+∑

t′≤t |U (t′)| · n1/L
)
,

and

2. Low Congestion, Short Paths Embedding: length(ΠG→H) ≤ (γl)O(L) and vcong(ΠG→H) ≤
(γc)O(L)∆max(G), for γl, γc = exp(O(

√
logm · log logm)), and

3. Low Recourse Re-Embedding: the algorithm further reports after each update batch U (t) at
stage t is processed, a (small) set D(t) ⊆ E(H(t)) of edges, such that for all other edges
e ∈ E(H(t))\D(t), there exists no edge e′ ∈ E(G(t)) whose embedding path Π(t)

G→H(e′) contains
e at the current stage but did not before the stage. The algorithm ensures that at any stage
t, we have

∑
t′≤t |D(t′)| = Õ

(∑
t′≤t |U (t)| · n1/L(γcγl)O(L)

)
, i.e. that the sets D(t) are roughly

upper bounded by the size of U (t) on average.

The algorithm takes initialization time Õ(mγl) and processing the t-th update batch U (t) takes
amortized update time Õ(Enc(U (t)) ·n1/L(γcγl)O(L)∆max(G)), and succeeds with probability at least
1− n−C for any constant C > 0, specified before the procedure is invoked.
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Taking L = (logm)1/4 in Theorem 5.1 gives a parameter γs = exp(O(log3/4m log logm)) such
that the amortized runtime, lengths of the embeddings, and amortized size of D are all O(γs). We
emphasize that the guarantees 1 and 3 are with respect to the number of updates in each batch
U (t) and not with respect to the (possibly much larger) encoding size of U (t). This is of utmost
importance for our application.

In this section, we will prove Theorem 5.1 under the assumption that the update sequence is
bounded by n− 1 and that each update batch consists only of a single update. This is without loss
of generality as one can restart the algorithm every n updates without affecting any of the bounds.

5.1 The Algorithm

Data Structures. Our algorithm to implement Theorem 5.1 works with a rather standard batch-
ing approach with L + 1 levels. The algorithm therefore maintains graphs H0, H1, . . . ,HL which
form the sparsifier H def= ⋃

Hj implicitly. The algorithm recomputes each graph Hj every so often,
with shallower levels being recomputed less often than deeper levels. However, each Hj undergoes
frequent changes since after each stage we apply the updates to G to each graph Hj (if applicable)
such that the graphs remain subgraphs of G with the same vertex set at any stage.

It further maintains embeddings Π0,Π1, . . . ,ΠL where each embedding Πj maps a subset
of E(G) into the graph H≤j

def= ⋃
i≤j Hi. In the algorithm, the pre-image of the embeddings

Π0,Π1, . . . ,ΠL is not disjoint, and in fact, we let Π0 always have the full set E(G) in its pre-image.
We define the embedding Π≤j which to be the embedding that maps each edge e ∈ E(G) via the
embedding Πi with the largest i ≤ j that has e in its pre-image.

Whenever we recompute a graph Hj , we also recompute Πj such that after recomputation Π≤j
embeds the current graph G into the current graph H≤j . As for the graphs Hj , we apply updates to
G to the embedding paths in Πj which means that eventually an edge e ∈ E(G) with endpoints a, b
might not be mapped by Πj(e) to an actual a-b path; either because edges on Πj(e) are deleted, or
vertices are split or both. However, the algorithm ensures that most edges are correctly mapped via
Π≤j at all times and the small fraction of edges that is not properly dealt with are then dealt with
by embeddings Πj+1,Πj+2, . . . ,ΠL on deeper levels. The embedding ΠG→H is again maintained
implicitly and defined ΠG→H

def= Π≤L.
Finally, we maintain sets S0, S1, . . . , SL. Each set Sj consists of the vertices that are touched

by the updates to G since the last time that Hj was recomputed. We give a formal definition for
touched vertices below.

Definition 5.2. We say that the t-th update to G touches a vertex u if the update is an edge
deletion and u is one of its endpoints, or if the update is a vertex split and u is one of the resulting
vertices from the split.

Initialization. We start our algorithm by running the sparsification procedure below to initialize
H0 and Π0.

Theorem 5.3. Given an unweighted, undirected graph G. There is a procedure Sparsify(G) that
produces a sparse subgraph H0 ⊆ G and an embedding Π0 of vertex-congestion at most 2γc∆max(G)
and length at most γl, with high probability. The algorithm takes time Õ(mγl).

For j > 0, we initialize Hj to the empty graph and Πj to be an empty map. We set all sets Sj
(including S0) to the empty vertex set.
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Updates. At each stage t = 1, 2, . . . , we invoke the procedure Update(t) that is given in Algo-
rithm 1. As mentioned earlier, the algorithm works by batching updates made to the graph G. In
Line 3, the algorithm determines the current batch level j which in turn determines the batch size
that has to be handled at the current stage t. Once j is determined, we also find the last stage tj−1
that a level-(j − 1) update occurred.

The algorithm then sets all graphs and embeddings of level j, j+ 1, . . . , L to the empty graphs/
embeddings in Line 6.

It then forms the graph J which is the key object in this section. This graph is constructed
by finding all edges e whose embedding path in Π<j(e) was affected by updates since the last
recomputations of Π0,Π1, . . . ,Πj−1 and adds some projection ê of e onto the vertex set Sj−1 to J .

The idea behind this projection is that as Sj−1 is the set of vertices touched since this stage,
we have that an affected edge e has some vertex of Sj−1 on its path. Assuming for the moment
that the edge e itself is not incident to a vertex that was split since the recomputation stage, we
essentially project the endpoints a, b of e to the nearest vertices â, b̂ in Sj−1 on the old embedding
path Π<j(e). Note in particular that by definition the path Π<j(e)[a, â] and Π<j(e)[b̂, b] are then
still in G.

We give the following more formal definition that also defines a projection for the slightly more
involved case where the edge e is incident to a vertex that splits over time.

Definition 5.4 (Edge-Embedding Projection). For any 0 < j ≤ L, embedding Π<j, set Sj−1 being
the set of all vertices touched by updates to G since the last stage that Π<j was modified, and edge
e ∈ E(G) such that Π<j(e) ∩ Sj−1 6= ∅. Then, we let projj−1(e) be a new edge ê that is associated
with e and has endpoints â and b̂ being the closest vertices in Sj−1 to the endpoints of e in the
current graph Π<j(e), respectively. Here Π<j(e) refers to the graph over the entire vertex set V (G)
obtained from adding the edges that are on Π<j(e) and then applying the relevant updates that took
place on G since Π<j was last modified.

As previously mentioned, we project these edges e whose embedding path Π<j(e) was affected
by updates onto Sj−1 to obtain edge ê which is added to the graph J . Note that as projected edges
are associated with edges e in G, the graph J can be a multigraph.

Along with J , there is also a natural embedding of the projected edge ê into the sparsifier H<j :
we can simply take the path Π<j(e)[â, a]⊕ e⊕Π<j(e)[b, b̂] which we already argued to exist in the
current graph H<j . This embedding is constructed in Line 13.

Finally, the procedure Sparsify is invoked on the graph J . While we have seen this procedure
before in the initialization stage, here, we use a generalized version that incorporates the embedding
from J into H constructed above. The guarantees of our generalized procedure Sparsify are
summarized below. Note that letting J = G; and letting ΠJ→G be the identity function, we recover
Theorem 5.3 as a corollary.

Theorem 5.5. Given unweighted, undirected graphs H ′ and J with V (J) ⊆ V (H ′) and an embed-
ding ΠJ→H′ from J into H ′. Then, there is a randomized algorithm Sparsify(H ′, J,ΠJ→H′) that
returns a sparsifier J̃ ⊆ J with |E(J̃)| = Õ(|V (J)|) and an embedding Π

J→J̃ from J to J̃ such that

1. vcong(ΠJ→H′ ◦Π
J→J̃) ≤ γc · (vcong(ΠJ→H′) + ∆max(J)), and

2. length(ΠJ→H′ ◦Π
J→J̃) ≤ γl · length(ΠJ→H′).

The algorithm runs in time Õ(|E(J)| · γl) and succeeds with probability at least 1 − n−C for any
constant C, specified before the procedure is invoked.

33



Algorithm 1: Update(t)
1 Update all sparsifiers H0, H1, . . . ,HL with the t-th update if it applies.
2 Add the vertices touched by the t-th update to each of the sets S0, S1, . . . , SL.
3 j ← min{j′ ∈ Z≥0 | t is divisible by n1−j′/L}. // Determine j level of stage t.
4 tj−1 ← bt/n1−(j−1)/Lc · n1−(j−1)/L. // tj−1 is the most recent level-(j − 1) stage.
5 for i = j, j + 1, , . . . , L do // Re-set level-≥ j sparsifiers.
6 Hi ← (V, ∅); Set Πi to be an empty map; Si ← ∅.

// Auxiliary Graph and embedding by projecting embedding paths onto Sj−1.
7 J ← (Sj−1, ∅); ΠJ→H<j∪Eaffected ← ∅.
8 Eaffected ← {e ∈ E(G) with Π<j(e) ∩ Sj−1 6= ∅}.
9 foreach edge e ∈ Eaffected do

10 ê← projj−1(e). // Find Projected Edge of e.
11 Let a and b be the endpoints of e, and â and b̂ be the endpoints of ê.
12 Add ê to J .
13 ΠJ→H<j∪Eaffected (ê)← Π<j(e)[â, a]⊕ e⊕Π<j(e)[b, b̂].

// Sparsify Auxiliary Graph and translate back to re-build H.
14 (J̃ ,Π

J→J̃)← Sparsify(H<j ∪ Eaffected , J,ΠJ→H<j∪Eaffected ).
15 foreach edge e ∈ Eaffected and ê = projj−1(e) ∈ J̃ do Add e to Hj .
16 foreach edge e ∈ Eaffected do
17 ê = projj−1(e)
18 Let a and b be the endpoints of e, and â and b̂ be the endpoints of ê.
19 Πj(e)← Π<j(e)[a, â]⊕ [ΠJ→H<j∪Eaffected ◦Π

J→J̃ ](ê)⊕Π<j(e)[b̂, b].
20 return D = ΠJ→H<j∪Eaffected (J̃).

We defer the proof of the theorem to Section 5.2 and finish the description of Algorithm 1.
Given the sparsified graph J̃ (along with the embedding map), we find the pre-images of the edges
in J̃ and add them to H. We then re-embed all edges (a, b) in G that were no longer properly
embedded into H by using the embedding ΠJ→H ◦ Π

J→J̃ to get from â to b̂ and then prepend
(append) the path Π

J→J̃(e) from a to â (from b̂ to b). To gain better intuition for the resulting
embedding, we recommend the reader to follow the analysis in Lemma 5.6.

Proof of Theorem 5.1. As a first part of the analysis, we establish that the algorithm indeed
maintains an actual embedding.

Lemma 5.6. For any 0 ≤ i ≤ L, and stage t divisible by n1−i/L, Π(t)
≤i embeds G(t) into H(t)

≤i . In
particular, at any stage t, Π(t)

G→H = Π(t)
≤L embeds G(t) into H(t).

Proof. We prove by induction on the stage t. For the base case (t = 0), we observe that in the
initialization phase Π0 embeds G(0) into H0 via the algorithm in Theorem 5.3. For all other j > 0,
Πj is an empty embedding and therefore, the claim follows.

Let us next consider the inductive step t−1 7→ t: We let j = j(t) and tj−1 = t
(t)
j−1. Consider any

edge e ∈ E(G(t)). We first note that the path Π(tj−1)
<j (e) in H(tj−1)

<j exists since we can invoke the
induction hypothesis by the fact that tj−1 < t which follows from the minimality of j (see Line 3).
By definition of Sj−1 being the vertices touched by all updates to G since tj−1, we have that if

34



Π(t)
<j(e)∩S

(t)
j−1 = ∅, that Π(t)

<j(e) still embeds e properly into H(t)
<j . Since the foreach-loop in Line 16

is not entered for such edges e, we further have that Π(t)
≤j(e) = Π(t)

<j(e).
It remains to analyze the case Π(t)

<j(e) ∩ S
(t)
j−1 6= ∅ where we note that ê = projj−1(e) is well-

defined. We start with the observation that ΠJ→H<j∪Eaffected (ê) restricted to the edges in J̃ only
maps to the edges in H(t)

<j and the pre-images of edges ê ∈ J̃ under the projj−1(·) map as can be
seen easily from its construction in Line 13. But H(t)

j consists exactly of the pre-images of J̃ as can
be seen from Line 15, so each such embedding path is in H(t)

≤j . Since Π
J→J̃ maps all edges ê in J

to paths in J̃ , we thus have [ΠJ→H<j∪Eaffected ◦Π
J→J̃ ](ê) in H(t)

≤j .
By the way the algorithm sets the new embedding path Π(t)

j (e) in Line 19, we thus only have to
argue about the path segments Π(t)

<j(e)[a, â] and Π(t)
<j(e)[b̂, b] where a, b are the endpoints of e and

â, b̂ are the endpoints of ê. But again, by definition of ê (see Definition 5.4), we have that both of
these path segments are contained in H(t)

<j .
Finally, for all i > j, Π(t)

i is set to be empty and therefore Π(t)
≤i = Π(t)

≤j .

It turns out that the proof of Lemma 5.6 is already the most complicated part of the analysis.
We next bound congestion and length of the embedding.

Claim 5.7. For any 0 ≤ i ≤ L, we have vcong(Π(t)
≤i) ≤ 4iγi+1

c ∆max(G).

Proof. Again, we prove by induction on stage t. We have for i = 0, that Π(0)
0 as computed in the

initialization stage has vertex-congestion at most γc∆max(G) by Theorem 5.3. For i > 0, we have
that Π(0)

i is empty; therefore its congestion is 0.
For t − 1 7→ t, we define j = j(t) and tj−1 = t

(t)
j−1. Observe that for each edge e considered

in the first foreach-loop starting in Line 9, ΠJ→H<j∪Eaffected (e) consists only of the edges in Π(t)
<j(e)

and the edge e itself, it follows that every embedding path that contributes to vertex congestion of
a vertex v in vcong(ΠJ→H<j∪Eaffected ) also contributes to the vertex congestion of v in vcong(Π(t)

<j),
and hence vcong(ΠJ→H<j∪Eaffected ) ≤ vcong(Π(t)

<j). Further, we can see from the construction of the
graph J that ∆(J) ≤ vcong(Π(t)

<j).
Let us next analyze vcong(Π(t)

<j). By minimality of j (see Line 3), we have tj−1 < t and we can
use the induction hypothesis to get vcong(Π(tj−1)

<j ) ≤ 4j−1γjc∆max(G). It is further immediate to
see that since the embedding Π<j was not affected by any recomputations since stage tj−1 that the
vertex congestion can only have dropped ever since.

Thus, when the graph J is sparsified in Line 14, by Theorem 5.5, we can conclude

vcong
(
ΠJ→H<j∪Eaffected ◦Π

J→J̃

)
≤ 2 · 4j−1γj+1

c ∆max (G) .

Finally, when we construct the embedding Πj in Line 19, the path segments [ΠJ→H<j∪Eaffected ◦
Π
J→J̃ ](ê) incur vertex congestion at most vcong(ΠJ→H<j∪Eaffected ◦ Π

J→J̃), and the path segments
Π<j(e)[a, â] and Π<j(e)[b̂, b] incur total vertex congestion at most vcong(Π(tj)

<j ).
As congestion is additive, we can upper bound the total congestion of Π(t)

j by (4j−1γjc + 2 ·
4j−1γj+1

c )∆max(G) and can finally use vcong(Π(t)
≤j) ≤ vcong(Π(t)

j ) + vcong(Π(t)
<j) ≤ 4jγj+1

c ∆max(G).
For all i > j, we note that Π(t)

i is empty and therefore, vcong(Π(t)
≤i) ≤ vcong(Π(t)

≤j).
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Claim 5.8. For any 0 ≤ i ≤ L and stage t divisible by n1−i/L, we have length(Π(t)
≤i) ≤ 2iγi+1

l .

Proof. We again take induction over time t. For t = 0, we note that Π0 has length γl by The-
orem 5.3. For t − 1 → t, for j = j(t) and tj−1 = t

(t)
j−1, we have by induction hypothesis that

Π(tj−1)
<j (e) ≤ 2j−1γjl . But note that when we set the path Π(t)

j (e) in Line 19, then the segments
Π(t)
<j(e)[a, â] and Π(t)

<j(e)[b̂, b] (combined) are of length at most 2j−1γjl because they survived from
Π(tj−1)
<j (e) by definition of Sj−1. Further, the segment [ΠJ→H<j∪Eaffected ◦ Π

J→J̃ ](ê) has length at
most γl · length(ΠJ→H<j∪Eaffected ) by Theorem 5.5. But by construction in Line 13, the embedding
ΠJ→H<j∪Eaffected has length at most length(Π(tj−1)

<j (e)) + 1.
Combining these insights, we have length(Π(t)

≤j) ≤ 2j−1γjl + γl(length(Π(tj−1)
<j (e)) + 1) ≤ 2jγj+1

l .
For i > j, we have length(Π≤j) = length(Π≤i).

Now that we established all properties of the embedding, it remains to analyze the sparsifier H.

Lemma 5.9. At any stage, H consists of at most Õ(n) edges and the amortized number of changes
to the edge set of H per update is Õ(n1/L). D(t) is of amortized size Õ(n1/L(γcγl)O(L)). Initialization
time of the algorithm is Õ(mγl) and it has amortized update time Õ(n1/L(γcγl)O(L)∆max(G)).

Proof. The graph H0 is computed during initialization and remains fixed and therefore consists of
Õ(n) edges by Theorem 5.3 and contributes no recourse. For each j > 0, Hj is initially empty
and only has edges added in stages t divisible by n1−j/L (but not by n1−(j−1)/L) in Line 15. In
each such stage t, the graph J is formed over the vertices Sj−1. It is straight-forward to see by
Definition 5.2 and Line 6 that Sj−1 is of size at most n1−(j−1)/L at any stage. Thus, when the
graph J̃ is computed, it consists of at most Õ(n1−(j−1)/L) edges by Theorem 5.5. The bounds on
overall sparsity of H follow.

For the claim on the recourse, we note that in stages t divisible by n1−j/L (but not by n1−(j−1)/L),
we recompute a spanner on the vertices Sj−1 which are a subset of the vertices in G(t) and add
Õ(n1−(j−1)/L) edges. For the graphs H(t)

j′ for j′ > j, the graphs are empty after the algorithm
finishes. Using an inductive argument, we can argue that the number of edge deletions at stage
t can also be upper bound by Õ(n1−(j−1)/L). Thus, it is not hard to see that at most Õ(n1/L)
amortized changes to the edge set of H are made. It remains to argue about a rather subtle detail:
if the update is a vertex split applied to G(t−1) to obtain G(t), then we also need to account for the
recourse caused by the vertex split to the graphs H(t−1)

j′ for j′ < j. But note that we only pay in
recourse cost for edges that are moved from a vertex v to a vertex v′ if the degree of v′ after the
vertex split is at most half the degree of v’s degree. Thus, we can charge each edge that is moved
this way. Further, if v′’s degree is then again increased by a factor of 3/2, we can further re-pay
that cost of moving by charging the newly inserted edges. Following this charging scheme, we can
argue that each edge can be charged to pay O(log(n)) on insertion and an additional O(log(n)) in
recourse for the halving of degrees (after being recompensated if the degree goes up again). Since
there are Õ(n) edges initially in H and at most Õ(n1/L) new edges after each update appear, our
recourse bound follows.

To obtain the bound on D(t), we first observe that for each path Πj(e′) constructed in Line 19,
by induction over time, we can straight-forwardly establish that Π<j(e′)[a, â] and Π<j(e′)[b̂, b] are
subpaths of Π(t−1)

G→H(e′) by the properties of set Sj−1. Thus, the only edges e on any such Πj(e′)
not already on the path Π(t−1)

G→H(e′) are the edges in the subpath [ΠJ→H<j∪Eaffected ◦Π
J→J̃ ](ê′). But

clearly, [ΠJ→H<j∪Eaffected ◦ Π
J→J̃ ](ê′) ⊆ ΠJ→H<j∪Eaffected (J̃). It remains to use our bound on the
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number of edges in J̃ and the fact that the map ΠJ→H<j∪Eaffected maps edges to paths of length
γ
O(L)
c in H by Claim 5.8.

For the running time, we use Theorem 5.3 for the initialization, and observe that each vertex in
J as analyzed above has degree at most O(γO(L)

c ∆max(G)) as discussed in the proof of Claim 5.7.
Thus, using Theorem 5.5 computing each sparsifier J̃ of J only takes time Õ(|V (J)|γO(L)

c ∆max(G)).
By standard amortization arguments and the fact that the time to compute the sparsifier dominates
the update time of Update(t) asymptotically, the lemma follows.

To complete the proof of Theorem 5.1, we only have to analyze the success probability, which is
straight-forward as the only random event at each stage is the invocation of the procedure Sparsify.
Thus, taking a simple union bound over these events at all stages gives the desired result.

5.2 Implementing the Sparsification Procedure

It remains to prove the procedure that statically sparsifies graphs.

Theorem 5.5. Given unweighted, undirected graphs H ′ and J with V (J) ⊆ V (H ′) and an embed-
ding ΠJ→H′ from J into H ′. Then, there is a randomized algorithm Sparsify(H ′, J,ΠJ→H′) that
returns a sparsifier J̃ ⊆ J with |E(J̃)| = Õ(|V (J)|) and an embedding Π

J→J̃ from J to J̃ such that

1. vcong(ΠJ→H′ ◦Π
J→J̃) ≤ γc · (vcong(ΠJ→H′) + ∆max(J)), and

2. length(ΠJ→H′ ◦Π
J→J̃) ≤ γl · length(ΠJ→H′).

The algorithm runs in time Õ(|E(J)| · γl) and succeeds with probability at least 1 − n−C for any
constant C, specified before the procedure is invoked.

Additional Tools. At a high level, the proof of Theorem 5.5 follows by performing an expander
decomposition, uniformly subsampling each expander to produce a sparsifier, and then embedding
each expander into its sparsifier by using a data structure for outputting short paths between
vertices in decremental expanders. To formalize this, we start by surveying some tools on expander
graphs. Recall the definiton of expanders.

Definition 5.10 (Expander). Let G be an unweighted, undirected graph and φ ∈ (0, 1], then we
say that G is a φ-expander if for all ∅ 6= S ( V , |EG(S, V \ S)| ≥ φ ·min{volG(S), volG(V \ S)}.

We can further get a collection of expander decomposition with near uniform degrees in the
expanders. The proof of this statement follows almost immediately from [SW19] and is therefore
deferred to Appendix B.2.

Theorem 5.11. Given an unweighted, undirected graph G, there is an algorithm Decompose(G)
that computes an edge-disjoint partition of G into graphs G0, G1, . . . , G` for ` = O(logn) such that
for each 0 ≤ i ≤ `, |E(Gi)| ≤ 2in and for each nontrivial connected component X of Gi, Gi[X]
is a ψ-expander for ψ = Ω(1/ log3(m)), and each x ∈ X has degGi(x) ≥ ψ2i. The algorithm runs
correctly in time O(m log7(m)), and succeeds with probability at least 1− n−C for any constant C,
specified before the procedure is invoked.

Further, we use the following result from [CS21]. Given a φ-expander undergoing edge deletions
the data structure below implicitly maintains a subset of the expander that still has large con-
ductance using standard expander pruning techniques (see for example [NSW17; SW19]). Further
on the subset of the graph that still has good conductance, it can output a path of length mo(1)

between any pair of queried vertices.
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Theorem 5.12 (see Theorem 3.9 in arXiv v1 in [CS21]). Given an unweighted, undirected graph G
that is φ-expander for some φ > 0. There is a deterministic data structure DSExpPath that explicitly
grows a monotonically increasing “forbidden” vertex subset V̂ ⊆ V (G) while handling the following
operations:

• Delete(e): Deletes edge e from E(G) and then explicitly outputs a set of vertices that were
added to V̂ due to the edge deletion.

• GetPath(u, v): for any u, v ∈ V (G) \ V̂ returns a path consisting of at most γExpPath edges
between u and v in the graph G[V (G) \ V̂ ]. Each path query can be implemented in time
γExpPath, where γExpPath = (log(m)/φ)O(

√
log(m)). The operation does not change the set V̂ .

The data structure ensures that after t edge deletions volG(0)(V̂ ) ≤ γdelt/φ for some constant γdel =
O(1). The total update time taken by the data structure for initialization and over all deletions is
O(|E(G(0))|γExpPath).

The Algorithm. We can now use these tools to give Algorithm 2 that implements the procedure
Sparsify(H ′, J,ΠJ→H′).

Algorithm 2: Sparsify(H ′, J,ΠJ→H′)
1 J0, J1, . . . , J` ← Decompose(J).
2 J̃ ← (V, ∅).
3 foreach e ∈ E(J) do Π

J→J̃(e)← ∅.
4 foreach i ∈ [0, `] and connected component X in Ji do

/* Sample the edges that are added to the sparsifier J̃. */

5 pX,i
def= min

{
96C log(m)

ψ∆min(Ji[X]) , 1
}
.

6 Construct graph J̃X,i by sampling each edge e ∈ E(Ji[X]) independently with
probability pX,i.

7 Add all edges in J̃X,i to J̃ .
/* Embed all edges in Ji[X] into the sampled local graph J̃X,i. */

8 foreach e ∈ J̃X,i do Π
J→J̃(e)← e.

9 while there exists an edge e ∈ E(J [Xi]) with Π
J→J̃(e) = ∅ do

10 J̃APSP ← a copy of J̃X,i.
11 Initialize DSExpPath on graph J̃APSP with parameter φ def= ψ/4 maintaining set V̂ .
12 foreach e ∈ E(J̃X,i) do cong(e)← 0.
13 while there exists an edge e ∈ E(J [V \ V̂ ]) with Π

J→J̃(e) = ∅ do
14 Let u and v be the endpoints of edge e.
15 Π

J→J̃(e)← DSExpPath .GetPath(u, v).
16 foreach e ∈ Π

J→J̃(e) do
17 cong(e)← cong(e) + 1
18 if cong(e) ≥ τ def= γExpPathγdel

ψpX,i
then

19 Remove edge e from J̃APSP via DSExpPath .Delete(e).

20 return (J̃ ,Π
J→J̃)
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The algorithm has two key steps:

1. Sampling: The graph J is first decomposed via Theorem 5.11. Then, the algorithm iterates
over ψ-expanders Ji[X] with near-uniform degrees. It is well-known that to obtain a sparsifier
J̃X,i of such graphs, one can simply sample each edge with probability roughly log(m)

ψ∆min(Ji[X]) .
To obtain the final sparsifier J̃ , we only have to take the union over all samples J̃X,i.

2. Embedding: We then proceed to find an embedding for edges in Ji[X] into J̃X,i. The sampled
edges can be handled trivially by embedding them into themselves. To embed the remaining
edges e ∈ E(J) into J̃X,i, we exploit that J̃X,i is an expander graph which allows us to employ
the data structure from Theorem 5.12 on J̃X,i to query for a path between the endpoints of e in
J̃X,i efficiently. We further keep track of the congestion of each edge in J̃X,i by our embedding
and remove edges that are too congested (at least until we cannot embed anymore in any
other way).

We point out that Algorithm 2 in no way uses the embedding ΠJ→H′ . Still, we show that due to
the structure given, we can tightly upper bound the congestion and length of the embedding given
by the composition ΠJ→H′ ◦Π

J→J̃ .

Proof of Theorem 5.5. We start by proving the following structural claim. For the rest of the
section, we condition on the event that it holds for each relevant i and X.

Claim 5.13. For each i, and connected component X in Ji, the corresponding sample J̃X,i satisfies
for each S ⊆ X that 1

2 |EJ̃X,i(S,X \ S)|/pX,i ≤ |EJi(S,X \ S)| ≤ 2|E
J̃X,i

(S,X \ S)|/pX,i with
probability at least 1− n−2C .

Proof. Since for i = 0, Ji[X] = J̃X,i and pX,i = 1, the claim is vacuously true. For i > 0, consider
any cut (S,X \ S) in Ji[X] and assume wlog k = |S| ≤ |X \ S|. Since Ji[X] is a ψ-expander,
we have that |EJi(S,X \ S)| ≥ ψ∆min(Ji[X])|S| by Definition 5.10. The algorithm samples each
such edge e into the sample J̃X,i independently with probability pX,i. Thus, E|E

J̃X,i
(S,X \ S)| =

|EG(S,X \ S)| · pX,i ≥ 48C log(m)|S|.
Using a Chernoff bound as in Theorem 3.1 on the random variable |E

J̃X,i
(S,X \ S)|, we can

thus conclude that our claim is correct on the cut (S,X \ S) with probability at least 1− 2m−4Ck.
Since there are at most

(|X|
k

)
≤ |X|2k cuts where the smaller side has exactly k vertices, we can

finally use a union bound over all cuts to complete the proof.

By the claim above, and the fact that each graph Ji[X] (for i > 0) is a ψ-expander by Theo-
rem 5.11, we can conclude that each J̃X,i is a ψ/4-expander.

Corollary 5.14. For any i > 0 and X as used in Algorithm 2, J̃X,i is a ψ/4-expander.

This implies that our initializations of the data structureDSExpPath in Line 11 are legal according
to Theorem 5.12. Next, let us give an upper bound on the congestion of the embedding Π

J→J̃ .

Claim 5.15. For any i ∈ [0, `] and X as used in Algorithm 2, we have econg(Π
J→J̃ |E(Ji[X])) ≤

γX,i = O
(
γExpPathγdel log(m)

ψpX,i

)
where Π

J→J̃ |E(Ji[X]) denotes the embedding Π
J→J̃ restricted to edges

in Ji[X].
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Proof. We first observe that only in the foreach loop iteration on i and X, can any congestion
be added to edges in J̃X,i by the disjointness of the graphs Jj (see Theorem 5.11). Further, in
the particular iteration on i and X, up to the while-loop starting in Line 9, the congestion of
Π
J→J̃ |E(Ji[X]) is at most 1 since only edges sampled into J̃X,i are embedded into themselves.
It is straight-forward to observe that the congestion of the partial embedding Π

J→J̃ (restricted
to E(Ji[X])) throughout each iteration of the outer-while loop starting in Line 9 is increased by at
most τ as the algorithm track congestion of the current iteration explicitly and removes edges that
are too congested in Line 19. It thus remains to bound the number of iterations of the outer-while
loop starting in Line 9 by by O(log(m)). We can then conclude that the total congestion on the
edges is at most O(τ log(m)).

To bound this number of iterations, let us analyze a single outer while-loop iteration (starting
at Line 9), and fix the end of such an iteration. Let t be the number of deletions processed by the
data structure DSExpPath throughout the iteration and V̂ FINAL, the set V̂ at the end of the while-
loop iteration. Using that the while-loop terminates, we can further conclude that the only edges
not embedded after the current iteration are those outside E(Ji[X \ V̂ FINAL]). By Theorem 5.12,
vol

J̃X,i
(V̂ FINAL) ≤ 4γdelt/ψ and therefore by Claim 5.13, we have |E(Ji[X])\E(Ji[X \ V̂ FINAL])| ≤

volJi[X](V̂ FINAL) ≤ 8γdelt
pX,iψ

. But at the same time, we know that at least t · τ/γExpPath edges have
been embedded in the current while-loop iteration, since each edge embedding adds at most γExpPath
units to the total congestion. We conclude that each iteration, we embed at least a 1

16 -fraction of
the edges in Ji[X] that where not embedded before the current while-loop iteration. It follows that
there are at most O(log(m)) iterations, which establishes our claim.

Claim 5.16. vcong(ΠJ→H′ ◦ Π
J→J̃) ≤ γc · (vcong(ΠJ→H′) + ∆max(J)) with probability at least

1− n−2c.

Proof. Let us fix any vertex v ∈ V (H ′). We define Ev = {e ∈ E(J) | v ∈ ΠJ→H′(e)} to be the
edges in J whose embedding path contains v. By definition of vertex congestion for embeddings,
|Ev| ≤ vcong(ΠJ→H′).

Next, for each edge e ∈ Ev, let e be in Ji after the decomposition in Line 1 in the component
X, we define the random variable

Ye =
{
γX,i if e ∈ E(J̃)
0 otherwise

Note that the random variables Ye are independent as edges are sampled independently at random
into J̃ in Line 6. Further, by Claim 5.15, we have for each edge e, econg(Π

J→J̃ |E(Ji[X]), e) ≤ Ye
and thus vcong(ΠJ→H′ ◦Π

J→J̃ , v) ≤∑e∈Ev Ye.
We will bound this sum using a Chernoff bound. We first observe that every variable Ye ∈ [0,W ]

for W = γvarγExpPath∆max(J) for some scalar γvar which follows from the definitions of γX,i in
Claim 5.15 and pX,i in Line 5. Across all the edge congestion variables Ye, we have a uniform
bound µedge on the expectation given by E[Ye] = pX,i · γX,i = µedge. Therefore E[∑e∈Ev Ye] ≤
µedge · vcong(ΠJ→H′). We can conclude by Theorem 3.1 that

P

∑
e∈Ev

Ye ≤ 24C log(n) ·W + 2µedgevcong(ΠJ→H′)

 > 1− 2n−4C .

We can now set γc = 24C log(n)·γExpPath ·γvar +2µedge = (γExpPath)O(1) which is consistent with our
requirements on γc. Finally, it remains to take a simple union bound over all vertices v ∈ V (H ′).
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Claim 5.17. length(ΠJ→H′ ◦Π
J→J̃) ≤ γl · length(ΠJ→H′).

Proof. Consider any edge e ∈ E(J). If e is sampled into J̃ , then Π
J→J̃(e) = e, as can be seen

in Line 8. Otherwise, Π
J→J̃(e) is of length at most γExpPath as can be seen from Line 15 and

Theorem 5.12. Setting γl = γExpPath thus ensures our claim.

Combining Claim 5.16 and Claim 5.17, we have established the properties claimed in Theo-
rem 5.5. The success probability follows by taking a straight-forward union bound over the events
used in the analysis above and the success of Theorem 5.11. The run-time of the algorithm can
be seen from inspecting Algorithm 2, Theorem 5.11, the fact that the while-loop in Line 9 runs
at most O(log(n)) times for each iteration of the outer foreach-loop (established in the proof of
Claim 5.15) and finally the run-time guarantees on the data structure in Theorem 5.12.

6 Data Structure Chain
The goal of Sections 6 to 8 is to build a data structure to dynamically maintain mo(1)-approximate
undirected minimum-ratio cycles under changing costs and lengths, i.e. for gradients g ∈ RE and
lengths ` ∈ RE>0 return a (compactly represented) cycle ∆ satisfying B>∆ = 0 and

〈g,∆〉
‖L∆‖1

≤ m−o(1) min
B>f=0

〈g,f〉
‖Lf‖1

. (24)

Our data structure does not work against fully adaptive adversaries. However, it works for updates
coming from the IPM. We capture this notion with the following definition.

Definition 6.1 (Hidden Stable-Flow Chasing Updates). Consider a dynamic graph G(t) undergoing
batches of updates U (1), . . . , U (t), . . . consisting of edge insertions/deletions and vertex splits. We
say the sequences g(t), `(t), and U (t) satisfy the hidden stable-flow chasing property if there are
hidden dynamic circulations c(t) and hidden dynamic upper bounds w(t) such that the following
holds at all stages t:

1. c(t) is a circulation: B>
G(t)c

(t) = 0.

2. w(t) upper bounds the length of c(t): |`(t)
e c

(t)
e | ≤ w(t)

e for all e ∈ E(G(t)).

3. For any edge e in the current graph G(t), and any stage t′ ≤ t, if the edge e was already
present in G(t′), i.e. e ∈ G(t) \

⋃t
s=t′+1 U

(s), then w(t)
e ≤ 2w(t′)

e .

4. Each entry of w(t) and `(t) is quasipolynomially lower and upper-bounded:

logw(t)
e ∈ [− logO(1)m, logO(1)m] and log `(t)

e ∈ [− logO(1)m, logO(1)m] for all e ∈ E(G(t)).

Intuitively Definition 6.1 says that even while g(t) and `(t) change, there is a witness circulation
c(t) that is fairly stable. More precisely, there is some upper bound w(t) on the coordinate-wise
lengths of c(t) that increases by at most a factor of 2, except on edges that are explicitly updated.
Interestingly, even though both c(t) and w(t) are hidden from the data structure, their existence is
sufficient.

The IPM guarantees in Section 4 can be connected to Definition 6.1 by setting c(t) = f∗ − f (t)

and w(t) = 10 + |`(f (t)) ◦ c(t)|, where f (t) is the current flow maintained by our algorithm. The
guarantees of Definition 6.1 then hold by a combination of Lemmas 4.7, 4.9 and 4.10. This is
formalized in Lemma 9.2 in Section 9.
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Our main data structure dynamically maintains min-ratio cycles under hidden stable-flow chas-
ing updates.

Theorem 6.2 (Dynamic Min-Ratio Cycle with Hidden Stable-Flow Chasing Updates). There is a
data structure that on a dynamic graph G(t) maintains a collection of s = O(logn)d spanning trees
T1, T2, . . . , Ts ⊆ G(t) for d = O(log1/8m), and supports the following operations:

• Update(U (t), g(t), `(t)) : Update the gradients and lengths to g(t) and `(t). For the update to
be supported, we require that U (t) contains only edge insertions/deletions and g(t), `(t) and
U (t) satisfy the hidden stable-flow chasing property (Definition 6.1) with hidden circulation
c(t) and upper bounds w(t), and for a parameter α,

〈g(t), c(t)〉
‖w(t)‖1

≤ −α.

• Query(): Return a tree Ti for i ∈ [s] and a cycle ∆ represented as mo(1) paths on Ti (specified
by their endpoints and the tree index) and mo(1) explicitly given off-tree edges such that for
κ = exp(−O(log7/8m · log logm)),

〈g(t),∆〉
‖L(t)∆‖1

≤ −κα.

Over τ stages the algorithm succeeds whp. with total runtime mo(1)(m+Q) for Q = ∑
t∈[τ ] |U (t)|.

To interpret Theorem 6.2, note that ∆ = c(t) would be a valid output by the guarantees in
Definition 6.1, i.e.

∥∥∥L(t)∆
∥∥∥

1
≤
∥∥∥w(t)

∥∥∥
1
from Item 2. Thus the data structure guarantee can be

interpreted as efficiently representing and returning a cycle whose quality is within a mo(1) factor
of c(t). Eventually, we will add ∆ to our flow efficiently by using link-cut trees.

Section 6 focuses on introducing the general layout of the data structure, and is definition-heavy.
Section 7 explains how to plug in the circulations c and upper bounds w in our data structure, and
shows a weaker version of Theorem 6.2 in Theorem 7.1. We use the weaker Theorem 7.1 to show
the full cycle-finding result Theorem 6.2 by defining a rebuilding game in Section 8.

6.1 Dynamic Low-Stretch Decompositions (LSD)

In the following subsections we describe the components of the data structure we maintain to show
Theorem 6.2. At a high level, our data structure consists of d levels, each of which has approximately
a factor of k = m1/d fewer edges than the previous level. The edge reduction is achieved in two
parts. First, we reduce the number of vertices to Õ(m/k) by maintaining a spanning forest F of G
with Õ(m/k) connected components, and then recurse on G/F , the graph where each connected
component of F in G is contracted to a single vertex. While G/F now has Õ(m/k) vertices, it
still potentially has up to m edges, so we need to employ the dynamic sparsification procedure in
Theorem 5.1 to reduce the number of edges to Ô(m/k).

We start by defining a rooted spanning forest and its induced stretch.

Definition 6.3 (Rooted Spanning Forest). A rooted spanning forest of a graph G = (V,E) is a
forest F on V such that each connected component of F has a unique distinguished vertex known
as the root. We denote the root of the connected component of a vertex v ∈ V as rootFv .
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Variable Definition
`(t), g(t) Lengths and gradients on a dynamic graph G(t)

c(t),w(t) Hidden circulation & upper bounds with |`(t) ◦ c(t)| ≤ w(t) (Definition 6.1)
F Rooted spanning forest of G (Definition 6.3).

p(F [u, v]) Path vector from u→ v in a forest F
strF,`e Stretch of edge e with respect to spanning forest F and lengths ` (Definition 6.4)
s̃tre Stretch overestimates stable under edge deletions (Lemma 6.5)
C(G,F ) Core graph from a spanning forest F (Definition 6.7)

ê Image of edge e ∈ E(G) into the core graph C(G,F )
S(G,F ) Sparsified core graph S(G,F ) ⊆ C(G,F ) (Definition 6.9)
G0, . . . ,Gd B-branching tree chain (Definition 6.10)
G0, . . . , Gd Tree chain (Definition 6.10)
TG0,...,Gd Tree in G corresponding to tree chain G0, . . . , Gd (Definition 6.11)
T G Collection of Bd trees on G from B-branching tree chain (Definition 6.11)

prev(t)
i Previous rebuild times of branching tree chain (Definition 6.12)

Table 1: Important definitions and notation to describe the data structure. In general a (t)
superscript is the corresponding object at time t of a sequence of updates.

Definition 6.4 (Stretches of F ). Given a rooted spanning forest F of a graph G = (V,E) with
lengths ` ∈ RE>0, the stretch of an edge e = (u, v) ∈ E is given by

strF,`e
def=

1 + 〈`, |p(F [u, v])|〉 /`e if rootFu = rootFv
1 +

〈
`, |p(F [u, rootFu ])|+ |p(F [v, rootFv ])|

〉
/`e if rootFu 6= rootFv ,

where p(F [·, ·]), as defined in Section 3, maps a path to its signed indicator vector.

When F is a spanning tree Definition 6.4 coincides with the definition of stretch for a LSST.
The goal of the remainder of this section is to give an algorithm to maintain a Low Stretch

Decomposition (LSD) of a dynamic graph G. As a spanning forest decomposes a graph into vertex
disjoint connected subgraphs, a LSD consists of a spanning forest F of low stretch. The algorithm
produces stretch upper bounds that hold throughout all operations, and the number of connected
components of F grows by amortized Õ(1) per update. At a high level, for any edge insertion or
deletion, the algorithm will force both endpoints to become roots of some component of F . This
way, any inserted edge will actually have stretch 1 because both endpoints are roots.

Lemma 6.5 (Dynamic Low Stretch Decomposition). There is a deterministic algorithm with total
runtime Õ(m) that on a graph G = (V,E) with lengths ` ∈ RE>0, weights v ∈ RE>0, and parameter k,
initializes a tree T spanning V , and a rooted spanning forest F ⊆ T , a edge-disjoint partition W of
F into O(m/k) sub trees and stretch overestimates s̃tre. The algorithm maintains F decrementally
against τ batches of updates to G, say U (1), U (2), . . . , U (τ), such that s̃tre

def= 1 for any new edge e
added by either edge insertions or vertex splits, and:

1. F has initially O(m/k) connected components and O(q log2 n) more after t update batches of
total encoding size q def= ∑τ

t=1 Enc(U (i)) satisfying q ≤ Õ(m).

2. strF,`e ≤ s̃tre ≤ O(kγLSST log4 n) for all e ∈ E at all times, including inserted edges e.

3.
∑
e∈E(0) ves̃tre ≤ O(‖v‖1γLSST log2 n), where E(0) is the initial edge set of G.

43



4. Initially, W contains O(m/k) subtrees. For any piece W ∈ W,W ⊆ V , |∂W | ≤ 1 and
volG(W \ R) ≤ O(k log2 n) at all times, where R ⊇ ∂W is the set of roots in F . Here, ∂W
denotes the set of boundary vertices that are in multiple partition pieces.

Intuitively, the first property says that F has O(m/k) roots initially and each update x adds
Õ(Enc(x)) roots to it. For example, each edge update adds Õ(1) roots to F. This allows us to
satisfy the second property, which is that the stretch of e with respect to F (Definition 6.4) is
upper bounded by some global upper bound s̃tre. Note that s̃tre stays the same for any edge e
across the execution of the algorithm. The third property says that these global upper bounds are
still good on average with respect to the weights v up to Õ(1) factors. The final property is useful
for interacting with our sparsifier in Theorem 5.1 whose runtime and congestion depend on the
maximum degree of the input graphs.

We defer the proof of Lemma 6.5 to Appendix B.3.

6.2 Worst-Case Average Stretch via Multiplicative Weights

By doing a multiplicative weights update procedure (MWU) on top of Lemma 6.5, we can build a
distribution over partial spanning tree routings whose average stretch on every edge is Õ(1). This
is very similar to MWUs done in works of [Räc08; KLOS14] for building `∞ oblivious routings, and
cut approximators [Mąd10; She13].

Lemma 6.6 (MWU). There is a deterministic algorithm that on a graph G = (V,E) with lengths `
and a positive integer k computes t spanning trees, rooted spanning forests, and stretch overestimates
{(Ti, Fi ⊆ Ti, s̃tr

i
e)}ti=1 (Lemma 6.5) for some t = Õ(k) such that

t∑
i=1
λis̃tr

i
e ≤ O(γLSST log2 n) for all e ∈ E, (25)

where λ ∈ R[t]
>0 is the uniform distribution over the set [t], i.e. λ = ~1/t.

The algorithm runs in Õ(mk)-time.

The proof is standard and deferred to Appendix B.4.
If we sample a single tree/index from the distribution λ, then any fixed flow will be stretched by

O(γLSST log2 n) on average. Hence any fixed flow will be stretched by O(γLSST log2 n) by at least
one of O(logn) trees sampled from λ with high probability. We will leverage this fact to analyze
how the witness circulation c(t) in Definition 6.1 and Theorem 6.2 is stretched by a random forest.

6.3 Sparsified Core Graphs and Path Embeddings

Given a rooted spanning forest F , we will recursively process the graph G/F where each connected
component of F is contracted to a single vertex represented by the root. We call this the core
graph, and define the lengths and gradients on it as follows. Below, we should think of G as the
result of edge insertions/deletions to an earlier graph G(0), so s̃tre = 1 for edge inserted to get from
G(0) to G, as enforced in Lemma 6.5.

Definition 6.7 (Core graph). Consider a tree T and a rooted spanning forest E(F ) ⊆ E(T )
on a graph G equipped with stretch overestimates s̃tre satisfying the guarantees of Lemma 6.5.
We define the core graph C(G,F ) as a graph with the same edge and vertex set as G/F . For
e = (u, v) ∈ E(G) with image ê ∈ E(G/F ) we define its length as `C(G,F )

ê

def= s̃tre`e and gradient as
g
C(G,F )
ê

def= ge + 〈g,p(T [v, u])〉.
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Remark 6.8. In our usage, we maintain C(G,F ) where G is a dynamic graph and F is a decre-
mental rooted spanning forest. In particular, T , F , and s̃tr are initialized and maintained via
Lemma 6.5. As G undergoes dynamic updates such as edge deletions or vertex splits which adds
new vertices to G, T won’t be a spanning tree of G anymore. Definition 6.7 responds to such
situation by allowing T not being a spanning tree nor a subgraph of G.

Thus, for e = (u, v) ∈ E(G), u and v may not be connected in T . In this case, the value of
g
C(G,F )
ê

is simply ge. Also, the support of the gradient vector g is E(G) ∪ E(T ). This corresponds
to the case when some edge in T is removed from G, we keep the gradient on that edge as it is.

Note that the length and gradient of the image of an edge e ∈ E(G) in Definition 6.7 do
not change under edge deletions to F , because they are defined with respect to the tree T . This
important property will be useful later in efficiently maintaining a sparsifier of the core graph,
which we require to reduce the number of edges in the sparsified core graph to Ô(m/k).

Definition 6.9 (Sparsified core graph). Given a graph G, forest F , and parameter k, define a
(γs, γc, γ`)-sparsified core graph with embedding as a subgraph S(G,F ) ⊆ C(G,F ) and embedding
ΠC(G,F )→S(G,F ) satisfying

1. For any ê ∈ E(C(G,F )), all edges ê′ ∈ ΠC(G,F )→S(G,F )(ê) satisfy `C(G,F )
ê

≈2 `
C(G,F )
ê′

.

2. length(ΠC(G,F )→S(G,F )) ≤ γl and econg(ΠC(G,F )→S(G,F )) ≤ kγc.

3. S(G,F ) has at most mγs/k edges.

4. The lengths and gradients of edges in S(G,F ) are the same as in C(G,F ) (Definition 6.7).

In Section 7 we give a dynamic algorithm for maintaining a sparsified core graph of a graph G
undergoing edge insertions and deletions. We defer the formal statement to Lemma 7.8 where we
not only maintain a sparsified core graph but also show that the witness circulation c(t) and upper
bounds w(t) from Definition 6.1 are preserved approximately.

6.4 Full Data Structure Chain

Our data structure has d levels. The graphs at the i-th level have about m/ki edges, and each such
graph branches into O(logn) graphs sampled from the distribution λ from Lemma 6.6.

Definition 6.10 (Branching Tree-Chain). For a graph G, parameter k, and branching factor B,
a B-branching tree-chain consists of collections of graphs {Gi}0≤i≤d, such that G0

def= {G}, and we
define Gi inductively as follows,

1. For each Gi ∈ Gi, i < d, we have a collection of B trees T Gi = {T1, T2, . . . , TB} and a
collection of B forests FGi = {F1, F2, . . . , FB} such that E(Fj) ⊆ E(Tj) satisfy the conditions
of Lemma 6.5.

2. For each Gi ∈ Gi, and F ∈ FGi , we maintain (γs, γc, γl)-sparsified core graphs and embeddings
S(Gi, F ) and ΠC(Gi,F )→S(Gi,F ).

3. We let Gi+1
def= {S(Gi, F ) : Gi ∈ Gi, F ∈ FGi}.

Finally, for each Gd ∈ Gd, we maintain a low-stretch tree F .
We let a tree-chain be a single sequence of graphs G0, G1, . . . , Gd such that Gi+1 is the (γs, γc, γl)-

sparsified core graph S(Gi, Fi) with embedding ΠC(Gi,Fi)→S(Gi,Fi) for some Fi ∈ FGi for 0 ≤ i < d,
and a low-stretch tree Fd on Gd.
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In general, we will have B = O(logn) throughout, and we will omit B when discussing branching
tree-chains. Note that level i of a branching tree-chain, i.e. the collection of graphs in Gi, has at
most Bi = O(logn)i graphs for B = O(logn). A branching tree-chain can alternatively be viewed
as a set of O(logn)d tree-chains, each of which naturally corresponds to a spanning tree of the top
level graph G.
Definition 6.11 (Trees from Tree-Chains). Given a graph G and tree-chain G0, G1, . . . , Gd where
G0 = G, define the corresponding spanning tree TG0,G1,...,Gd def= ⋃d

i=0 Fi of G as the union of
preimages of edges of Fi in G = G0.

Define the set of trees corresponding to a branching tree-chain of graph G as the union of
TG0,G1,...,Gd over all tree-chains G0, G1, . . . , Gd where G0 = G:

T G def= {TG0,G1,...,Gd : G0, G1, . . . , Gd s.t. Gi+1 = S(Gi, Fi) for all 0 ≤ i < d}

We can dynamically maintain a branching tree-chain such that we rebuild Gi+1 from Gi every
approximately m/ki updates. Between rebuilds, the trees T G′ of graphs G′ ∈ Gi stay the same,
while the forests in FG′ are decremental as guaranteed in Lemma 6.5.
Definition 6.12 (Previous Rebuild Times). Given a dynamic graph G(t) with updates indexed by
times t = 0, 1, . . . and corresponding dynamic branching tree-chain (Definition 6.10), we say that
nonnegative integers prev(t)

0 ≤ prev(t)
1 ≤ · · · ≤ prev(t)

d = t are previous rebuild times if prev(t)
i was

the most recent time at or before t that Gi was rebuilt, i.e. for G ∈ Gi the set of trees T G was
reinitialized and sampled.

We will assume that our algorithm rebuilds all Gi ∈ Gi at the same time: if we recompute a set
of trees T G for some Gi ∈ Gi, then we also recompute the trees T G′i for all other G′i ∈ Gi. In the
following Section 7 we show Theorem 7.1, we gives a data structure whose guarantee is weaker than
Theorem 6.2. Precisely, the quality of the cycle returned depends on the previous rebuild times.
We later boost this to an algorithm for Theorem 6.2 by solving a rebuilding game in Section 8.

7 Routings and Cycle Quality Bounds
The goal of this section is to explain how to route the witness circulations c(t) and length upper
bounds w(t) through the branching tree-chain, and eventually recover an approximately optimal
flow ∆. The main theorem we show in this section is the following.
Theorem 7.1. Let G = (V,E) be a dynamic graph undergoing τ batches of updates U (1), . . . , U (τ)

containing only edge insertions/deletions with edge gradient g(t) and length `(t) such that the update
sequence satisfies the hidden stable-flow chasing property (Definition 6.1) with hidden dynamic
circulation c(t) and width w(t). There is an algorithm on G that maintains a O(logn)-branching
tree chain corresponding to s = O(logn)d trees T1, T2, . . . , Ts (Definition 6.11), and at stage t
outputs a circulation ∆ represented by exp(O(log7/8m log logm)) off-tree edges and paths on some
Ti, i ∈ [s].

The output circulation ∆ satisfies B>∆ = 0 and for some κ = exp(−O(log7/8m log logm))

〈g(t),∆〉∥∥`(t) ◦∆
∥∥

1
≤ κ 〈g(t), c(t)〉∑d

i=0 ‖w(prev(t)
i )‖1

,

where prev(t)
i , i ∈ [d] are the previous rebuild times (Definition 6.12) for the branching tree chain.

The algorithm succeeds w.h.p. with total runtime (m+Q)mo(1) for Q def= ∑τ
t=1

∣∣∣U (t)
∣∣∣ ≤ poly(n).

Also, levels i, i+ 1, . . . , d of the branching tree chain can be rebuilt at any point in m1+o(1)/ki time.
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The final sentence about rebuilding levels i, i + 1, . . . , d allows us to force prev(t)
i = prev(t)

i+1 =
· · · = prev(t)

d = t. This is necessary because it is possible that ‖w(prev(t)
i )‖1 is much larger than

‖w(t)‖1 for some 0 ≤ i ≤ d. This could result in 〈g(t),c(t)〉∑d

i=0 ‖w
(prev(t)

i
)‖1

being much more than 〈g
(t),c(t)〉
‖w(t)‖1

.

This is not sufficient to show Definition 6.1, which only guarantees that the latter quality is at
most −α, but does not assume a bound on the former. We will resolve this issue in Section 8 by
carefully using our ability to rebuild levels i, i+1, . . . , d periodically whenever the cycle ∆ returned
by Theorem 7.1 is not good enough, and we deduce that ‖w(prev(t)

i )‖1 is much larger than ‖w(t)‖1
for some 0 ≤ i ≤ d.

7.1 Passing Circulations and Length Upper Bounds Through a Tree-Chain

Towards proving Theorem 7.1 we define how to pass the witness circulation c and length upper
bounds w downwards in a tree-chain. It is convenient to define a valid pair of c,w with respect
to a graph G with lengths `. Essentially, this means that c is indeed a circulation and w are valid
length upper bounds, i.e. items 1 and 2 of the hidden stable-flow chasing property Definition 6.1.

Definition 7.2 (Valid pair). For a graph G = (V,E) with lengths ` ∈ RE>0, we say that c,w ∈ RE
are a valid pair if c is a circulation and |`ece| ≤ we for all e ∈ E.

7.1.1 Passing Circulations and Length Upper Bounds to the Core Graph

We first describe how to pass c,w from G to a core graph C(G,F ) (Definition 6.7).

Definition 7.3 (Passing c,w to core graph). Given a graph G = (V,E) with a tree T , arooted
spanning forest E(F ) ⊆ E(T ), and a stretch overestimates s̃tre as in Lemma 6.5, circulation c ∈ RE

and length upper bounds w ∈ RE>0, we define vectors cC(G,F ) ∈ RE(C(G,F )) and wC(G,F ) ∈ RE(C(G,F ))
>0

as follows. For ê ∈ E(C(G,F )) with preimage e ∈ E, define cC(G,F )
ê

def= ce and wC(G,F )
ê

def= s̃trewe.

We verify that cC(G,F ) is a circulation on C(G,F ) and that wC(G,F ) are length upper bounds.

Lemma 7.4 (Validity of Definition 7.3). Let c,w be a valid pair (Definition 7.2) on a graph G with
lengths `. As defined in Definition 7.3, cC(G,F ),wC(G,F ) are a valid pair on C(G,F ) with lengths
`C(G,F ) (Definition 6.7), and ∥∥∥wC(G,F )

∥∥∥
1
≤

∑
e∈E(G)

s̃trewe.

Proof. The proof is primarily checking the definitions. Recall that the edge set of C(G,F ) is G/F .
Contracting vertices preserves circulations, hence cC(G,F ) is a circulation (as c is).

In Definition 6.7 we define `C(G,F )
ê

= s̃tre`e. So

|`C(G,F )
ê

c
C(G,F )
ê

| = s̃tre|`ecê| = s̃tre|`ece| ≤ s̃trewe = w
C(G,F )
ê

,

where the inequality holds because c,w are a valid pair.
The bound on ‖wC(G,F )‖1 follows trivially by definition. The reason for the inequality (instead

of equality) is that some edges may be contracted and disappear.

Finally we state an algorithm which takes hidden stable-flow chasing updates on a dynamic
graph G(t) and produces a dynamic core graph. Below, we let c(t),C(G,F ),w(t),C(G,F ) denote the result
of using Definition 7.3 for c = c(t) and w = w(t), and similar definitions for g(t),C(G,F ), `(t),C(G,F )

used later in the section.
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Lemma 7.5 (Dynamic Core Graphs). Algorithm 3 takes as input a parameter k, a dynamic graph
G(t) undergoes τ batches of updates U (1), . . . U (τ) with gradients g(t), and lengths `(t) at stage t =
0, . . . , τ that satisfies

∑τ
t=1 Enc(U (t)) ≤ m/(k log2 n) and the hidden stable-flow chasing property

with the hidden circulation c(t) and width w(t).
For each j ∈ [B] with B = O(logn), the algorithm maintains a static tree Tj, a decremental

rooted forest F (t)
j with O(m/k) components satisfying the conditions of Lemma 6.5, and a core

graph C(G(t), F
(t)
j ):

1. Core Graphs have Bounded Recourse: the algorithm outputs update batches U (t)
j that produce

C(G(t), F
(t)
j ) from C(G(t−1), F

(t−1)
j ) such that

∑
t′≤t |U

(t′)
j | = O

(∑
t′≤t Enc(U (t′)) · log2 n

)
.

2. The Widths on the Core Graphs are Small: whp. there is an j∗ ∈ [B] only depending on w(0)

such that for w(t),C(G(t),F
(t)
j ) as defined in Definition 7.3 for E(Fj) ⊆ E(Tj), and all stages

t ∈ {0, . . . , τ},

‖w(t),C(G(t),F
(t)
j∗ )‖1 ≤ O(γLSST log2 n)‖w(0)‖1 + ‖w(t)‖1. (26)

The algorithm runs Õ(mk)-time.

Algorithm 3: Dynamically maintains a core graph (Definition 6.7). Procedure Initialize
initializes all variables, and DynamicCore takes updates to G(t).
1 global variables
2 B ← O(logn): number of instantiations of Lemma 6.5
3 A(LSD)

j for j ∈ [B]: algorithms implementing Lemma 6.5
4 Tj for j ∈ [B]: trees initialized by A(LSD)

j

5 s̃trj for j ∈ [B]: stretch overestimates initialized by A(LSD)
j .

6 procedure Initialize(G = G(0), `, k)
7 Let λ and {T ′1, . . . , T ′t} be returned by Lemma 6.6 on G with lengths ` and t = Õ(k)
8 For j ∈ [B] sample ij ∈ [t] proportional to λ, and Tj ← T ′ij

9 Initialize A(LSD)
j on Tj for j ∈ [B]

10 procedure DynamicCore(G(t), U (t), g(t), `(t))
11 for j ∈ [B] do
12 Pass U (t) to A(LSD)

j which updates F (t−1)
j to F (t)

j .
// All edges e ∈ G(t) ∩

(⋃
i≤t U

(i)
)

have s̃trje = 1 by Lemma 6.5

13 Let U (t)
j be the batch of vertex splits that updates C(G(t−1), F

(t−1)
j ) to

C(G(t−1), F
(t)
j ).

14 Append U (t)
j with U (t) which updates C(G(t−1), F

(t)
j ) to C(G(t), F

(t)
j ).

Algorithm 3 initializes B trees T1, . . . , TB from the MWU distribution output by Lemma 6.6.
For each of these B trees, we maintain a forest E(F (t)

j ) ⊆ E(Tj) satisfying the conditions of
Lemma 6.5 with the goal of forcing the stretch of every newly appeared edge e in G(t) to be 1, i.e.
s̃trje = 1 for all j ∈ [B].
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Given an update batch U (t), Algorithm 3 first updates the forest F (t−1)
j to F (t)

j for any j ∈ [B]
using the algorithm of Lemma 6.5. For any update x ∈ U (t), if x updates some edge e, both
endpoints are roots in the forest F (t)

j and they appear in the core graph. If x splits some vertex u,
u is made a root in the forest and it appears in the core graph as well. In both cases, the update
x can be performed in the core graph C(G(t−1), F

(t)
j ) (notice that it is not C(G(t), F

(t)
j )). Thus, we

can apply the entire batch U (t) to produce C(G(t), F
(t)
j ) from C(G(t−1), F

(t)
j ).

When a vertex u ∈ V (G(t−1)) is split, the algorithm of Lemma 6.5 treats it as a sequence of one
isolated vertex insertion and O(degG(t)(uNEW )) = O(Enc(x)) edge insertions/deletions. The newly
added isolated vertex stays isolated in the forests Fj , j ∈ [B] as they are maintained decrementally
edge-wise.

We adapt the reduction when applying U (t) to produce C(G(t), F
(t)
j ) from C(G(t−1), F

(t)
j ). Thus,

the number of updates in the core graph is at least the total encoding size of updates in the original
graph. As we will show, it is upper-bounded by the total encoding size as well.

Proof of Lemma 7.5. Note that ∑t∈[τ ] Enc(U (t)) = m/(k log2 n), we can take q = O(m/(k log2 n))
in Lemma 6.5. Thus by item 1 of Lemma 6.5, F (t)

j has O(m/k) connected components.
Next, we prove Item 1 that bounds the number of updates to the core graph. After t batches of

updates U (1), . . . , U (t), A(LSD)
j increases the number of components in Fj byO

(∑
t′≤t Enc(U (t′)) · log2 n

)
according to Item 1 of Lemma 6.5. Every new components appeared in Fj splits a vertex in the core
graph C(G,Fj). Thus, there will be O

(∑
t′≤t Enc(U (t′)) · log2 n

)
vertex splits happened in the core

graph. After updating Fj , every update batch U (t′) updates C(G,Fj) as it updates G. Thus, we
can bound the number of updates to C(G,Fj) up to first t stages by O

(∑
t′≤t Enc(U (t′)) · log2 n

)
.

To show Item 2, by Lemma 7.4 we first get that∥∥∥∥∥w(t),C
(
G(t),F

(t)
j

)∥∥∥∥∥
1
≤

∑
e∈E(G(t))

s̃trjew(t)
e

(i)
≤

∑
e∈G(t)\

(⋃t

s=1 U
(s)
) s̃trjew(t)

e +
∑

e∈G(t)∩
(⋃t

s=1 U
(s)
)w(t)

e

(ii)
≤ 2

∑
e∈G(0)

s̃trjew(0)
e +

∥∥∥w(t)
∥∥∥

1
, (27)

where (i) follows because every edge e appeared in G(t) due to some update in some U (i) has
s̃trje = 1 by a condition of Lemma 6.5. (ii) follows because the hidden stable-flow chasing property
(Definition 6.1 item 3) gives that any edge e ∈ G(t) \

⋃t
s=1 U

(s) ⊆ G(0) has w(t)
e ≤ 2w(0)

e .
Now recall that Tj is sampled from the collection {T ′1, . . . , T ′t} of trees given by Lemma 6.6,

with probabilities proportional to λ. Hence

ETj
[ ∑
e∈G(0)

s̃trjew(0)
e

]
=

∑
e∈G(0)

w(0)
e

t∑
i=j
λj s̃tr

j
e ≤ O(γLSST log2 n)‖w(0)‖1,

by the guarantees of Lemma 6.6, so by Markov’s inequality

Pr
Tj

[ ∑
e∈G(0)

s̃trjew(0)
e ≤ O(γLSST log2 n)‖w(0)‖1

]
≥ 1/2.

Since we sample B independent trees T, for B = Θ(logn), we get that there exists an i∗ satisfying
(26) with probability at least 1− 2−B ≥ 1− n−Θ(1).

Finally, the algorithm runs in total time Õ(mk) by Lemma 6.6 and Lemma 6.5.
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7.1.2 Passing Circulations and Length Upper Bounds to the Sparsified Core Graph

We describe how to pass cC(G,F ),wC(G,F ) on a core graph to a sparsified core graph S(G,F ).

Definition 7.6 (Passing c,w to sparsified core graph). Consider a graph G with spanning forest
F , and circulation cC(G,F ) ∈ RE(C(G,F )) and upper bound wC(G,F ) ∈ RE(C(G,F ))

>0 , and embedding
ΠC(G,F )→S(G,F ) for a (γs, γc, γl)-sparsified core graph S(G,F ) ⊆ C(G,F ). Define

cS(G,F ) =
∑

ê∈E(C(G,F ))

c
C(G,F )
ê

ΠC(G,F )→S(G,F )(ê) (28)

wS(G,F ) = 2
∑

ê∈E(C(G,F ))

w
C(G,F )
ê

∣∣∣ΠC(G,F )→S(G,F )(ê)
∣∣∣ . (29)

We check that cS(G,F ) is a circulation on S(G,F ) and wS(G,F ) are length upper bounds.

Lemma 7.7 (Validity of Definition 7.6). Let cC(G,F ),wC(G,F ) be a valid pair on graph C(G,F )
with lengths `C(G,F ). As defined in Definition 7.6, cS(G,F ),wS(G,F ) is a valid pair on S(G,F ) with
lengths `S(G,F ) (Definition 6.9). Also,

‖wC(G,F )‖1 ≤ ‖wS(G,F )‖1 ≤ O(γl)‖wC(G,F )‖1.

Proof. Let BS ,BC be the incidence matrices of S(G,F ), C(G,F ) respectively. To see that cS(G,F )

is a circulation, we write

B>S cS(G,F ) =
∑

ê∈E(C(G,F ))

c
S(G,F )
ê

B>SΠC(G,F )→S(G,F )(ê) =
∑

ê∈E(C(G,F ))

c
S(G,F )
ê

bê = B>C cC(G,F ) = 0.

To see that wS(G,F ) are valid upper bounds, for all ê′ ∈ E(S(G,F ))

|`S(G,F )
ê′

c
S(G,F )
ê′

| = `
S(G,F )
ê′

∣∣∣ ∑
ê:ê′∈ΠC(G,F )→S(G,F )(ê)

c
C(G,F )
ê

∣∣∣ (i)
≤ 2

∑
ê:ê′∈ΠC(G,F )→S(G,F )(ê)

|`S(G,F )
ê

c
C(G,F )
ê

|

≤ 2
∑

ê:ê′∈ΠC(G,F )→S(G,F )(ê)

w
C(G,F )
ê

= 2wS(G,F )
ê′

.

Throughout, we used several properties guaranteed in Definition 6.9, and (i) specifically follows by
item 1. The final equality follows by the definition of wS(G,F ) in (29).

Finally we upper-bound ‖wS(G,F )‖1 by

‖wS(G,F )‖1 ≤ 2
∑

ê∈E(C(G,F ))

w
C(G,F )
ê

‖ΠC(G,F )→S(G,F )(ê)‖1

≤ 2‖wC(G,F )‖1length(ΠC(G,F )→S(G,F )) ≤ O(γl)‖wC(G,F )‖1,

because S(G,F ) is a (γs, γc, γl) sparsified core graph. ‖wC(G,F )‖1 ≤ ‖wS(G,F )‖1 follows directly
from the definition.

We can now give an algorithm that takes a dynamic graph G(t) undergoing hidden stable-flow
chasing updates, and maintain a sparsified core graph also undergoing hidden stable-flow chasing
updates, such that the total size of updates increases by a factor of at most mo(1). This shows how
to pass from level i to i+ 1 in a tree-chain (Definition 6.10).
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Lemma 7.8 (Dynamic Sparsified Core Graphs). Algorithm 4 takes as input a parameter k, a
dynamic graph G(t) undergoes τ batches of updates U (1), . . . , U (τ) with gradients g(t), lengths `(t) at
stage t = 0, . . . , τ that satisfies

∑τ
t=1 Enc(U (t)) ≤ m/(k log2 n) and the hidden stable-flow chasing

property with the hidden circulation c(t) and width w(t).
The algorithm maintains for each j ∈ [B] (for B = O(logn)), a decremental forest F (t)

j , a static
tree Tj satisfying the conditions of Lemma 6.5, and a (γs, γl, γc)-sparsified core graph S(G(t), F

(t)
j )

for parameters γs = γc = γl = exp(O(log3/4m log logm)) with embedding ΠC(G(t),F
(t)
j )→S(G(t),F

(t)
j ):

1. Sparsified Core Graphs have Low Recourse: the algorithm outputs update batches U (t)
S,j that

produce S(G(t), F
(t)
j ) from S(G(t−1), F

(t−1)
j ) such that

∑
t′≤t Enc(U (t′)

S,j ) = γr ·
∑
t′≤t Enc(U (t′))

for some γr = exp(O(log3/4m log logm)),

2. Sparsified Core Graphs undergo Hidden Stable-Flow Chasing Updates: for each j ∈ [B], the
update batches U (t)

S,j to the sparsified core graph along with the associated gradients g(t),S(G(t)F
(t)
j ),

and lengths `(t),S(G(t),F
(t)
j ) as defined in Definition 6.9 satisfy the hidden stable-flow chasing

property (see Definition 6.1) with the hidden circulation c(t),S(G(t),F
(t)
j ), and width w(t),S(G(t),F

(t)
j )

as defined in Definition 7.6, and

3. The Widths on the Sparsified Core Graphs are Small: for each j ∈ [B], the width on the spar-
sified core graph S(G(t)F

(t)
j ) is bounded as follows:∥∥∥∥w(t),S(G(t),F

(t)
j )
∥∥∥∥

1
≤ Õ(γl)

(
‖w(0),C(G(0),F

(0)
j )‖1 +

∥∥∥w(t)
∥∥∥

1

)
.

Also, whp. there is an j∗ ∈ [B] only depending on w(0) such that∥∥∥∥w(t),S(G(t),F
(t)
j∗ )
∥∥∥∥

1
≤ Õ(γl)

(∥∥∥w(0)
∥∥∥

1
+
∥∥∥w(t)

∥∥∥
1

)
. (30)

The algorithm runs in total time Õ(mk · γr).

Algorithm 4 essentially maintains the sparsified core graphs S(G(t), F
(t)
j ) by passing the core

graphs C(G(t), F
(t)
j ) into the dynamic spanner Theorem 5.1. Intuitively, because F (t)

j is decremental,
the graph C(G(t), F

(t)
j ) changes by undergoing vertex splits, plus additional edge insertions and

deletions induced by the update batch U (t).
Similar to Lemma 6.5, Algorithm 4 treats each update batch U (t) to G as O(Enc(U (t))) edge

insertions/deletions and isolated vertex insertions. In particular, for any update x ∈ U (t) that splits
a vertex u ∈ G(t−1), it is treated as an update sequence of inserting one isolated vertex uNEW and
then deleting/inserting degG(t)(uNEW ) edges.

However, each edge insertion/deletion causes Õ(1) vertex splits in the core graph C(G(t), F
(t)
j ).

As vertices in C(G(t), F
(t)
j ) could have degree Ω(k), we cannot afford treating vertex splits in the

core graph as a sequence of edge insertions/deletions. This would represent S(G(t), F
(t)
j ) using

updates of total encoding size O(k ·∑t Enc(U (t))) = O(m) instead of O(m1+o(1)/k). Using the
dynamic spanner of Theorem 5.1 resolves the issue as it handles vertex splits with low recourse.
In particular, S(G(t), F

(t)
j ) can be represented using a sequence of updates with total encoding size

O(mo(1) ·
∑
t Enc(U (t))).
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Algorithm 4: Dynamically maintains a sparsified core graph (Definition 6.7). Procedure
Initialize initializes all variables, and DynamicSparseCore takes updates to G(t).
1 global variables
2 B ← O(logn): number of instantiations of Lemma 6.5 in Lemma 7.5
3 A(Core): algorithm implementing Lemma 7.5
4 A(Spanner)

j for j ∈ [B]: algorithms implementing Theorem 5.1
5 procedure Initialize(G = G(0), `, k)
6 A(Core).Initialize(G, `, k)
7 for j ∈ [B] do
8 Let W be the partition in Lemma 6.5 item 4, and R ⊇ ∂W an initial set of roots

obtained from running the algorithm in Lemma 6.5.
9 Create graph C̃j by splitting vertices of C(G,Fj) into vertices ur for each r ∈ R, and

a vertex uW for the set of vertices W \R for each W ∈ W. // The vertices
ur will not be split further, and uW all have degree at most Õ(k).
Also, a deletion to Fj will only split a single vertex.

10 Let Λj
def= ΛC̃j→C(G,Fj) be the bijection between E

(
C̃j
)
and E (C(G,Fj)).

11 Initialize A(Spanner)
j on C̃j , the split version of C(G,Fj).

12 Let S̃j be the spanner maintained by A(Spanner)
j and S(G,Fj)

def= Λj(S̃j).

13 procedure DynamicSparseCore(G(t), U (t), g(t), `(t))
14 A(Core).DynamicCore(G(t), U (t), g(t), `(t))
15 for j ∈ [B] do
16 Let U (t)

j be the update batch that produce C(G(t), F
(t)
j ) from C(G(t−1), F

(t−1)
j ).

17 Let U (t)+
j ⊆ U (t)

j contain all edge insertions.
18 Let U (t)−

j ⊆ U (t)
j contain the rest.

19 Update S̃(t−1)
j to S̃(t−0.5)

j with Λ−1
j (U (t)−

j ) using A(Spanner)
j .

20 Update S̃(t−0.5)
j to S̃(t)

j via inserting edges of Λ−1
j (U (t)+

j ) directly.
21 Let R(t)

j ⊆ E(S̃(t)
j ) be the re-embedded set output by A(Spanner)

j .
22 Let U (t)

S,j be the corresponding update batch that produce S(G(t), F
(t)
j ) from

S(G(t−1), F
(t−1)
j ).

23 Append U (t)
S,j with Λj(Rj) and output U (t)

S,j . // Despite edges in Λj(Rj) remain

unchanged in S(G(t), F
(t)
j ), we force re-insertions on them in the

output batch of updates.

Formalizing this approach requires discussion of several technical points. First, we cannot
simply maintain the spanner of C(G(t), F

(t)
j ) using Theorem 5.1 which does not support edge

insertions. Instead of modifying the dynamic spanner algorithm, we deal with edge insertions
naïvely by inserting each of them to S(G(t), F

(t)
j ). As the total number of edge insertion is at most∑

t∈[τ ] Enc(U (t)) = o(m/k), S(G(t), F
(t)
j ) is still sparse enough.

Second, vertices in core graphs C(G(t), F
(t)
j ), j ∈ [B] might have degree Ω(k). To ensure a
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maximum degree bound of Õ(k) which is required by Theorem 5.1, we artificially split vertices
in C(G(t), F

(t)
j ) to create a graph C̃(t)

j on which we maintain the spanner. Precisely, we create a
new vertex uW in C̃(0)

j for each piece W in the partition W of the forest F (0)
j , and a vertex ur for

each root in the initial forest F (0)
j . Throughout the execution, we ensure that every vertex of C̃(t)

j

is either ur for some r being a root in the current forest, or uX for some connected component
X ⊆ W of an initial piece W ∈ W. In the former case, ur corresponds to a single vertex in the
original graph G(t) and thus it is never split due to edge removals from the forest F (t)

j . In the later
case, uX corresponds to the set of vertices X \R and thus its degree is bounded by Õ(k) due to 4
of Lemma 6.5.

Proof of Lemma 7.8. We first argue that the graph C̃j for all j ∈ [B] has maximum degree Õ(k)
and O(m/k) vertices, and undergoes a total of O(m/k) vertex splits, and edge insertions/deletions.
This shows that the application of the dynamic spanner algorithm in Theorem 5.1 is efficient.

For any j ∈ [B], each vertex of C̃j is either ur for some root r ∈ R or uX for some connected
component X of an initial pieceW ∈ W. In the case of ur, it will not be split further. In the case of
uX , it corresponds to the set of vertices X \R. Since X is a connected component in F of an initial
piece W ∈ W, the degree of uX is at most degG(W \R) which is Õ(k) due to 4 of Lemma 6.5.

The data structure implementing Lemma 6.5 insideA(Core) ensures that Fj is decremental. Edge
deletions in Fj does not affect either gradients nor lengths of edges in C(G,Fj) (Definition 6.7).
Thus, one edge deletion in Fj corresponds to only a single vertex split in C(G,Fj). The total number
of vertex splits happened to C(G,Fj) can be bounded by the number of edge removals in Fj . The
number is O(m/k + q log2 n) = O(m/k) for q def= ∑τ

t=1 Enc(U (t)) ≤ m/(k log2 n) by item 1 of
Lemma 6.5. Similarly, each edge deletion to Fj causes one vertex split in C̃j . To see this, first note
that no root vertices ur ∈ C̃j are ever split. For the deletion of an edge e to F (t)

j , let W ∈ W be
the partition piece containing e. The vertex uW may have been split further already, so let e be
currently inside the connected component X ⊆ W . Now, because ∂W ⊆ R at all times, we get
that only uX was split in C̃j , as desired.

After updating F (t)
j and the enlarged vertex set of C(G(t), F

(t)
j ), we process every update of⋃

t U
(t) naively as O(q) edge updates. As each edge update to C(G(t), Fj) corresponds to one edge

update to C̃j , the number of edge updates happened to C̃j is also O(q) = O(m/(k log2 n)). It remains
to bound the initial number of vertices in C̃j by O(m/k). As noted in Algorithm 4, there is one
vertex per root of the initial forest Fj and one vertex per cluster of the partitionW. The number of
roots initially is O(m/k) (Lemma 6.5). The number of clusters in W is also O(m/k) (Lemma 6.5).
Thus, C̃j has O(m/k) vertices initially.

As noted in Algorithm 4, it is at most twice the initial number of roots in Fj which is O(m/k).

Bounding the total size of U (t)
S,j (Item 1): Fix some j ∈ [B]. As discussed above, processing

all updates in the data structure of Lemma 6.5 causes at most O(m/k +∑
t Enc(U (t)) log2m) =

O(m/k) vertex splits to C̃j . So, the graph C̃j undergoes at most O(m/k) vertex splits and edge
insertions/deletions. By item 3 of Theorem 5.1, the data structure A(Spanner)

i outputs the re-
embedded set R(t)

j of amortized size at most γr, by taking L = (logm)1/4 in Theorem 5.1. Thus,
the total size of re-embedded edges ∑t |R

(t)
j | is bounded by O(mγr/k). Similarly, Theorem 5.1 also

shows that S(G(t), F
(t)
j ) are (γs, γc, γl) sparsified core graphs with the embeddings Π(t)

j .
Now, we move towards checking the remaining conditions: showing the hidden stable-flow

chasing property of the outputs on S(G(t), F
(t)
j ) for all j ∈ [B], and (30). For simplicity, we use
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Π(t)
j to denote the embedding ΠC(G(t),F

(t)
j )→S(G(t),F

(t)
j ) throughout the remainder of this proof.

Showing hidden stable-flow chasing property (Item 2): c(t),S(G(t),F
(t)
j ) and w(t),S(G(t),F

(t)
j )

form a valid pair by Lemma 7.7. Therefore, items 1 and 2 of Definition 6.1 are satisfied.
Next, we prove item 3 of Definition 6.1. At any stage t ∈ [τ ] and any edge e ∈ S(G(t), F

(t)
j ) for

some j ∈ [B], suppose e also appears in an earlier stage t′, i.e. e ∈ S(G(t′), F
(t′)
j ) for some t′ < t.

e is not included in any of U (s)
S,j , s ∈ (t′, t]. Thus, we have (Π(t)

j )−1(e) ⊆ (Π(t′)
j )−1(e) otherwise e is

included in some U (s)
S,j , s ∈ (t′, t] due to the definition of re-embedded set (Item 3 of Theorem 5.1).

For any edge e′ ∈ (Π(t)
j )−1(e), it exists in the core graph at both stage t and t′, i.e. e′ ∈

C(G(t), F
(t)
j ) and C(G(t′), F

(t′)
j ). Let e′G be its pre-image in G. e′G also exists in G at both stage t

and t′. Since G is undergoing hidden stable-flow chasing updates, by item 3 of Definition 6.1 we
have

w
(t),G(t)

e′G
≤ 2 ·w(t′),G(t′)

e′G
.

Definition 7.3 and the immutable nature of s̃tr from Lemma 6.5 yields

w
(t),C(G(t),F

(t)
j )

e′ = s̃trTj ,`
e′G
w

(t),G(t)

e′G
≤ 2 · s̃trTj ,`

e′G
w

(t′),G(t′)

e′G
= 2 ·w(t′),C(G(t′),F

(t′)
j )

e′ . (31)

Combining with the fact that (Π(t)
j )−1(e) ⊆ (Π(t′)

j )−1(e) and Definition 7.6 yields the following
and proves item 3 of Definition 6.1:

w
(t),S(G(t),F

(t)
j )

e = 2 ·
∑

e′∈
(

Π(t)
j

)−1
(e)

w
(t),C(G(t),F

(t)
j )

e′

≤ 2 · 2 ·
∑

e′∈
(

Π(t)
j

)−1
(e)

w
(t′),C(G(t′),F

(t′)
i )

e′

≤ 2 · 2 ·
∑

e′∈
(

Π(t′)
j

)−1
(e)

w
(t′),C(G(t′),F

(t′)
j )

e = 2 ·w(t′),S(G(t′),F
(t′)
i )

e .

Item 4 follows directly from the definition of `(t),S(G(t),F
(t)
j ) and w(t),S(G(t),F

(t)
j ).

Upper-bounding ‖w(t),S(G(t),F
(t)
i∗ )‖1 (Item 3): For any i, Lemma 7.7 yields∥∥∥∥w(t),S(G(t),F

(t)
i )
∥∥∥∥

1
≤ O(γl)

∥∥∥∥w(t),C(G(t),F
(t)
i )
∥∥∥∥

1
.

Lemma 7.5 gives that there is an i∗ ∈ [B] such that for all t,∥∥∥∥w(t),C(G(t),F
(t)
i∗ )
∥∥∥∥

1
≤ Õ(γLSST log2 n)‖w(0)‖1 + ‖w(t)‖1.

Combining these gives the desired bound.
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Runtime: Time spent on the data structure implementing Lemma 6.5 is Õ(mk). Before using
the dynamic spanner of Theorem 5.1, we split each C(G,Fj), j ∈ [B] in Line 9. This makes the
max degree of the input graph to each of A(Spanner)

j , j ∈ [B] being Θ(k). By Lemma 7.5 none of
these vertices is split in an update to C(G,Fj), so we may still apply Theorem 5.1. Thus, the time
spent on every dynamic spanner is O(mkγr).

7.1.3 Maintaining a Branching Tree-Chain

Note that definitions Definitions 7.3 and 7.6 give a way to pass c(t),w(t) from the top level graph
G downwards through a tree-chain (Definition 6.10). We formalize this by proving that we can
dynamically maintain a branching tree-chain (Definition 6.10).

Lemma 7.9 (Dynamic Branching Tree-Chain). Algorithm 5 takes as input a parameter d, a dy-
namic graph G(t) undergoes τ batches of updates U (1), . . . , U (τ) with gradients g(t), length `(t) at
stage t = 0, . . . , τ that satisfies the hidden stable-flow chasing property (Definition 6.1) with hidden
circulation c(t), and width w(t). The algorithm explicitly maintains a B-branching tree-chain (Def-
inition 6.10) with previous rebuild times prev(t)

0 , . . . , prev(t)
d (Definition 6.12). If c(t),G,w(t),G for

G ∈ G(t)
i for all 0 ≤ i ≤ d are recursively defined via Definition 7.3, 7.6 then there is a tree-chain

G0, . . . , Gd with

‖w(t),Gi‖1 ≤ Õ(γl)i
 i∑
j=0
‖w(prev(t)

j )‖1 + ‖w(t)‖1

 for all i ∈ {0, 1, . . . , d}. (32)

The algorithm succeeds with high probability and runs in total time m1/dÕ(γsγr)O(d)(m + Q) for
Q

def= ∑
t Enc(U (t)) ≤ poly(n).

Remark 7.10. Theorem 7.1 maintains the data structure implementing Lemma 7.9 on dynamic
graphs undergoing only edge insertions/deletions. However, it can be modified to also support vertex
splits since it is built using Lemmas 6.5 and 7.8 and Theorem 5.1, all which support vertex splits.

Algorithm 5 initializes a B-branching tree chain as in Definition 6.10. For every graph G ∈ Gi for
some level i, it maintains a collection of forests, trees, and sparsified core graph using the dynamic
data structure from Lemma 7.8.

However, the data structure of Lemma 7.8 can only take up to m/(k log2 n) updates if the input
graph has at most m edges at all time. This forces us to rebuild the data structure every once
in a while. In particular, we rebuild everything at every level i ≥ i0 if any of the data structures
of Lemma 7.8 on some level i0 graph G ∈ Gi0 has accumulated too many updates (approximately
m/ki0). We will show that the cost for rebuilding amortizes well across dynamic updates.

Proof of Lemma 7.9. At any level i = 0, . . . , d, there are at most O(logn)i graphs maintained at
i-th level at any given stage t due to Lemma 7.8. That is, we have |G(t)

i | ≤ O(logn)i for any t and
i. At any stage t and level i > 0, every graph G ∈ G(t)

i has at most mγi−1
s /ki vertices and m(γs/k)i

edges. This is again due to Lemma 7.8.
To analyze the runtime, note that every mγis/

(
ki+1 log2 n

)
updates to some graph G ∈ Gi

create O(mγisγr/ki+1) updates to every S(G,Fj) for j ∈ [B] by Lemma 7.8. Therefore, over the
course of Q updates to the top level graph G, the total number of updates to the B = O(logn)
graphs at level i is

Q ·O
(
γr log3 n

)i
.
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Algorithm 5: Dynamically maintains a B-branching tree chain (Definition 6.10). Proce-
dure Initialize initializes all variables, Rebuild rebuilds the data structure of level at
least ds at stage t0, and DynamicBranchingChain takes updates to G(t).
1 global variables
2 d← log1/8 n: number of levels in the maintained branching tree chain.
3 k ← m1/d: reduction factor used in Lemma 6.5.
4 B ← O(logn): number of sparsified core graphs maintained in Lemma 7.8.
5 procedure Initialize(G(0), `)
6 Initialize G0 = {G(0)}.
7 Rebuild(0, 0)
8 procedure Rebuild(i0, t0)
9 for i = i0, . . . , d− 1 do

10 previ+1 ← t0.
11 Gi+1 ← {}
12 for G ∈ Gi do
13 A(SparseCore)

G .Initialize(G, `G)
14 For j ∈ [B], add S(G,Fj) to Gi+1.

15 procedure DynamicBranchingChain(G(t), U (t), g(t), `(t))
16 U

(t)
G(t) ← U (t)

17 for i = 0, . . . , d− 1 do
18 if The accumulated encoding size of updates of any G ∈ Gi exceeds

m(γs/k)i+1/ log2 n then
19 Rebuild(i, t)
20 for G ∈ Gi do
21

{
U

(t)
S(G,Fj)

∣∣∣ j ∈ [B]
}
← A(SparseCore)

G .DynamicSparseCore(G,U (t)
G )

Next we analyze the runtime cost of rebuilding level i0. By Lemma 7.8, it takes O(m(γs/k)ikγr)
time to initialize A(7.8) for any graph G ∈ Gi at any level i. Therefore, the cost of rebuilding the
graphs of every level i ≥ i0 is

d∑
i=i0

O(logn)i ·m(γs/k)ikγr = m

ki0
· Õ(γs)dkγr.

However, the rebuild happens at most every m(γs/k)i0/ log2 n total updates to graphs at level i0.
Thus, over the course of at most Q · O

(
γr log3 n

)i0 updates to every graph at level i0, the total
runtime cost spent on rebuilding level i0 is at most

(m+Q) kγrÕ(γsγr)O(d).

The overall runtime bound follows because k = m1/d.
We now show (32) by induction on t and the the level i, and prove the result for level i+ 1 at

a time t given a partial tree chain G0, . . . , Gi satisfying (32). Let G(prev(t)
i )

i be the version of graph
Gi when it was rebuilt at time prev(t)

i .
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If prev(t)
i+1 < t, we can use the same chain G0, . . . , Gi+1 as the change from stage prev(t)

i+1 because
Lemma 7.8 guarantees that there is an index j∗ ∈ [B] which satisfies (30) for all stages in [prev(t)

i+1, t],
where Gi+1 = S(Gi, Fj∗). By induction and Lemma 7.8, we deduce that

∥∥∥w(t),Gi+1
∥∥∥

1

(i)
≤ Õ (γl)


∥∥∥∥∥∥∥w
(

prev(t)
i

)
,G

(
prev(t)

i

)
i

∥∥∥∥∥∥∥
1

+
∥∥∥w(t),Gi

∥∥∥
1


(ii)
≤ Õ(γl)

Õ(γl)i
i∑

j=0

∥∥∥∥∥w
(

prev(t)
j

)∥∥∥∥∥
1

+ Õ(γl)i
 i∑
j=0

∥∥∥∥∥w
(

prev(t)
j

)∥∥∥∥∥
1

+
∥∥∥w(t)

∥∥∥
1


≤ Õ(γl)i+1

 i∑
j=0

∥∥∥∥∥w
(

prev(t)
j

)∥∥∥∥∥
1

+
∥∥∥w(t)

∥∥∥
1

 .
(i) is because the vector w(0) in Lemma 7.8 corresponds to w(prev(t)

i ),G
(prev(t)

i
)

i , as prev(t)
i is the

initialization time of level i. (ii) is by induction on the stage t and level i. Thus we have shown
(32) by induction, which completes the proof.

7.2 Finding Approximate Min-Ratio Cycles in a Tree-Chain

In this section we explain how to extract a cycle ∆ from a branching tree-chain (such as the one
maintained in Lemma 7.9) with large quality |g>∆|/‖L∆‖1, satisfying the guarantees of Theo-
rem 7.1. As a branching tree-chain consists of O(logn)d tree-chains, we focus on getting a cycle ∆
out of a single tree-chain. More formally, our setting for much of this section will be a tree-chain
G0, G1, . . . , Gd (Definition 6.10), with a corresponding tree T def= TG0,...,Gd as defined in Defini-
tion 6.11. For g, ` and a valid pair c,w (Definition 7.2), we can define cG0 def= c and wG0 def= w, and
cGi and wGi recursively for 1 ≤ i ≤ d via Definitions 7.3 and 7.6. Let `Gi , gGi be the lengths and
gradients on the graphs Gi, and `C(Gi,Fi), gC(Gi,Fi) be the lengths and gradients on the core graphs.

Note that every edge eG ∈ E(G) \E(T ) has a “lowest” level that the image of it (which we call
e) exists in a tree chain, after which it is not in the next sparsified core graph. In this case, the
edge plus its path embedding induce a cycle, which we call the sparsifier cycle associated to e. In
the below definition we assume that the path embedding of a self-loop e in C(Gi, Fi) is empty.

Definition 7.11. Consider a tree-chain G0 = G, . . . , Gd (Definition 6.10) with corresponding tree
T

def= TG0,...,Gd where for every 0 ≤ i ≤ d, we have a core graph C(Gi, Fi) and sparsified core graph
S(Gi, Fi) ⊆ C(Gi, Fi), with embedding ΠC(Gi,Fi)→S(Gi,Fi).

We say an edge eG ∈ E(G) is at level leveleG = i if its image e is in E(C(Gi, Fi))\E(S(Gi, Fi)).
Define the sparsifier cycle a(e) of such an edge e = e0 ∈ C(Gi, Fi) to be the cycle a(e) = e0 ⊕
rev(ΠC(Gi,Fi)→S(Gi,Fi)(e0)) = e0 ⊕ e1 ⊕ · · · ⊕ eL. We define the preimage of this sparsifier cycle in
G to be the fundamental chain cycle

aG(eG) = eG0 ⊕ T [vG0 , uG1 ]⊕ eG1 ⊕ T [vG1 , uG2 ]⊕ · · · ⊕ eGL ⊕ T [vGL , uGL+1],

where eGi = (uGi , vGi ) is the preimage of edge ei in G for each i ∈ [L] and where we define uGL+1 = uG0 .

We let a(e) and aG(eG) be the associated flow vectors for the sparsifier cycle a(e) and funda-
mental chain cycle aG(eG).

At a high level, our algorithm will maintain the total gradient of every fundamental chain cycle
explicitly. Note that this implies that the gradient of at mostmo(1) fundamental chain cycles change
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per iteration on average. Also, the algorithm maintains length overestimates of each fundamental
chain cycle, as maintaining the true length dynamically is potentially expensive. The algorithm
will return the overall best quality fundamental chain cycle.

Definition 7.12. Consider a tree-chain G = G0, . . . , Gd with corresponding spanning tree T def=
TG0,...,Gd. For any edge eG ∈ E(G) \E(T ) at level i with image e in C(Gi, Fi) \ S(Gi, Fi) we define
l̃enGeG, an overestimate on the length of eG’s fundamental chain cycle, as l̃eneG

def= 〈`C(Gi,Fi), |a(e)|〉.

Because the lengths and gradients on all edges in all the Gi, and embeddings ΠC(Gi,Fi)→S(Gi,Fi)
are maintained explicitly in Lemma 7.9, we can store length overestimates l̃eneG for all fundamental
chain cycles, and their total gradients with a constant overhead.

There are two more important pieces to check. First, we need to check that the gradients
defined on the core graphs Definition 6.7 indeed given the correct total gradient for each cycle, and
that the values l̃eneG are indeed overestimates for the lengths of all the fundamental chain cycles
aG(eG). Then we will show that using the length overestimates l̃eneG still allows us to return a
sufficiently good fundamental chain cycle.

Lemma 7.13 (Gradient correctness). Let eG /∈ E(T ) be an edge with leveleG = i and let e be its
image in Gi. Then the total gradient of the cycle a(e) and its preimage aG(eG) are the same, i.e.
〈gC(Gi,Fi),a(e)〉 = 〈g,aG(eG)〉.

Lemma 7.14 (Length overestimates). Let eG /∈ E(T ) be an edge with leveleG = i and let e be
its image in Gi. Then the values l̃eneG overestimate the length of the preimage cycle aG(eG), i.e.
l̃eneG ≥ 〈`, |aG(eG)|〉.

It is useful to define the concept of lifting a cycle back from C(Gi, Fi) to Gi in order to show
Lemmas 7.13 and 7.14.

Definition 7.15 (Lifted cycle). Consider a cycle Ĉ in C(Gi, Fi) with edges ê1⊕ ê2⊕ · · ·⊕ êL, such
that ei = (ui, vi) is the preimage of êi in Gi. We define the lift of Ĉ into Gi as the cycle

e1 ⊕ Fi[v1, u2]⊕ e2 ⊕ · · · ⊕ eL ⊕ Fi[vL, u1].

Now we can show Lemmas 7.13 and 7.14 by repeatedly lifting cycles until we are back in the
top level graph G.

Proof of Lemma 7.13. It suffices to show that any cycle Ĉ in C(Gi, Fi) and its lift C in Gi have
the same gradient. Precisely, if we let ĉ and c denote the flow vectors of Ĉ and C respectively,
we wish to show 〈gC(Gi,Fi), ĉ〉 = 〈gGi , c〉. To see this, recall that by the definition of gC(Gi,Fi) in
Definition 6.7, for Ĉ = ê1 ⊕ · · · ⊕ êL for ej = (uj , vj) and E(Fi) ⊆ E(Ti) for some tree Ti (namely
the tree used to initialize the forest Fi of C(Gi, Fi)),

〈gC(Gi,Fi), ĉ〉 =
L∑
j=1
g
C(Gi,Fi)
êj

=
L∑
j=1
gGiej + 〈gGi ,p(Ti[vj , uj ])〉

(i)=
L∑
j=1
gGiej + 〈gGi ,p(Ti[vj , uj+1])〉

(ii)=
L∑
j=1
gGiej + 〈gGi ,p(Fi[vj , uj+1]) = 〈gGi , c〉,
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where (i) follows because ∑L
j=1 p(Ti[vj , uj ]) = ∑L

j=1 p(Ti[vj , uj+1]) (for uL+1
def= u1) because both

sides route the same demand on a tree Ti. (ii) follows because Fi ⊆ T , and vj , uj+1 are in the same
connected component of Fi. The last equality follows by the definition of C.

Proof of Lemma 7.14. Similar to the above proof of Lemma 7.13, by repeatedly lifting until we
get to G, it suffices to show that the length of a cycle Ĉ in C(Gi, Fi) is larger than that of its
lift C. Formally, if ĉ and c denote the flow vectors of Ĉ and C respectively, we wish to show
〈`C(Gi,Fi), |ĉ|〉 ≥ 〈`Gi , |c|〉. For Ĉ = ê1 ⊕ · · · ⊕ êL for ej = (uj , vj) and forest Fi, we have

〈`C(Gi,Fi), |ĉ|〉 =
L∑
j=1
`
C(Gi,Fi)
êj

(i)=
L∑
j=1

s̃triej`
Gi
ej

(ii)
≥

L∑
j=1

strFi,`Giej `Giej

=
L∑
j=1
`Giej + 〈`Gi , |p(Fi[uj , rootFiuj ])|〉+ 〈`Gi , |p(Fi[vj , rootFivj ])|〉

=
L∑
j=1
`Giej + 〈`Gi , |p(Fi[vj , rootFivj ])|〉+ 〈`Gi , |p(Fi[uj+1, rootFiuj+1 ])|〉

(iii)
≥

L∑
j=1
`Giej + 〈`Gi , |p(Fi[vj , uj+1])|〉 = 〈`Gi , |c|〉,

where (i) follows from the definition of `C(Gi,Fi) in Definition 6.7, (ii) follows from Lemma 6.5 item
2, and (iii) follows from rootFivj = rootFiuj+1 and the triangle inequality. The final equality is from
the definition of C as the lift of Ĉ.

We now show that it suffices to maintain the “best quality” fundamental chain cycle, i.e.
maxeG∈E(G)\E(T ) |〈gG,aG(eG)〉|/l̃eneG . To show this, we first explain how to express a cycle c
as the combination of fundamental chain cycles.

Lemma 7.16. Given a circulation c in graph G, recursively define cGi for all i = 0, . . . , d via
Definitions 7.3 and 7.6. Then

c =
d∑
i=0

∑
eG:level

eG
=i
cGi
ei
aG(eG).

Proof. Define y def= ∑d
i=0

∑
eG:level

eG
=i c

Gi
ei
aG(eG). We will show that ceG = yeG for any edge eG ∈

G \ T.
First, define for any i = 0, . . . , d, Πi as the embedding ΠC(Gi,Fi)→S(Gi,Fi) and ei as the image in

Gi for any edge eG ∈ G. Clearly, ei is well-defined if i ≤ leveleG . We also denote the image of ei in
the core graph C(Gi, Fi) as êi.

At any level i, observe that if ei+1 ∈ Gi+1, we have êi = ei+1, Πi(êi) = {ei+1} and therefore
c
Gi+1
ei+1 = cGi

ei
. Otherwise, cGi

ei
is added to cGi+1

f , f ∈ Πi(êi). Let eG be any edge in G \ T at level i.
Following from Definition 7.6, we can express cGi

ei
as

cGi
ei

= ceG +
i−1∑
j=0

∑
fG:level

fG
=j
c
Gj
fj
·Πj(f̂ j)êj . (33)
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On the other hand, we know that eG does not appear in any of the sparsifier cycle of fG at
level j ≥ i. Thus, [aG(fG)]eG = 0. If levelfG = j < i, [aG(fG)]eG = −Πj(f̂ j)êj where the −1 term
comes from that the sparsifier cycle takes f̂ j and the reverse of the path Πj(f̂ j). This yields that

yeG = cGi
ei
−

i−1∑
j=0

∑
fG:level

fG
=j
c
Gj
fj

Πj(f̂ j)êj
(i)= ceG ,

where (i) follows by rearranging (33).
The lemma follows via the fact that a circulation is uniquely determined by the amount of flows

on non-tree edges.

Lemma 7.17. Let c,w be a valid pair. Let T = TG0,...,Gd for a tree-chain G0, . . . , Gd. Then

max
eG∈E(G)\E(T )

|〈g,aG(eG)〉|
l̃eneG

≥ 1
Õ(k)

|〈g, c〉|∑d
i=0 ‖wGi‖1

.

Proof. Recall that for an edge ê ∈ C(Gi, Fi) with preimage e in Gi, its length is `C(Gi,Fi)
ê

def= s̃trie`Gie
defined in Definition 6.7. Thus by the definition of l̃eneG in Definition 7.12,

d∑
i=0

∑
eG:level

eG
=i
|cGie |l̃eneG =

d∑
i=0

∑
eG:level

eG
=i

s̃tri`Gie |cGie |+
∑

e′∈ΠC(Gi,Fi)→S(Gi,Fi)(ê)

`
Gi+1
ê
|cGie |


(i)
≤

d∑
i=0

∑
eG:level

eG
=i

(
Õ(k)wGi

e +wGi+1
ê

)
≤ Õ(k)

d∑
i=0
‖wGi

e ‖1,

where (i) follows s̃tri ≤ Õ(k) from Lemma 6.5 item 2, and the fact that cGi ,wGi are all valid
pairs (see Lemmas 7.4 and 7.7) so `Gie |cGie | ≤ |wGi

e |, and the definition of wGi+1
e in Definition 7.6.

Additionally, note by the triangle inequality and Lemma 7.16 that

|〈g, c〉| ≤
d∑
i=0

∑
eG:level

eG
=i
|cGie ||〈g,aG(eG)〉|.

Hence, we get by the fact that

max
i∈[n]

xi
yi
≥
∑
i∈[n] xi∑
i∈[n] yi

for x,y ∈ Rn≥0 that

max
eG∈E(G)\E(T )

|〈g,aG(eG)〉|
l̃eneG

≥
∑d
i=0

∑
eG:level

eG
=i |cGie ||〈g,aG(eG)〉|∑d

i=0
∑
eG:level

eG
=i |c

Gi
e |l̃eneG

≥ 1
Õ(k)

|〈g, c〉|∑d
i=0 ‖wGi‖1

.

Remark. We can adapt the statement and proof of Lemma 7.17 to remove the Õ(k) by being more
careful. However, this further complicates the statements of Lemma 7.17 and its interaction with
Section 6, and the extra Õ(k) does not meaningfully affect our runtimes.

We can now complete the proof of Theorem 7.1.
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Proof of Theorem 7.1. The first part is to dynamically maintain an explicit O(logn) branching
tree chain with path embeddings using Lemma 7.9. With O(1) overhead, the algorithm can also
maintain the values of 〈g,aG(eG)〉, l̃eneG for all fundamental chain cycles of the O(logn)d trees
in the branching tree chain, because the branching tree chain maintains all edge gradients/lengths
explicitly, and Definition 7.12 and Lemma 7.13. Hence in Õ(1) overhead it can maintain the
maximizer arg maxeG∈E(G)\E(T )

|〈g,aG(eG)〉|
l̃en

eG

as desired in Lemma 7.17 for each tree. To show that
the best out of these works, note that by Lemma 7.9 with high probability there is a tree-chain
with

1
Õ(k)

|〈g, c〉|∑d
i=0 ‖wGi‖1

≥ 1
Õ(k)Õ(γl)O(d)

|〈g, c(t)〉|∑d
i=0 ‖w(prev(t)

i )‖1
≥ κ |〈g, c(t)〉|∑d

i=0 ‖w(prev(t)
i )‖1

,

for κ = 1/(Õ(k)Õ(γl)O(d)) as desired.
The total runtime is (m + Q)mo(1) for Q = ∑

t∈[τ ] Enc(U (t)) by Lemma 7.9 for the choice
γs = γr = exp(log3/4 log logm), d = log1/8m and k = m1/d. Thus κ = exp(−O(log7/8m log logm)).
Also, Q approximates ∑t∈[τ ] |U (t)| up to a polylog factor since U (t) contains only edge inser-
tions/deletions.

Finally, we can rebuild levels i, i + 1, . . . , d in time m1+o(1)/ki time because the graphs on
level i have m(γs/k)i edges, there are O(logn)d such graphs, and the initialization time is almost
linear.

8 Rebuilding Data Structure Levels
The goal of this section is to use Theorem 7.1 to get Theorem 6.2 through a rebuilding game to
handle the cases where ‖w(prev(t)

i )‖1 is much larger than ‖w(t)‖1 for some 0 ≤ i ≤ d. The surprising
aspect is that this is doable despite the fact that the w(t) are all hidden. We now introduce the
rebuilding game that captures these notions. Each round of the rebuilding game corresponds to our
algorithm successfully returning a good enough cycle. When is this does not happen, we instead
have to rebuild part of our data structure. The rebuilding game is designed to let us formally
reason about strategies for rebuilding the data structure when it fails to find a good cycle.

Rebuilding game parameters and definition. The rebuilding game has several parameters:
integers parameters size m > 0 and depth d > 0, update frequency 0 < γg < 1, a rebuilding cost
Cr ≥ 1, a weight range K ≥ 1, and a recursive size reduction parameter k def= m1/d ≥ 2, and finally
an integer round count T > 0.

Definition 8.1 (Rebuilding Game). The rebuilding game is played between a player and an ad-
vesary and proceeds in rounds t = 1, 2, . . . , T . Additionally, the steps (moves) taken by the player
are indexed as s = 1, 2, . . .. Every step s is associated with a tuple prev(s) := (prev(s)

0 , . . . , prev(s)
d ) ∈

[T ]d+1. Both the player and adversary know prev(s). At the beginning of the game, at round t = 1
and step s = 1, we initially set prev(1)

i = 1 for all levels i ∈ {0, 1, . . . , d}.
At the beginning each round t ≥ 1,

1. The adversary first chooses a positive real weight W (t) satisfying logW (t) ∈ (−K,K). This
weight is hidden from the player.
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2. Then, while either of the following conditions hold,

d∑
i=0

W (prev(s)
i ) > 2(d+ 1)W (t) (34)

or
For some level l, at least γgm/kl rounds
have passed since the last rebuild of level l. (35)

the adversary can (but does not have to) force the player to perform a fixing step. The player
may also choose to perform a fixing step, regardless of whether the adversary forces it or not.
In a fixing step, the player picks a level i ∈ {0, 1, . . . , d}, and we then set prev(s+1)

j ← t for
j ∈ {i, i+ 1, . . . , d}, and prev(s+1)

j ← prev(s)
j for j ∈ {0, . . . , i− 1}. We call this a fix at level

i, and we say the levels j ≥ i have been rebuilt. This move costs Crm/ki time.

3. When the player is no longer performing fixing steps, the round finishes.

The goal of the player is to complete all T rounds in total time cost O(CrKdγg
(m+ T )).

Remark 8.2. We emphasize an important point about our terminology in the rebuilding game: A
fix at level i causes a rebuild of all levels j ≥ i. The adversary can force a rebuild of a level l if it
has participated in γgm/k

l rounds since it was last rebuilt – and the latest rebuild may have been
triggered by a fix at level l or by a fix at some level i < l.

To translate the rebuilding game to the setting of Theorems 7.1 and 6.2 we can set W (t) def=
‖w(t)‖1. We give an algorithm where the player completes all T rounds with total time cost
O(CrKdγg

(m + T )). For our choice of parameters, this will be almost linear. Note that it is trivial
for the player to finish all T rounds in time O(CrmT ), as they could just always do a fix at level
i = 0, as this sets all prev(s)

j ← t.

Algorithm 6: Strategy for the rebuilding game.
1 foreach i = 0, . . . , d. do
2 We maintain a "fixing count", fixi, initialized to zero.
3 And we maintain a "round count", roundi, also initialized to zero.
4 foreach round t = 1, 2, . . . , T of the game do
5 if there is a level l with roundl ≥ γgm/kl then
6 Find the smallest level i such that roundi ≥ γgm/ki
7 Fix level i, thus rebuilding levels j ≥ i.
8 For levels j = i, i+ 1, . . . , d set fixj ← 0 and roundj ← 0.

// We call this a WIN at level i.

9 while the adversary continues to force a fixing step do
10 Let i be the smallest level in 0, . . . , d s.t. for all j > i, fixj = 2K
11 Fix level i, thus rebuilding levels j ≥ i.
12 Set fixi ← fixi + 1

// We call this a LOSS at level i.

13 For all levels j = 0, 1, . . . , d, set roundj ← roundj + 1.
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The following lemma tells us that a fairly simple strategy can deterministically4 ensure that the
player always wins the rebuilding game.

Lemma 8.3 (Strategy for Rebuilding Game). There is a deterministic strategy given by Algorithm 6
for the player to finish T rounds of the rebuilding game in time O(CrKdγg

(m+ T )).

Before we state the proof, we first introduce some important terminology for understanding
Algorithm 6 and its analysis.

The rebuilding game algorithm. Overall, our goal is the following: we (as the player) want to
ensure that our vector of weights W (prev(s)

i ) at different levels i ∈ {0, 1, . . . , d} is such that we must
frequently succeed in completing a round without making too many fixing steps, and we need to
ensure we do not spend too much time on fixing steps. To implement our strategy in Algorithm 6,
we maintain two counters roundi and fixi for each level i. These two counters are used to decide
which level to rebuild in each step s of the game.

The first counter, roundi, is very simple. It counts the number of rounds that have occurred
since level i was last rebuilt. Ideally, we would like to complete as many rounds as each level can
handle, before we reset it. The adversary can force a fixing step if it has been more than γgm/ki
rounds since level i was last rebuilt. In the setting of Theorem 7.1, this corresponds to a level
of the branching tree chain accumulating enough updates that it should be rebuilt. We preempt
the adversary by always rebuilding a level if it has been through this many rounds, regardless of
whether the adversary forces us to or not. When this occurs, the level can “pay for itself”, since
the cost of fixing is low when amortized across the rounds since the last rebuild. Thus we declare
a “WIN” at level i and rebuild levels j ≥ i.

The second counter, fixi, is the more interesting one. When a fixing step occurs and we decide
to fix level i (thus rebuiling levels j ≥ i) we say a “LOSS” occurred at level i. The fixi counter
tracks how many times a fixing step occured and we had a LOSS at level i, counted since the last
time we rebuilt level i due to a WIN at some level l ≤ i. In a fixing step, we always decide to let
the LOSS occur at the largest level index i where fixi < 2K.

8.1 Analyzing the rebuilding game algorithm

Before we start our formal proof of Lemma 8.3, we will outline the main the main elements of the
analyses of the time cost of using Algorithm 6 to play the rebuilding game.

Ideally, we would like to say that “if a LOSS occurs at level i, then the weight W (prev(s)
i ) must

be large compared to the current round t weight W (t)”, because then rebuilding would reduce
W (prev(s+1)

i ). However, this is not true, as it may be that some other level’s weight W (prev(s)
j ) for

j < i is large enough to make Equation (34) hold, allowing the adversary to force a fixing step.
Instead, the invariant we maintain is this: We ensure that when a fixing step occurs, if we choose
to rebuild level i, it must be that either.

Case (A) either some level l < i has an even larger weight than all levels j ≥ i and thus can be
“blamed” for the fixing step, or

Case (B) no level j > i has a weight large enough to force a fixing step.
4Note that when we employ the rebuilding game strategy in our overall data structure, the data structure uses

randomization. However, the randomized steps succeed with high probability union-bounded across the entire al-
gorithm. The rebuilding game strategy corresponds to the behavior of the data structure assuming all these data
structure randomization steps are successful. We address this formally in the proof of Theorem 6.2.
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Handling Case (B). In case (B), we significantly reduce the weight W (prev(s+1)
i ) compared to

W (prev(s)
i ) at level i for the next step s + 1. Once we have fixj = 2K for all j ≥ i, there must be

level l < i with weight larger than level i, as repeated occurrence of (B) ensures this.

Handling Case (A). Now, the remaining key point is to make sure that in case (A), we do not
waste too much time rebuilding at level i before moving to rebuilding at level i − 1, so that we
eventually start rebuilding the most problematic level l < i with larger weight. Fortunately, our
threshold of 2K fixes at level i is low enough to ensure this. Finally, to help us formalize that
we make progress on reducing the weight at level i specifically in Case (A), we introduce a notion
of “prefix maximizing” levels. At any step s, we say a level i is “prefix maximizing” if its weight
W (prev(s)

i ) is strictly larger than the weight W (prev(s)
j ) at all levels j < i This leads to the following

definition.

Definition 8.4. In the Rebuilding Game, at the start of each step s, we define a set I(s) of “prefix
maximizing” levels, given by

I(s) =
{
i ∈ {0, 1, . . . , d}

∣∣∣∣ W (prev(s)
i ) > W (prev(s)

j ) for all j < i

}
.

Note that 0 ∈ I(s) for all s, and the player does not know which levels are prefix maximizing.
This next lemma shows formally that strategy of Algorithm 6 successfully implements the kind

of weight tracking we described above. Concretely, the lemma tells us that when a level i is prefix
maximizing, the weight of the level must be pushed down as fixi increases.

Lemma 8.5 (Bound on fixing step count). In the rebuilding game, suppose the player uses the
strategy of Algorithm 6, then we always have fix0 < 2K.

This lemma tells use that we never have 2K LOSSes at level 0 before the next WIN at level 0.
Since Algorithm 6 trivially ensures fixj ≤ 2K for all levels j > 0, this gives us tight control over
the number of fixing steps that can be forced by the adversary.

Proof of Lemma 8.5. We consider an instance of the rebuilding game and suppose the player uses
the strategy given by Algorithm 6. To prove our lemma, we first introduce a condition which must
be satisfied in each step by each level i which is prefix maximizing. This condition essentially
states that the fixi counter is correctly tracking an upper bound on the level weight W (prev(s)

i ). For
convenience of our analysis, we define the condition for levels regardless of whether they are prefix
maximizing, although we only need to show that it holds for such levels.

Definition. At the start of step s, if for some level i we have,

log2

(
W (prev(s)

i )
)
< K − fixi (fixi correctness condition) (36)

we say that level i satisfies the fixi correctness condition at step s.

Given this notion, we can now state the induction hypothesis.

Inductive Hypothesis. At the start of step s, Condition (36) holds for each i ∈ I(s).
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We will prove this claim by induction on the step count s. First, we establish that proving this
claim is sufficient to prove the lemma. By assumption, we have log2

(
W (prev(s)

i )
)
> −K, and hence

the above claim would imply fixi < 2K for all i ∈ I(s), for all s. Since 0 ∈ I(s) for all s, we get
that fix0 < 2K always.

We first establish the base case s = 1. Note that trivially for all i ∈ {0, 1, 2, . . . , d}, we have
fixi = 0, and by assumption we have log2(W (prev(s)

i )) < K = K−fixi. This implies Condition (36)
holds for every level i, and hence it holds for each level i ∈ I(s). This establishes the base case.

Now, we now assume the induction hypothesis at the start of step s and prove it for the start
of step s + 1, i.e. we want to show Condition (36) holds for each i ∈ I(s+1) at the start of step
s+ 1. We break the analysis into two main cases, depending on what happens in step s. The first
case (1) is when a WIN occurs. The second case (2) is when a LOSS occurs at some level i. We
further break the second case into two sub-cases, separately handling when (2A) i is not a prefix
maximizing level at step s and when (2B) i is a prefix maximizing level at step s. Conceptually,
the key case is (2B), when we have a LOSS and i ∈ I(s), which means we have to ensure that we
make progress by reducing W (prev(s+1)

i ) compared to the earlier value W (prev(s)
i ).

Case 1: a WIN occurs. In this case, a WIN must occur at some level i ∈ {0, 1, 2, . . . , d} (since
γgm/k

d ≤ 1). Let i denote the level at which the WIN occurs. In this case, for all levels j ≥ i, we
rebuild and set fixi = 0, and by the definition of K, we thus have (for the updated value of fixi)
that log2(W (prev(s+1)

i )) < K = K − fixi. Thus, for each j ≥ i, we have that Condition (36) holds,
and thus, in particular, it must hold for each j ∈ I(s+1).

For each level l < i, fixl does not change and W (prev(s+1)
l

) = W (prev(s)
l

). The latter implies that
for each l < i, l ∈ I(s+1) if and only if l ∈ I(s). We also conclude that Condition (36) holds at
the beginning of step s+ 1 if it held for level l at the beginning of step s. Hence, by the induction
hypothesis at step s, Condition (36) holds for all l < i with l ∈ I(s+1).

This proves the induction hypothesis for step s+ 1 in the case where a WIN occurs.

Case 2: a LOSS occurs. We next consider the case when a LOSS occurs in step s, and we
let the current round be denoted by t. The LOSS occurs at some level i. In order to analyze this
case, we are going to split it further into two subcases 2A and 2B, depending on whether the LOSS
occurs at level i which is in the prefix maximizing set or not (2B and 2A respectively). However,
first we make some observations that are common to both cases 2A and 2B.

To start, we deal with levels l < i. As in the case of a WIN, we again have that, for each l < i,
fixl does not change and W (prev(s+1)

l
) = W (prev(s)

l
). The latter implies that for each l < i, l ∈ I(s+1)

if and only if l ∈ I(s). Hence, by the induction hypothesis, Condition (36) holds for each l < i with
l ∈ I(s+1).

Next we need to deal with levels j ≥ i. As a LOSS occurs in step s, we must have that∑d
j=0W

(prev(s)
j ) ≥ 2(d+ 1)W (t). This implies

dmax
j=0

W (prev(s)
j ) ≥ 2(d+ 1)

d+ 1 W (t) ≥ 2W (t). (37)

We claim that in this case, we must have

I(s) ∩ {i+ 1, . . . , d} = ∅. (38)
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Suppose for a contradiction that for some j > i we have j ∈ I(s). As fixj = 2K, we conclude
by the induction hypothesis, that at the start of step s, we have log2(W (prev(s)

j )) < K−fixj = −K,
and hence log2(W (prev(s)

j )) < −K. But, this is impossible, as log2(W (prev(s)
j )) > −K by the game

definitions.

Subcase 2A: LOSS at level i 6∈ I(s). We now further restrict to the case when at the start
of step s, we have i 6∈ I(s). We thus have at the start of step s, by the condition observed in
Equation (38), that I(s) ∩ {i, i+ 1, . . . , d} = ∅.

This allows us to conclude that

for all j ∈ {i, i+ 1, . . . , d} there exists l < j with W (prev(s)
l

) > W (prev(s)
j ). (39)

By Equation (39), we conclude that there exists l < i with W (prev(s)
l

) > maxj∈{i,i+1,...,d}W
(prev(s)

j ).
Furthermore, we can conclude that maxh∈{0,...,i−1}W

(prev(s)
h

) ≥ 2W (t), since the maximum in Equa-
tion (37) is not achieved by an index ≥ i. Consequently, when the LOSS at level i occurs and we
rebuild, for all levels j ∈ {i, i+ 1, . . . , d}, we set prev(s+1)

j ← t, and hence at the start of step s+ 1,
we have for all j ≥ i that

W (prev(s+1)
j ) = W (t) ≤ 1

2 max
h∈{0,...,i−1}

W (prev(s)
h

) = 1
2 max
h∈{0,...,i−1}

W (prev(s+1)
h

)

and hence for all j ≥ i we conclude that j 6∈ I(s+1). Altogether, this proves the induction hypothesis
for step s+ 1 in the case where a LOSS occurs at level i and i 6∈ I(s).

Subcase 2B: LOSS at level i ∈ I(s). We now consider the case when at the start of step s,
we have i ∈ I(s). This is the most important case, where we ensure a reduction in the weight
W (prev(s+1)

i ) compared to W (prev(s)
i ). By Equation (38), we have I(s) ∩ {i+ 1, . . . , d} = ∅, and hence

we conclude that W (prev(s)
i ) = maxdj=0W

(prev(s)
j ) ≥ 2W (t). By the induction hypothesis, we have

(labelling fixi explicitly by step for clarity)

log2(W (prev(s)
i )) < K − fix(s)

i

hence,

log2(W (prev(s+1)
i )) = log2(W (t)) ≤ log2(W (prev(s)

i ))− 1 < K − fix(s)
i − 1 = K − fix(s+1)

i . (40)

Thus, Condition (36) holds for i at the end of step s+ 1, regardless of whether i ∈ I(s+1).
Furthermore, for all j > i, we set W (prev(s+1)

j ) = W (t) = W (prev(s+1)
i ), and hence j 6∈ I(s+1).

Again, recall that we already dealt with established Condition (36) for l < i above in Equa-
tion (39). Thus the induction hypothesis holds for step s+ 1 when i ∈ I(s),
This completes our case analysis, establishing the inductive hypothesis, and hence the lemma.

At this point, armed with the conclusion of Lemma 8.5, we are ready to analyze the running
time of the rebuilding game strategy given by Algorithm 6, to prove the main lemma of this section,
Lemma 8.3.

Before starting the proof, we will briefly outline its main elements. The costs of the rebuilding
game occur during fixes as part of either a WIN or a LOSS in Line 6 and Line 10 respectively.
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We use a standard amortization argument to account for the cost of fixes that occur during
WINs. We can count the cost occurred during WINs separately at each level, and finally add it up
across these. In each level, the cost per round can be bounded by Cr/γg.

Next, we have to account for the cost of fixes carried out during LOSSes. These fixes are all
accounted for by increases in some fixj counter. We then bound the total cost of fixes that later
have their fixj counter reset by amortizing the cost toward the rounds that cause the reset of the
fixj counter through a WIN at some level i ≤ j. Because Lemma 8.5 guarantees the fixj counters
are bounded by 2K, we can bound the additional cost amortized toward the rounds during the
WIN at level i by 4KCr

γg
per step. Finally the bound on the fixj counters from Lemma 8.5 also

tells us that the leftover cost unaccounted for by amortization through resets is also bounded, this
time by 4KCrm in total.

Proof of Lemma 8.3. To bound the running time, we use a simple amortized analysis across the
steps of the rebuilding game.

The round counter at level i, i.e., roundi increases by 1 in each round and hence the sum of the
increases is T . If a WIN occurs at level i, we incur a time cost through a fix of level i, with a cost
of Crm/ki (Line 6). At the same time, we reduce the round counter at i and all deeper levels j > i,
and in particular, we reduce roundi by γgm/ki. We will amortize the cost of this fix toward the
rounds that increased roundi from zero to the threshold γgm/ki, and thus the amortized cost from
fixes during WINs at level i per round is at most Cr/γg. When we add this up across T rounds,
the total cost from fixes during WINs at level i is T · Cr/γg. Thus the total cost added across our
d+ 1 levels from fixes during WINs is

cost from fixes during WINs ≤ T (d+ 1)Cr/γg. (41)

All the cost incurred during a LOSS at some level i (Line 10) leads to an increase of the fixing
step counter fixi by 1, and has an associated time cost of Crm/ki. We will break the cost form
LOSSes into two parts:

1. Cost accounted for by a fixi counter increase where the fix counter is later reset to 0.

2. Cost accounted for by a fixi counter increase where the fix counter is not reset.

We can bound the cost arising from Part 2 very easily: By Lemma 8.5, fixi ≤ 2K, and so the
cost from fixing of level i without a reset of the counter following is bounded by fixi · Crm/ki ≤
2K · Crm/ki. Adding this cost across all levels we get that the total cost from Part 2 is upper
bounded by

cost from fixes during LOSSes with no fix counter reset ≤
d∑
i=0

2K · Crm/ki ≤ 4KCrm. (42)

Finally, we bound the cost from Part 1. Consider the resetting of some counter fixj associated
with a level j. Any such counter is reset during a WIN at some level i < j. We will bound the cost
part by amortizing it toward the rounds that caused this WIN at level i. In particular, note that
the level i experienced least γgm/ki rounds since it was last rebuilt and at this point fixj was reset
(though it may also have been reset again since). This means we can count the cost associated
with the increases in fixj toward the WIN at level i. The total cost we need to account for in this
way toward the WIN at level i is then

d∑
j=i

fixj · Crm/kj ≤ 2K
d∑
j=i

Crm/k
j ≤ 4KCrm/ki.
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Thus, the amortized cost per round associated with WINs at level i through these fixj resets is at
most

4KCrm/ki
γgm/ki

= 4KCr
γg

.

As we have T rounds, the total cost associated with WINs at level i through fixj resets is then
4KCr
γg

T . Since a round can contribute toward a WIN at each of our d+ 1 levels, this means the cost
amortized to toward a round across all levels is .

cost from fixes during LOSSes with fix counter reset ≤
d∑
i=0

T · 4KCr
γg

= 4KCr(d+ 1)
γg

T. (43)

Finally, adding together the costs accounted for in Equations (41), (42), and (43), and the cost
of executing rounds, we get a bound on the total cost of O(KCrdγg

(T +m)) as desired.

8.2 Dynamic Min-Ratio Cycle Using the Rebuilding Game

In this section we combine Theorem 7.1 and Lemma 8.3 to show Theorem 6.2 which gives a data
structure for returning min-ratio cycles in dynamic graphs with hidden stable-flow chasing updates.

Proof of Theorem 6.2. Let W (t) def= ‖w(t)‖1. The adversary plays the following strategy. They feed
the inputs g(t), `(t), U (t) to Theorem 7.1 and get a cycle ∆. Let κ(7.1) be the approximate parameter
from Theorem 7.1. Let κ def= κ(7.1)/(2d+ 2). The adversary checks whether

〈g(t),∆〉/‖`(t) ◦∆‖1 ≤ −κα. (44)

Because ∆ is represented using mo(1) edges on a tree T , this can be performed in amortized mo(1)

time by using a dynamic tree (Lemma 3.3). If (44) holds, the adversary allow a progress step, and
this completes the Query() operation of Theorem 6.2. Otherwise, they force the player to perform
a fixing step. This is valid because by Theorem 7.1 we must have

κ(7.1)

2d
〈g(t), c(t)〉
‖w(t)‖1

≤ −κα ≤ 〈g(t),∆〉
‖`(t) ◦∆‖1

≤ κ(7.1) · 〈g(t), c(t)〉∑d
i=0 ‖w(prev(t)

i )‖1
,

so ∑d
i=0 ‖w(prev(t)

i )‖1 ≥ 2(d + 1)‖w(t)‖1. Our algorithm for Theorem 6.2 is then to implement the
player’s strategy in Lemma 8.3 on top of Theorem 7.1.

Correctness of Query() follows by definition. To bound the runtime, by Theorem 7.1 we
can take the constants d = log1/8m, k = exp(O(log7/8m)), γg = exp(−O(log7/8m log logm)),
Cr = exp(O(log7/8m log logm)), T = (m+Q) exp(O(log7/8m log logm)). Thus by Lemma 8.3 the
total runtime to execute the player’s algorithm is (m+Q) exp(O(log7/8m log logm)) as desired.

9 Computing the Min-Cost Flow via Min-Ratio Cycles
In this section we given the full pseudocode for proving Theorem 1.1, modulo getting an initial
point and final point, which are explained in Lemmas 4.11 and 4.12.

We explain the implementation in procedure MinCostFlow given in Algorithm 7. The al-
gorithm maintains approximate lengths `(t) and gradients g(t), updating them when the dynamic
tree data structures D(Ti) report that some edge has accumulated many changes. It updates these
lengths and gradients, and passes the result to a data structure D(HSFC) which dynamically main-
tains the trees T1, . . . , Ts and a min-ratio cycle on them under hidden stable-flow chasing updates.
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Algorithm 7: MinCostFlow(G,d, c,u+,u−,f (0), F ∗). Takes graph G, demands d,
costs c, upper/lower capacities u+,u−, initial feasible flow f (0) (Lemma 4.12), and guess
of the optimal flow F ∗

1 global variables
2 α← 1/(1000 logmU)
3 κ← exp(−O(log7/8m log logm)) // Approximation quality in Theorem 6.2
4 d← O(log1/8 n) // Data structure depth
5 D(HSFC) // Hidden Stable-Flow Chasing (HSFC) data structure in

Theorem 6.2
6 T1, T2, . . . , Ts for s← O(logn)d // Trees maintained by data structure D(HSFC)

7 ε← κα/(1000s). // Error tolerated within each tree.
8 D(Ti) // Dynamic tree data structure for trees Ti

9 f1, . . . ,fs ← ~0 ∈ RE and f def= f (0) +∑
i∈[s] fi // Flows on trees Ti

10 f̃ (t) // Approximate flow at stage t, remembers which edges have been
updated.

11 f (t) ← f (0) // Total flow at stage t, implicitly stored
12 r ←∞ // Estimate of cost difference from optimal.

13 procedure MinCostFlow(G,d, c,u+,u−,f (0), F ∗)
14 while c>f (t) − F ∗ ≥ (mU)−10 do
15 if t is a multiple of bεmc then
16 Explicitly compute f (t) ← f (0) +∑

i∈[s] fi, f̃ (t) ← f (t).
17 r ← c>f̃ (t) − F ∗. // Cost difference from optimal.
18 g(t) ← g(f̃ (t)), `(t) ← `(f̃ (t)) // Definition 4.2
19 Rebuild D(HSFC) and update the Ti. // Because r may have changed by a

1 + ε factor.

20 U (t) ←
⋃
i∈[s]D(Ti).Detect() // Lemma 3.3

21 foreach e ∈ U (t) do
22 Set f̃ (t)

e ← f
(t)
e = f

(0)
e +∑

i∈[s](fi)e, `
(t)
e ← `(f̃ (t))e // Definition 4.2

23 g
(t)
e ← 20mce/r + α(u+

e − f̃
(t)
e )−1−α − α(f̃ (t)

e − u−e )−1−α

/* No change to e /∈ U (t) */

24 foreach e /∈ U (t) do g
(t)
e ← g

(t−1)
e , `

(t)
e ← `

(t−1)
e , f̃ (t)

e ← f̃
(t−1)
e .

25 D(HSFC).Update(U (t), g(t), `(t)), and update the Ti for i ∈ [s] // Theorem 6.2
26 (i,∆)← D(HSFC).Query(), where i ∈ [s] and

∆ = (u1, v1)⊕ Ti[v1, u2]⊕ (u2, v2)⊕ · · · ⊕ (ul, vl)⊕ Ti[vl, u1] for edges (ui, vi) and
l ≤ mo(1). // ∆ represented via mo(1) off-tree edges and paths on Ti

27 ∆← η∆ for η ← −κ2α2/(800〈g(t),∆〉) // Scale ∆ so 〈g(t),∆〉 = −κ2α2/800
28 fi ← fi + ∆ using D(Ti), Lemma 3.3 item 3 // Implicitly set f (t) def= f (t−1) + ∆
29 t← t+ 1.
30 return f (t)
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We check that the updates to `(t), g(t) are indeed hidden stable-flow chasing in Lemma 9.2. Finally,
the D(HSFC) rebuilds itself every εm iterations, after which the residual cost c>f −F ∗ might have
changed by a 1+ε factor. It terminates when c>f −F ∗ ≤ (mU)−10, which happens within m1+o(1)

iterations.
To analyze the progress of the algorithm, we will show that MinCostFlow (Algorithm 7)

satisfies the hypotheses of our main IPM result Theorem 4.3. Thus, applying Theorem 4.3 shows
that MinCostFlow (Algorithm 7) computes a mincost flow to high accuracy in Õ(mκ−2) iterations
for some κ = m−o(1).

We first note that `(t) and g(t) are approximately correct lengths and gradients at all times.

Lemma 9.1 (Stability in MinCostFlow). During a call to MinCostFlow (Algorithm 7), for
f (t) ← f (0) +∑

i∈[s] fi, we have `(t) ≈1.1 `(f (t)), for r defined in line 17, r ≈1+ε c
>f (t) − F ∗, and∥∥∥L(f (t))−1(g(t) − (c>f (t) − F ∗)/r · g(f (t)))

∥∥∥
∞
≤ 10sε = ακ/100.

Proof. To show `(t) ≈1.1 `(f (t)) it suffices to check that f ← f̃ (t) and f ← f (t) satisfy the
hypotheses of Lemma 4.9, precisely ‖L(f (t))(f (t) − f̃ (t))‖∞ ≤ sε. Indeed, this follows directly by
the guarantees of Detect in Lemma 3.3 and the fact there are s trees, because if no tree returned
e, then the total error is at most sε.

To show the bound on the gradient, we use Lemma 4.10. Because we have argue above that
‖L(f (t))−1(f (t) − f̃ (t))‖∞ ≤ sε, it suffices to check that r ≈1+ε c

>f (t) − F ∗. Recall that r is reset
every bεmc iterations in line 17 of Algorithm 7. For the scaled circulation ∆ in line 27, Lemma 4.8,
for g̃ = g(t) and ˜̀= `(t) in Algorithm 7, tells us

|c>∆|
c>f (t) − F ∗

≤ |g(t)∆|/(κm) ≤ α2κ/(800m) ≤ 1/(800m),

where the hypotheses of Lemma 4.8 are satisfied because of the guarantee of D(HSFC).Query()
(Theorem 6.2), and we used the bound on |g(t)∆| from line 27 of Algorithm 7. Hence over εm
iterations, c>f (t) − F ∗ can change by at most a (1 + 1/(800m))εm ≤ 1 + ε factor, as desired.

Our next goal is to define circulations c(t) and upper bounds w(t) to make g(t), `(t), c(t),w(t)

as defined in MinCostFlow (Algorithm 7) satisfy the hidden stable-flow chasing property. This
shows that the solutions ∆ returned by the data structure have a good ratio.

Lemma 9.2. Let g(t), `(t), U (t) be defined as in an execution of MinCostFlow (Algorithm 7).
For f∗ def= arg minB>f=d c

>f , let c(t) def= f∗ − f and w(t) = 50 + |`(t) ◦ c(t)|. Then g(t), `(t), U (t)

satisfy the hidden stable-flow chasing (Definition 6.1) with circulations c(t) and upper bounds w(t).

Proof. We check each item of Definition 6.1 carefully. For the circulation condition in item 1,
note that B>c(t) = B>f∗ − B>f (t) = d − d = 0 because f∗ and f (t) both route the demand d.
For the width condition in item 2, by the definition of w(t) = 50 + |`(t) ◦ c(t)| we trivially have
|`(t) ◦ c(t)| ≤ w(t) coordinate-wise.

To check that the upper bounds w(t) are stable (item 3), for an edge e let t′ ∈ [last(t)
e , t] be so

that e was not updated by any U (t) since stage t′. By the guarantees of Detect we know that

`(t)
e |f (t)

e − f (t′)
e | ≤ ε.

Hence we get that

|w(t)
e −w(t′)

e |
(i)= `(t)

e |f (t)
e − f (t′)

e | ≤ ε
(ii)
≤ 1/100|w(t′)

e |,
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Here, (i) follows because `(t)
e = `

(last(t)
e )

e because e was not updated in any U (t) since stage last(t)
e

and (ii) is because w(t′)
e ≥ 50 for all t′. Hence |w(t)

e | ≤ 1.1|w(t′)
e | as desired.

To check that the lengths and widths are quasipolynomially bounded for item 4, note that

min
e∈E
{u+

e − fe,fe − u−e } ≥ Φ(f (t))−1/α ≥ exp(−O(log2mU)),

by our assumption that Φ(f (t)) ≤ Õ(m) always. Also, |c(t)
e | ≤ O(U) for all e ∈ E. This shows that

log `(t)
e , logw(t)

e ≤ O(log2mU) for all e ∈ E. The lower bound w(t)
e ≥ 50 is by definition. Also, the

lower bound `(t)
e ≥ 1/U1+α ≥ 1/U2 is trivial by the definition of `(t)

e .

As a result, we deduce thatD(HSFC) succeeds whp. This allows us to prove that MinCostFlow
satisfies the hypotheses of Algorithm 7, and allows us to bound the total number of iterations.

Lemma 9.3. An execution of MinCostFlow (Algorithm 7) runs for Õ(mκ−2α−2) iterations.

Proof. We will define g̃, ˜̀,∆, η and flows f (t) to show that an execution of MinCostFlow (Algo-
rithm 7) satisfies the hypotheses of Theorem 4.3, which implies that MinCostFlow (Algorithm 7)
terminates in Õ(mκ−2α−2) iterations.

For f (t) as defined in MinCostFlow (Algorithm 7), note that Φ(f (t)) ≤ 200m log(mU) at all
times. This is because it holds at the initial point f (0) (Lemma 4.12) and the potential is decreasing.

Next we define g̃, ˜̀, the approximate gradients and lengths. Let g̃ = r/(c>f (t) − F ∗) · g(t) and˜̀ = `(t) for g(t), `(t) as defined in MinCostFlow (Algorithm 7). By Lemma 9.1 we know that˜̀≈1.1 `(f (t)) and

‖L(f (t))−1(g̃ − g(f (t)))‖∞ = r/(c>f (t) − F ∗)
∥∥∥L(f (t))−1(g(t) − (c>f (t) − F ∗)/r · g(f (t)))

∥∥∥
∞

(i)
≤ (1 + ε)ακ/100 ≤ ακ/50,

where (i) uses the bounds on r and g(t) in Lemma 9.1. Thus for c(t) = f∗ − f (t) as in Lemma 9.2,

g(t)>c(t)

‖w(t)‖1
= (c>f (t) − F ∗)/r · g̃>(f∗ − f (t))

50m+ ‖L(t)c(t)‖1

(i)
≤ −(1− ε)α/4 ≤ −α/8,

where (i) follows from the first item of Theorem 4.3 (Lemma 4.7) and r ≈1+ε c
>f (t) − F ∗ from

Lemma 9.1. Hence, by the guarantees of D(HSFC).Query() (Theorem 6.2) as called in line 26 of
MinCostFlow (Algorithm 7), we know that whp.

g(t)>∆
‖L(t)∆‖1

≤ −κα/8. (45)

Thus, for the scaling η as in MinCostFlow (Algorithm 7), Theorem 4.3 (where we change κ to
ακ/8 for this setting) shows that the algorithm computes a high-accuracy flow in Õ(mκ−2α−2)
iterations.

The final piece is to analyze the runtime of MinCostFlow (Algorithm 7) by bounding the
total size of the update batches U (t) as defined in line 20.

Lemma 9.4. Consider a call to MinCostFlow (Algorithm 7) and let U (t) be as in line 20. Then∑
t |U (t)| ≤ Õ(mκ−2α−2ε−1) ≤ m1+o(1).
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Proof. Because of the guarantee in line 27 of Algorithm 7, we know that |g(t)>∆| = κ2α2/800.
Additionally by the guarantees of D(HSFC).Query() (Theorem 6.2) as called in line 26 of Min-
CostFlow (Algorithm 7), we get that (see (45))

‖L(t)∆‖1 ≤ 8/(κα)|g(t)>∆| ≤ 1.

Hence the sum of ‖L(t)∆‖1 over all iterations is Õ(mκ−2α−2) by our bound on the number of
iterations in Lemma 9.3. Each time an update on edge e in U (t) it contributes Ω(ε) to this sum by
the guarantees of Detect in Lemma 3.3. Hence ∑t |U (t)| ≤ Õ(mκ−2α−2ε−1).

Combining these pieces shows our main result Theorem 1.1 on computing min-cost flows.

Proof of Theorem 1.1. Given a min-cost flow instance, we will first use Lemmas 4.11 and 4.12
to compute the initial flow f (0). We then run MinCostFlow with initial flow f (0), and use
Lemma 4.11 to round to an exact min-cost flow.

The only remaining piece to analyze is the runtime. The main component of the runtime is the
data structure D(HSFC) (Theorem 6.2). The inputs g(t), `(t), U (t) to D(HSFC) satisfy the hidden
stable-flow chasing property by Lemma 9.2. Hence the data structure D(HSFC) runs in total time
ε−1(m + Q)mo(1) = m1+o(1) time by Theorem 6.2, because the data structure reinitializes Õ(ε−1)
times (in line 15), and Q = ∑

t |U (t)| ≤ m1+o(1) by Lemma 9.4.
The remaining runtime components can be handled in smo(1) = mo(1) time per operation by

using dynamic trees (Lemma 3.3), as there are s trees, and the fact that the cycle in line 26 of
MinCostFlow (Algorithm 7) is represented by exp(O(log7/8m log logm)) ≤ mo(1) paths, so the
total runtime is m1+o(1) as desired.

10 General Convex Objectives
The goal of this section is to extend our algorithms to the setting of optimizing single commodity
flows for general decomposable convex objectives.

10.1 General Setup for General Convex Objectives

Formally, for a graph G = (V,E) let he : R → R ∪ {+∞} be convex functions. For a flow f

let h(f) def= ∑
e∈E he(fe). Our goal is to minimize h(f) over all flows f routing a demand d, i.e.

B>f = d.
We cast this in the setting of empirical risk minimization (see [LSZ19]) by introducing new

variables y ∈ RE and convex sets Xe
def= {(f, y) : y < he(f)}:

min
B>f=d

h(f) = min
B>f=d

y∈RE :ye≤h(fe) for all e∈E

1>y = min
B>f=d

(fe,ye)∈Xe for all e∈E

1>y. (46)

Let F ∗ def= minB>f=d h(f). We will assume that we have access to gradients and Hessians of ν-self-
concordant barriers for Xe, ψe : Xe → R. Explicit self-concordant barriers are known for several
natural objectives he (see e.g. Chapter 9.6. of [BV04], or Section 4 of [Nes98]), and it is known
that every subset X ⊆ Rn admits an n-self-concordant barrier [Nes98; Nes04; Che21; LY21].

We now formally introduce the definition of self-concordance.
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Definition 10.1 (ν-self-concordance [Nes04, Definition 4.2.2]). We say that a function ψ : X → R
on an open set X ⊆ Rn is a self-concordant barrier if ψ is convex, ψ(x)→∞ as x approaches the
boundary of X , and for all x ∈ X and v ∈ Rn∣∣∣∇3ψ(x) [v,v,v]

∣∣∣ ≤ 2
(
v>∇2ψ (x)v

)3/2
.

We say that f is ν-self-concordant for some ν > 0 if f is self-concordant and for all x ∈ X and
v ∈ Rn we have

〈∇ψ (x) ,v〉2 ≤ νv>∇2ψ (x)v.

Analyzing the runtime of our algorithm requires assuming that various quantities are quasipoly-
nomially bounded such as the starting flow, demands, and convex objectives, and the underlying
self-concordant barriers.

Assumption 10.2. We make the following assumptions for our method, for a parameter K = Õ(1).

1. We have access in Õ(1) time to gradients/Hessians of the self-concordant barriers ψe(fe,ye).

2. All capacities, demands, and costs are polynomially bounded, i.e. |fe| ≤ mK for all e, ‖d‖∞ ≤
mK , and |he(x)| ≤ O(mK + |x|K) for all x ∈ R.

3. We shift the barriers Ψ(fe,ye) such that inf |fe|,|ye|≤mK Ψ(fe,ye) = 0.We can shift the barriers
because that does not affect self-concordance. This implies that ζe(fe) ≥ 1 on the whole
domain.

4. There is a feasible flow f (0) and variables |y(0)
e | ≤ mK such that m−KI � ∇2ψe(f (0)

e ,y(0)e) �
mKI for all e, and ψe(f (0)

e ,y
(0)
e ) ≤ K.

5. The parameters α, ε, κ used throughout are all less than 1/(1000ν).

6. The Hessian is quasipolynomially bounded as long as the function value is Õ(1) bounded, i.e.
for all points |fe|, |ye| ≤ mK with ψe(fe,ye) ≤ Õ(1), we have ∇2ψe(fe,ye) � exp(logO(1)m)I.

We assume everything stated above for the remainder of the section. The final assumption
in item 6 is to ensure that all lengths/gradients encountered in the algorithm are bounded by
exp(logO(1)m). This holds for all explicit O(1)-self-concordant barriers we have encountered, such
as those for entropy-regularized optimal transport, matrix scaling, and normed flows.

We make direct use of the following lemmas from [Nes04].

Lemma 10.3 ([Nes04, Theorem 4.2.4], first part). For a self concordant function f , and any x
and y in its domain, we have

〈∇f (x) ,y − x〉 < ν.

Lemma 10.4 ([Nes04, Theorem 4.1.7], first part). For a self concordant function f , and any x
and y in its domain, we have

〈∇f (y)−∇f (x) ,y − x〉 ≥
‖x− y‖2∇2f(x)

1 + ‖x− y‖∇2f(x)
.
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Lemma 10.5 ([Nes04, Theorem 4.1.6]). For a self concordant function f , and any x and y in its
domain such that

‖x− y‖∇2f(x) < 1
we have (

1− ‖x− y‖∇2f(x)

)2
∇2f (x) � ∇2f (y) � 1(

1− ‖x− y‖∇2f(x)

)2∇
2f (x)

Fix some α ∈ (0, 1/10), set a path parameter t and minimize the following objective

Ψt(f ,y) def= t · 1>y +
∑
e∈E

exp(αψe(fe,ye)) =
∑
e∈E

(tye + exp(αψe(fe,ye))) ,

over B>f = d. This is analogous to our α-power potential in Equation 9 at the start of Section 4.
Note that for a fixed flow f , we can eliminate the variables y in the following way. We should

set ye = ye(fe) for ye(fe)
def= arg miny ty + exp(αψe(fe, y)). Thus we can write

min
B>f=d,y

Ψt(f ,y) = min
B>f=d

∑
e∈E

(tye(fe) + exp(αψe(fe, ye(fe)))) ,

Let ζe(fe)
def= exp(αψe(fe, y(fe))), and ζe(fe) = tye(fe) + ζe(fe) and define the potential

Zt(f) def=
∑
e∈E

ζe(fe). (47)

Our first main lemma (Lemma 10.8) will be that up to scaling, the function ζe is self-concordant.
To show this, we start by studying the derivatives of the function tye(fe) + ζe(fe).

Definition 10.6. For a function ψ : Rn → R, and a sequence (i1, i2, . . . , ik) ∈ [n]k, define the
mixed partials

ψxi1 ,...,xik = ∂

∂xi1
. . .

∂

∂xik
ψ.

Lemma 10.7. Let f : X → R be a convex function on an open set X ⊆ R2. For x ∈ R let

y(x) def= argminyψ(x, y). Let ζ(x) def= ψ(x, y(x)). Then for v def=
[

1
y′(x)

]
,

ζ ′(x) = 〈∇ψ(x, y(x)),v〉 = fx(x, y(x)), (48)
ζ ′′(x) = v>∇2ψ(x, y(x))v, (49)
ζ ′′′(x) = ∇3ψ(x, y(x))[v,v,v]. (50)
y′(x) = −ψxy(x, y(x))/ψyy(x, y(x)). (51)

Proof. Note that ψy(x, y(x)) = 0 by the optimality of y(x). By the chain rule for total derivatives

ζ ′(x) = fx(x, y(x)) + ψy(x, y(x))y′(x) = 〈∇ψ(x, y(x)),v〉

which shows the first equality (48).
Taking the derivative of the first equality of (48) gives us

ζ ′′(x) = ψxx(x, y(x)) + 2ψxy(x, y(x))y′(x) + ψyy(x, y(x))y′(x)2 + fy(x, y(x))y′′(x)
= ψxx(x, y(x)) + 2ψxy(x, y(x))y′(x) + ψyy(x, y(x))y′(x)2 = v>∇2ψ(x, y(x))v,
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where we have used that ψy(x, y(x)) = 0. This shows (49).
Taking the derivative of (49) gives

ζ ′′′(x) = ψxxx(x, y(x)) + 3ψxxy(x, y(x))y′(x) + 3ψxyy(x, y(x))y′(x)2 + ψyyy(x, y(x))y′(x)3

+ 2
(
ψxy(x, y(x)) + ψyy(x, y(x))y′(x)

)
y′′(x).

However, note that taking the derivative of the identity ψy(x, y(x)) = 0 gives us

ψxy (x, y (x)) + ψyy (x, y (x)) y′ (x) = 0.

Plugging this into the above gives us

ζ ′′′(x) = ψxxx(x, y(x)) + 3ψxxy(x, y(x))y′(x) + 3ψxyy(x, y(x))y′(x)2 + ψyyy(x, y(x))y′(x)3

= ∇3ψ(x, y(x))[v,v,v]

as desired.
To show (51), recall that fy(x, y(x)) = 0. Taking a derivative of this in x gives

ψxy(x, y(x)) + ψyy(x, y(x))y′(x) = 0,

which rearranges to (51) as desired.

Now we show that the ζe functions are self-concordant. Note that we do not claim that ζe is
ν-self-concordant, just self-concordant.

Lemma 10.8. For all e ∈ E, α−1ζe/4 is a self-concordant function.

Proof. We calculate

α−1ζ ′′′e (fe) = α−1∇3(exp(αψe(fe, ye(fe))))[v,v,v]

=
(
∇3ψe(fe, ye(fe))[v,v,v]

+ 3α∇2ψe(fe, ye(fe))[v,v] + α2〈∇ψe(fe, ye(fe)),v〉3
)
ζe(fe),

where v =
[

1
y′e(fe)

]
. By ν-self-concordance of ψe, we can bound the previous expression by

α−1ζ ′′′e (fe) ≤ 4(∇2ψe(fe, ye(fe))[v,v]ζe(fe))3/2 ≤ 4(α−1ζ ′′e (fe))3/2,

where the last inequality follows by the formula for `(fe). Scaling by a factor of 4 completes the
proof.

Our algorithm for solving (46) will fix a value of t and reduce the value of the potential (47)
until 1>y ≤ F ∗ + 50νm/t. Once this holds, we will double the value of t and start a new phase.
Each phase will requires approximately m1+o(1)α−2 iterations.

We now formally define the gradients and lengths. The gradient is

g(f)e
def= [∇Zt(f)]e = ζ ′e(fe), (52)
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and the lengths we define as

`(f)e
def=
√
α−1ζ ′′e (fe)

=
√

(v>∇2ψe(fe, ye(fe))v + α〈∇ψe(fe, ye(fe)),v〉2)ζe(fe) for v
def=
[

1
y′e(fe)

]
. (53)

Here, the equality starting line 2 follows from Lemma 10.7, (49) applied to the function ζe(fe).
Define f∗t

def= arg minB>f=d Zt(f). We now bound the optimality gap of f∗t . This will ultimately
show that if Zt(f∗t )− F ∗ is much larger than 4m, then we can reduce the potential by m−o(1) in a
single step.

Lemma 10.9 (Optimality gap). For sufficiently small α = Ω̃(1/ log max(t, 2)), we have that

Zt(f∗t )− F ∗ ≤ 4m.

Proof. Recall that f (0),y(0) are the initially feasible points. Let f∗ be the optimal flow and y∗e =
he(f∗e ). We will upper bound Zt(f) for a flow f = βf (0) + (1 − β)f∗ and y = βy(0) + (1 − β)y∗
for a parameter β ∈ [0, 1] chosen later. Define Q = h(f (0))−F ∗, the optimality gap of the original
flow. By our assumptions, we know that logQ = Õ(1). We set β = min(1,m/(tQ)). For s ∈ [0, 1]
let f (s) def= f (0) + s(f∗ − f (0)) and y(s) def= y(0) + s(y∗ − y(0)).

Define the function ψe(s)
def= ψe(f (s)

e ,y
(s)
e ), which is ν-self-concordant as it is the restriction of

ψe onto a line. By self-concordance, ψ′′e(s) ≥ ψ
′′′
e (s)/(2

√
ψ
′′
e(s)), so integrating both sides gives

ψ
′
e(1− β)− ψ′e(0) ≥

√
ψ
′′
e(1− β)−

√
ψ
′′
e(0).

By ν-self-concordance and [Nes04, Theorem 4.2.4] (Lemma 10.3), we know βψ
′
e(1 − β) ≤ ν, and

ψ
′
e(0) ≥ −

√
νψ
′′
e(0). Rearranging this gives us√

ψ
′′
e(1− β) ≤ 2

√
νψ
′′
e(0) + ν/β. (54)

We use this to bound ψe(fe,ye) = ψe(1 − β). We can assume that ψ′e(0) ≥ 0 because ψ′e(s) is an
increasing function, so we might as well start our integration at the minimizer on the line.

Now, by rearranging the ν-self-concordance condition we get

ψ
′
e(s) ≤

νψ
′′
e(s)

ψ
′
e(s) + 1

+ 1.

Integrating both sides gives us

ψe(1− β)− ψe(0) ≤ ν log
(
ψ
′
e(1− β) + 1
ψ
′
e(0) + 1

)
+ 1 ≤ ν log

(√
νψ
′′
e(1− β) + 1

)
+ 1.

Recall by our assumption that ψe(0) = ψe(f (0)
e ,y

(0)
e ) ≤ K = Õ(1). Additionally by (54) the RHS of

the above expression is also bounded by Õ(1)+log(ν/β) ≤ Õ(1)+max(0, O(log t)) because logQ =
Õ(1). Thus, we get that ψe(1−β) = Õ(1)+max(0, O(log t)), and in turn for α = Ω̃(1/ log max(t, 2)),

Zt(f) ≤ t · 1>y +
∑
e∈E

exp(αψe(fe,ye)) ≤ tβQ+ 2m ≤ 4m.
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Using this, we will bound the quality of the solution f∗t − f , i.e. how negative its gradient is
compared to its total length.

Lemma 10.10. Let α be set as in Lemma 10.9. If 1>y(f)−F ∗ ≥ 10m/t and ‖L(f)−1(g̃−g(f)‖∞ ≤
ε for ε ≤ α/100 then

g̃>(f∗t − f) ≤ −α/4 · ‖L(f)(f∗t − f)‖1 −m/4.

Proof. We first handle the case where α‖L(f)(f∗t − f)‖1 ≤ 10m. In this case, by the convexity of
Zt(f), we get

g(f)>(f∗t − f) ≤ Zt(f∗t )− Zt(f) = (Zt(f∗t )− F ∗)− (Zt(f)− F ∗)

which upon applying Lemma 10.9 to the first term, and the assumption of 1>y(f)− F ∗ ≥ 10m/t
to the second gives

≤ 4m− t · 10m/t ≤ −6m.

Thus, we get

g(f)>(f∗t − f) ≤ g(f)>(f∗t − f) + ‖L(f)−1(g̃ − g(f))‖∞‖L(f)(f∗t − f)‖1
≤ −6m+ ε · 10m/α ≤ −5m ≤ −α/4 · ‖L(f)(f∗t − f)‖1 −m/4.

Now, we handle the case where α‖L(f)(f∗t − f)‖1 ≥ 10m. Consider the function

ζ̂e(fe) = α−1ζe(fe)/4,

which by Lemma 10.8 is self-concordant. Invoking [Nes04, Theorem 4.1.7] (Lemma 10.4) on this
function, we get for all e,

(ζ̂ ′e([f∗t ]e)− ζ̂ ′e(fe))([f∗t ]e − fe) ≥
ζ̂e(fe)′′|[f∗t ]e − fe|2

1 +
√
ζ̂e(fe)′′|[f∗t ]e − fe|

≥
√
ζ̂e(fe)′′|[f∗t ]e − fe| − 1.

Rearranging the above equation gives us

ζ ′e(fe)([f∗t ]e − fe) ≤ 4α
(
ζ̂ ′e([f∗t ]e)([f∗t ]e − fe)−

√
ζ̂ ′′e (fe)|[f∗t ]e − fe|+ 1

)
= 4αζ̂ ′e([f∗t ]e)([f∗t ]e − fe)− α/2 · `(fe)|[f∗t ]e − fe|+ 4α.

By the optimality of f∗t we know that g(f∗t ) = Bz for some z, so the first term is 0 because the
difference f∗t − f is a circulation. Hence

g(f)>(f∗t − fe) ≤ −α/2 · ‖L(f)(f∗t − f)‖1 + 4αm.

which upon incorporating errors from the approximate gradient gives

g̃>(f∗t − f) ≤ −α/2 · ‖L(f)(f∗t − f)‖1 + 4αm+ ‖L(f)−1(f∗t − f)‖1‖L(f)(g̃ − g(f))‖∞
≤ (−α/2 + ε) · ‖L(f)(f∗t − f)‖1 + 4αm ≤ −α/4 · ‖L(f)(f∗t − f)‖1 −m/4

as long as α‖L(f)(f∗t − f)‖1 ≥ 10m, for the choice of α.

We move towards analyzing how a step ∆ decreases the potential Zt. We start by showing that
the gradients and lengths are stable in a Hessian ball.
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Lemma 10.11 (Stability bounds). For a flow f and vector f ∈ RE satisfying ‖L(f)(f−f)‖∞ ≤ ε
for ε < 1/1000, then `(f) ≈1+5ε `(f), ‖L(f)−1(g(f)− g(f))‖∞ ≤ ε.

Proof. The stability of lengths follows from self-concordance of α−1ζe/4 shown in Lemma 10.8, plus
the Hessian stability of such functions shown in [Nes98, Theorem 4.1.6] (Lemma 10.5). To analyze
gradient stability, let φ(s) def= ζ ′e(f (s)). Now

|φ(s)′| = |f e − fe|ζ ′′e (f (s)) = α|f e − fe|`(f (s))2 ≤ 2α`(fe)2|f e − fe| ≤ 2αε`e(f).

Hence |`e(f)−1(φ(1)− φ(0))| ≤ 2αε ≤ ε as desired.

We can use Lemma 10.11 to show that a good quality circlation ∆ decreases the potential Zt.

Lemma 10.12. Let L̃ ≈2 L(f) and ‖L(f)−1(g̃ − g(f))‖∞ ≤ ε for ε < κ/100. If circulation ∆
satisfies g̃>∆/‖L̃∆‖1 ≤ −κ, then for η > 0 chosen so that ηg̃>∆ = −κ2/50 satisfies

Zt(f + η∆) ≤ Zt(f)− κ2/100.

Proof. Let ∆ = η∆. Define f (s) = f + s∆, and φ(s) = Zt(f (s)). By Taylor’s theorem, we know

Zt(f + η∆)− Zt(f) = φ(1)− φ(0) ≤ φ′(0) + max
s∈[0,1]

φ′′(s)2/2

(i)
≤ ηg(f)>∆ + ∆>∇2Zt(f)∆
≤ ηg>∆ + (g(f)− g)>∆ + α‖L(f)∆‖22
≤ −κ2/50 + ‖L(f)−1(g(f)− g)‖∞‖L(f)∆‖1 + ‖L(f)∆‖21
≤ −κ2/50 + εκ/50 + (κ/50)2 ≤ −κ2/100,

where (i) follows from length stability in Lemma 10.11.

We can now state and show our main result on optimizing flows under general convex objectives.

Theorem 10.13 (General convex flows). Let G be a graph with m edges, and let d be a demand.
Given convex functions he : R→ R ∪ {+∞} and ν-self-concordant barriers ψe(f, y) on the domain
{(f, y) : y ≤ he(f)} satisfying the guarantees of Assumption 10.2, there is an algorithm that runs
in m1+o(1) time and outputs a flow f with B>f = d and for any fixed constant C > 0,

h(f) ≤ min
B>f∗=d

h(f∗) + exp(− logC m).

Proof. Initialize t = m−Õ(1), and set α = Ω̃(1) as in Lemma 10.9. For this fixed value of t run
the analogue of Algorithm 7, and we repeat the same analysis as in Section 9. We will store the
approximate values of f ,y(f). Every Ω̃(m) iterations, we recompute f ,y(f) exactly and check
whether 1>y(f) − F ∗ ≤ 20m/t. If so, we double t and proceed to the next phase. We stop when
t = mÕ(1), so there are at most Õ(1) phases.

By Lemmas 10.10 and 10.12, the value of Zt decreases by κ−2α−2 = m−o(1) per iteration.
When t doubles, because we know that 1>y(f)−F ∗ ≤ 20m/t by the stopping condition, Z2t(f) ≤
20m + Zt(f), i.e. the potential increases by at most 20m. Hence over all Õ(1) phases, the total
potential increase is Õ(m). So the algorithm runs in at most m1+o(1) iterations. The number of
gradient/length changes is bounded by m1+o(1) if they are updated lazily by Lemma 10.11.
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Because Zt(f) ≤ Õ(m) always, by the choice of α we know that ψe(fe,ye) ≤ Õ(1) at all
times. Thus, by item 6 of Assumption 10.2, all lengths are quasipolynomially bounded during the
algorithm. Additionally, Lemma 10.10 and an identical analysis to Lemma 9.2 for c def= f∗t − f and
w

def= 50 +‖`(f)◦c‖1 shows that the updates to g, ` satisfy the hidden stable-flow chasing property
(Definition 6.1). Hence our min-ratio cycle data structure Theorem 6.2 succeeds whp. in total time
m1+o(1) as desired.

10.2 Applications: p-Norms, Entropy-Regularized Optimal Transport, and Ma-
trix Scaling

Using our main result Theorem 10.13 we can give algorithms for the problems of normed flows, iso-
tonic regression, entropy-regularized optimal transport, and matrix scaling. We start by discussing
p-norm flows. In this case, we allow the convex functions on our edges to be the sum of arbitrarily
weighted power functions where the power is at most Õ(1).

Theorem 10.14. Consider a graph G = (V,E) and demand d whose entries are bounded by
exp(logO(1)m), and convex functions he which are the sum of Õ(1) p-norm terms, i.e. he(x) =∑ce
i=1wi|x|pi for ce ≤ Õ(1) and pi ≤ Õ(1), and wi ∈ [0, exp(logO(1)m)] for all i ∈ [ce]. Let

h(f) def= ∑
e∈E he(fe). Then in m1+o(1) time we can compute a flow f satisfying B>f = d and for

any constant C > 0
h(f) ≤ min

B>f∗=d
h(f∗) + exp(− logC m).

Proof. By splitting up an edge e into ce edges in a path we can assume that each he(x) = w|x|p

for some p ≤ Õ(1). It is known that the function ψ(x, y) def= −2 log y − log(y2/p − x2) is 4-self-
concordant for the region {(x, y) : y ≥ |x|p} [Nem04, Example 9.2.1]. For this barrier, all items in
Assumption 10.2 hold by observation, except those involving ∇2ψ(x, y) which we now calculate.

∇2ψ(x, y) =

 4x2

(y2/p−x2)2 + 2
y2/p−x2 − 4xy2/p−1

p(y2/p−x2)2

− 4xy2/p−1

p(y2/p−x2)2
2
y2 + 4y4/p−2

p2(y2/p−x2)2 + (2p−4)y2/p−2

p2(y2/p−x2)

 .
Clearly, if − log y,− log(y2/p − x2) ≤ Õ(1), and |y|, |x| ≤ mÕ(1), then all terms of ∇2ψ(x, y) are
bounded by exp(logO(1)m) as desired, which verifies item 6 of Assumption 10.2. Thus all assump-
tions are satisfied, so the result follows by Theorem 10.13.

The same barriers allow us to solve the problem of `p isotonic regression [KRS15]. Given a
directed acyclic graph G = (V,E) and a vector y ∈ RV , the `p isotonic regression problems asks to
return a vector x that satisfies xu ≤ xv for all directed arcs (u, v) ∈ E, and minimizes ‖W(x−y)‖p
for a weight vector W ≥ 0. Linear algebraically, this is minx∈RV ,Bx≥~0 ‖W(x−y)‖p. We show that
the dual of this problem is a flow problem. Let q be the dual norm of p. Then

min
x∈RV ,Bx≥~0

‖W(x− y)‖p = min
x∈RV

max
f≥~0,‖z‖q≤1

z>W(x− y)− f>Bx

= max
f≥~0,‖z‖q≤1

min
x∈RV

z>W(x− y)− f>Bx

= max
f≥~0,‖W−1B>f‖q≤1

−f>(By).

Let c = By. By rescaling, the objective becomes computing

min
f≥~0

c>f + ‖W−1B>f‖qq.
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Given a high-accuracy solution to this objective, we can extract the desired original potentials x
by taking a gradient of the objective. To turn this objective into the q-norm of a flow, add a few
vertex v∗ to the graph G, and an undirected edge between (v, v∗) for all v ∈ V . Assign this edge
the convex function wv|x|q, and for every other original edge e ∈ E, assign it the convex function
cefe, and restrict f ≥ 0 (eg. using a logarithmic barrier). Finally, force f to to have 0 demand
on the graph G with the extra vertex v∗. This is now a clearly equivalent flow problem. As we
have already described the self-concordant barriers for linear objectives, fe ≥ 0, and q-norms in
the proof of Theorem 10.14, we get:

Theorem 10.15. Given a directed acyclic graph G, vector y ∈ RV , and p ∈ [1,∞], we can compute
in m1+o(1) time vertex potentials x with Bx ≥ 0 and for any constant C > 0

‖x− y‖p ≤ min
Bx∗≥0

‖x∗ − y‖p + exp(− logC m).

Next we discuss the pair of problems of entropy-regularized optimal transport/min-cost flow
and matrix scaling, which are duals. The former problem is

min
B>f=d

∑
e∈E

cefe + fe log fe.

The matrix scaling problem asks to given a matrix A ∈ Rn×n≥0 with non-negative entries to compute
positive diagonal matrices X,Y so that XAY is doubly stochastic, i.e. all row and column sums
are exactly 1. By [CMTV17, Theorem 4.6], it suffices to minimize the objective

∑
(i,j):Aij 6=0

Aij exp(xi − yj)−
n∑
i=1
xi −

n∑
i=1
yi

to high accuracy. Consider turning the pair (i, j) with Aij 6= 0 into an edge e = (i, j+n) in a graph

G with 2n vertices with weight we
def= Aij . Let z =

[
x
y

]
be the concatenation of the x, y vectors.

Then the above problem becomes ∑e∈E(G)we exp(zi − zj) −
∑2n
i=1 zi. The optimality conditions

for this objective are B>W exp(Bz) = d, where d is +1 on the vertices {1, . . . , n} and −1 on
{n + 1, . . . , 2n}. Rearranging this gives us B>f = d for f = W exp(Bz), or Bz = log(W−1f).
This is the exact optimality condition for the flow problem

min
B>f=d

∑
e∈E

(−1− logwe)fe + fe log(fe),

which is exactly entropy-regularized optimal transport for ce
def= (−1 − logwe). If the entries of

A are polynomially lower and upper bounded, then given an (almost) optimal flow f , we know
by KKT conditions that f = W exp(Bz) for some dual variable z which we can then efficiently
recover. So it suffices to give high-accuracy algorithms for the entropy regularized OT problem.

Theorem 10.16. Given a graph G = (V,E), demands d, costs c ∈ RE, and weights we ∈ R≥0, all
bounded by exp(logO(1)m), let h(f) def= ∑

e∈E cefe +wefe log fe. Then in m1+o(1) time we can find
a flow f with B>f = d and for any constant C > 0

h(f) ≤ min
B>f∗=d

h(f∗) + exp(− logC m).
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Proof. By splitting the edge e into two edges, we can handle the terms cefe and wef log fe sepa-
rately. For the cefe term, we can handle it using the self-concordant barrier ψ(x, y) def= − log(y−cex).
For the term wef log fe, we use the 2-self-concordant barrier ψ(x, y) def= − log x − log(y − x log x)
[Nem04, Example 9.2.4]. As in the proof of Theorem 10.14, all items of Assumption 10.2 hold
directly, except that we must compute ∇2ψ(x, y).

∇2ψ(x, y) =

 1
x2 + (1+log x)2

(y−x log x)2 + 1
x(y−x log x) − 1+log x

(y−x log x)2

− 1+log x
(y−x log x)2

1
(y−x log x)2

 .
Indeed, if − log x,− log(y − x log x) ≤ Õ(1), and |x|, |y| ≤ exp(logO(1)m), then all terms in the
Hessian are quasipolynomially bounded. This verifies item 6 of Assumption 10.2, so the result
follows by Theorem 10.13.

Corollary 10.17 (Matrix scaling). Given a matrix A ∈ Rn×n≥0 whose nonzero entries are in
[n−O(1), nO(1)], we can find in time nnz(A)1+o(1) positive diagonal matrices X,Y such that all
row and column sums of XAY are within exp(− logC n) of 1 for any constant C > 0.
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A Previous Works
We give a brief overview of the many approaches toward the max-flow and min-cost flow problems.
A more detailed description of many of these approaches, and more, can be found the CACM article
by Goldberg and Tarjan [GT14]. As there is a vast literature on flow algorithms, this list is by no
means complete: we plan to update this section in subsequent works, and would greatly appreciate
any pointers.

A.1 Maximum Flow

The max-flow problem, and its dual, the min-cut problem were first studied by Dantzig [Dan51],
who gave an O(mn2U) time algorithm. Ford and Fulkerson introduced the notion of residual graphs
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and augmenting paths, and showed the convergence of the successive augmentation algorithm via
the max-flow min-cut theorem [FF54].

Proving faster convergence of flow augmentations has received much attention since the 1970s
due to weighted network flow being a special case of linear programs. Works by Edmonds-
Karp [EK72] and Karzanov [Kar73] gave weakly, as well as strongly polynomial time algorithms
for finding maximum flows on capacitated graphs.

Partly due to the connection with linear programming, the strongly polynomial case, as well as
its generalizations to min-cost flows and lossy generalized flows, subsequently received significantly
more attention.

To date, there have been three main approaches for solving max-flow in the strongly-polynomial
setting:

1. Augmenting paths [EK72; Kar73; Din70; Din73; GG88; BK04].

2. Push-relabel [GT88b; Gol08; GHKKTW15; OG21].

3. Pseudo-flows [Hoc08; CH09; FHM10].
These flow algorithms in turn motivated the study of dynamic tree data structures [GN80],

which allows for the quick identification of bottleneck edges in dynamically changing trees. Suitably
applying these dynamic trees gives a max-flow algorithm in the strongly-polynomial setting with
runtime Õ(nm), which is within polylog factors of the flow decomposition barrier. This barrier
lower bounds the combinatorial complexity of representing the final flow as a collection of paths.

Obtaining faster algorithms hinge strongly upon handling paths using data structures and
measuring progress more numerically [EK72; Gab85; GR98; DS08]. Such views date back to the
Edmonds-Karp [EK72] weakly polynomial algorithm based on finding bottleneck shortest paths
which takes Õ(m2 logU) time. Karzanov [Kar73] and independently Even-Tarjan [ET75] further
showed that in unit capacity graphs, maximum flow can be solved in time O(mmin(

√
m,n2/3)) by

combining a fast bottleneck finding approach with a dual-based convergence argument. A related
algorithm by Hopcroft-Karp [HK73] showed that maximum bipartite matching can be solved in
O(m

√
n) time.

Our algorithm in some sense can be viewed as implementing a data structure that identifies
approximate bottlenecks in no(1) time per update, except we use a much more complicated def-
inition of ‘bottleneck’ motivated by interior point methods. Subquadratic running times using
numerical methods started with the study of scaling algorithms for weighted matchings [Gab85]
and negative length shortest paths/negative cycle detection [Gol95]. In these directions, Goldberg
and Rao [GR98] used binary blocking flows to obtain a runtime of O(mmin(

√
m,n2/3 logU) for

max-flow.
More systematic studies of numerical approaches to network flows took place via the Lapla-

cian paradigm [ST04]. Daitch and Spielman [DS08] made the critical observation that when inte-
rior point methods are applied to single commodity flow problems, the linear systems that arise
are graph Laplacians, which can be solved in nearly-linear time [ST04]. This immediately im-
plied Õ(m1.5 logU) time algorithms for min-cost flow problems with integral costs/capacities, and
provided the foundations for further improvements. Christiano, Kelner, Madry, Spielman, and
Teng then gave the first exponent beyond 1.5 for max-flow: an algorithm that computes (1 + ε)-
approximate max-flows in undirected graphs in time Õ(mn1/3ε−8/3) [CKMST11]. This motivated
substantial progress on numerically driven flow algorithms, which broadly fall into two categories:

• Obtaining faster approximation algorithms for max-flow and its multi-commodity general-
izations in undirected graphs through first-order methods [KMP12; She13; KLOS14; Pen16;
She17], leading to a runtime of Õ(mε−1) for (1 + ε)-approximate max-flow.
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• Reducing the iteration complexity of high accuracy methods such as interior point methods:
from m1/2 to n1/2, or m1/3+o(1) for unit capacity max-flow [CKMST11; Mąd13; LS19; Mąd16;
LS19; KLS20].

Over the past two years, further progress took place via data structured tailored to electrical
flows arising in interior point methods. These led to near-optimal runtimes for max-flow and min-
cost flow on dense graphs [BLNPSSSW20; BLLSSSW21] as well as improvements over m1.5 in
sparse capacitated settings [GLP21; BGJLLPS21]. Our approach broadly falls into this category,
except we use dynamic tree-like data structures as the starting point as opposed to electrical flow
data structures, and modify our interior point methods towards them. Notably, we use interior
point methods based on undirected min-ratio cycles instead of electrical flows. Hence, our methods
use Ω(m) iterations instead ofm1/2 or n1/2 which is common to all algorithms subsequent to [DS08].

A.2 Minimum-Cost Flows

Work on the minimum cost flow problem can be traced back to the Hungarian algorithm for the
assignment problem [Kuh12]. This problem is a special case of minimum cost flow on bipartite
graphs with unit capacity edges. When generalized to graphs with arbitrary integer capcities, the
algorithm runs in Õ((n+F )m) time where F is the total units of flow sent. Algorithms with similar
running time guarantees include many variants of network simplex [AGOT92], and the out-of-kilter
algorithm [Ful61].

Strongly polynomial time algorithms for min-cost flows have been extensively studied [Tar85;
GT88a; OPT93; Orl93; Orl96], with the fastest runtime also about Õ(nm). Many these algorithms
are also based on augmenting minimum mean cycles, which are closely related to our undirected
minimum-ratio cycles. However, the admissible cycles in these algorithms are directed, and their
analysis are with obtaining strongly polynomial time as goal.

The assignment problem has been a focal point for studying scaling algorithms that obtain high
accuracy solutions numerically [GT87; GT89b; DPS18]. This is partly due to the negative-length
shortest path problem also reducing to it [Gab85; Gol95]. These scaling algorithms obtain runtimes
of the form of Õ(m1.5 logU), but also extend to matching problems on non-bipartite graphs [Gab85;
DPS18]. However, to date scaling arguments tend to work on only one of capacities or costs (similar
to the reductions in Appendix C), and all previous runtimes beyond the Θ(nm) flow decomposition
barrier for computing minimum-cost flows have been via interior point methods [DS08; LS19;
BLLSSSW21; AMV21; BGJLLPS21].

B Omitted Proofs

B.1 Proof of Lemma 4.12

Proof. The graph G̃ will have one more vertex than G, denoted by v∗. Additionally, we will add a
directed edge between v∗ and v for all v ∈ V (G), where the direction will be decided later. Thus,
G̃ will have at most m+ n edges.

Initially define f (init)
e = (u−e + u+

e )/2 for all e ∈ E(G). However, f (init) will not route the
demand d, and we denote the demand it routes by d def= B>f (init). Now, we will describe how to
generate the edge between v∗ and v. If dv = dv, then we do not add any edge between v and v∗. If
dv > dv, then add an edge ev = (v → v∗) with upper capacity 2(dv − dv) (and lower capacity 0),
and set f (init)

ev = dv − dv. If dv < dv then add an edge ev = (v∗ → v) of upper capacity 2(dv − dv)
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(and lower capacity 0), and set f (init)
ev = dv−dv. Finally, set d̃v∗ = 0 and d̃v = dv for all v ∈ V (G),

and c̃ev = 4mU2 for the new edges ev, and c̃e = ce for all e ∈ E(G).
It is direct to check that all capacities of edges in G̃ are integral and bounded by 2mU , and

costs are bounded by 4mU2. It suffices then to prove that if G supports a feasible flow, then the
optimal flow in G must put 0 units on any of the ev edges. Indeed, note that the ev edges only can
contribute nonnegative cost as f̃ev ≥ 0 by definition, and if any of them supports one unit of flow
(i.e. f̃ev ≥ 1), then that contributes 4mU2 to the cost. The maximum possible cost of edges e ∈ E
is bounded by mU2, as there are m edges of capacity at most U , each with cost at most U , and
the minimum is at least −mU2. Hence if G supports a feasible flow, f̃ev = 0 for all the ev edges.

We conclude by bounding Φ(f (init)). Note that f̃e are all half-integral, and f̃e ≤ mU for all e ∈
E(G̃). Also, F ∗ ≥ −mU2 by the above discussion, and because all costs are bounded by 4mU2,
c̃>f (init) ≤ 2m · 4mU2 ·mU = 8m3U3. Thus

Φ(f (init))
(i)
≤ 20m log(8m3U3 +mU2) +

∑
e∈E

(
(1/2)−α + (1/2)−α

)
≤ 200m logmU,

where (i) used the above bounds and that u+
e − f

(init)
e ,f

(init)
e − u−e are all half-integral.

B.2 Proof of Theorem 5.11

The goal of this section is to show Theorem 5.11. To obtain our result, we require the following
result from [SW19].

Theorem B.1 (see [SW19, Theorem 1.2]). Given an unweighted, undirected m-edge graph G,
there is an algorithm that finds a partition of V (G) into sets V1, V2, . . . , Vk such that for each
1 ≤ j ≤ k, G[Vj ] is a ψ-expander for ψ = Ω(1/ log3(m)) and there are at most m/4 edges that
are not contained in one of the expander graphs. The algorithm runs in time O(m log7(m)) and
succeeds with probability at least 1−n−C for any constant C fixed before the start of the algorithm.

We run Algorithm 8 (given below) to obtain the graphs Gi as desired in Theorem 5.11.

Algorithm 8: Decompose(G)
1 `← dlog2 ∆max(G)e+ 1;G` = G
2 for i = `, `− 1, . . . , 1 do
3 Let Gœ

i denote the graph Gi after adding 2i self-loops to each vertex.
4 Compute an expander decomposition V0, V1, . . . , Vk of Gœ

i as described in Theorem B.1.
5 Gi−1 ←

(⋃
0≤j≤k EGi(Vj , V \ Vj)

)
.

6 Gi ← Gi \Gi−1.

Claim B.2. For each i, the graph Gi has at initialization in Line 1 or Line 5 at most 2in edges.

Proof. We prove by induction on i. For the base case, i = `, observe that 2` ≥ ∆max(G) and since
G` is a subgraph of G, we have |E(G`)| ≤ 2`n.

For i 7→ i− 1, we observe that Gi is unchanged since its initialization until at least after Gi−1
was defined in Line 5. Thus, using the induction hypothesis and the fact above, we can conclude
that Gœ

i (defined in Line 3) consists of at most 2in edges from Gi plus 2in edges from all self-loops.
But by Theorem B.1, this implies that |⋃0≤j≤k EGi(Vj , V \ Vj)| = |⋃0≤j≤k EGœ

i
(Vj , V \ Vj)| ≤

2i+1n/4 = 2i−1n, and since this is exactly the edge set of Gi−1, the claim follows.
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Proof of Theorem 5.11. Using Claim B.2 and the insight that each graph Gi, after initialization,
can only have edges deleted from it, we conclude that |E(Gi)| ≤ 2in for each i.

For the minimum degree property of each Gi with i > 0, we observe by Theorem B.1, that for
Gœ
i and vertex v in expander Vj , degGi(v) = |EGi(v, Vj \ {v})| = |EGœ

i
(v, Vj \ {v})| ≥ ψ2i.

B.3 Proof of Lemma 6.5

We show Lemma 6.5 using the following steps. First, we assume for the majority of the section
that the weights v = 1, i.e. the all ones vector. We explain later a standard reduction to this
case. Given a low stretch tree T on a graph with lengths `, and a target set of roots R, we explain
how to find a forest F (depending on R) that has low total stretch (Definition 6.4). This involves
defining a notion of congestion on edges e ∈ E(T ). Then we explain how to handle dynamic edge
insertions and deletions by adding new roots to the tree, and decrementally maintain the forest.
The trickiest part is to explain how to add roots so that we can return valid stretch overestimates.
At a high level, this is done by computing a heavy-light decomposition of T , and using it to inform
our root insertions.

It is useful to maintain the invariant that our set of roots is branch-free at all times, i.e. that the
lowest common ancestor (LCA) of any two roots r1, r2 ∈ R is also in R. This is necessary to make
it easier to construct the forest F given R. Intuitively, forcing our set of roots to be branch-free is
not a big restriction, as any set of roots can be made branch free by at most doubling its size.

Definition B.3 (Branch-free sets). For a rooted tree T on vertices V , we say that a set R ⊆ V is
branch-free if the LCA of any vertices r1, r2 ∈ R is also in R.

Given a branch-free set of roots R, we build a forest F in the following way. We start with some
total ordering/permutation π on the tree edges E(T ), and for any two “adjacent” roots r1, r2 ∈ R,
we delete the smallest edge with respect to π from T . Here, adjacent means that no root is on
the path between r1, r2. It is crucial in this construction that R is branch-free, so that there are
exactly |R| − 1 adjacent pairs of roots.

Definition B.4 (Forest given roots). Given a rooted tree T , a branch-free set of roots R ⊆ V , and
a total ordering π on E(T ), define FT (R, π) as the forest obtained by removing the smallest tree
edge with respect to π from every path between adjacent roots in T .

It is direct to verify that FT (R, π) has exactly |R| connected components, each of which contains
a unique vertex in R. We now explain how to construct π. π sorts the edges by their congestions.

Definition B.5 (Congestion). Given a graph G = (V,E) with lengths `, tree T we define the
congestions of edges e ∈ E(T ) as

congT,`e
def=

∑
e′=(u,v)∈E(G)

s.t. e∈T [u,v]

1/`e′ .

We show that if π is ordered by increasing congestions, then F = FT (R, π) has low total stretch.

Lemma B.6 (Valid π). For a graph G = (V,E) with lengths `, a rooted tree T , and a branch-free
set of roots R, let π be a total ordering on E(T ) sorted by increasing congT,`e (Definition B.5). Then
for F = FT (R, π), we have

∑
e∈E strF,`e ≤ 2∑e∈E strT,`e .
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Proof. Let Ê be the set of edges deleted from E(T ) to get FT (R, π). For an edge e ∈ Ê on a path
between adjacent roots r1(e), r2(e) ∈ R, define Le = 〈`, |p(T [r1(e), r2(e)])|〉 as the length of the
path between r1(e), r2(e) in T . First note by Definition 6.4 that for an edge e′ = (u, v) ∈ E(G)

strF,`e′ ≤ strT,`e′ +
∑

e∈Ê∩T [u,v]

Le/`e′ . (55)

Thus, we can bound
∑

e′∈E(G)
strF,`e′

(i)
≤

∑
e′∈E(G)

strT,`e′ +
∑

e′=(u,v)∈E(G)

∑
e∈Ê∩T [u,v]

Le/`e′

=
∑

e′∈E(G)
strT,`e′ +

∑
e∈Ê

LecongT,`e =
∑

e′∈E(G)
strT,`e′ +

∑
e∈Ê

∑
f∈T [r1(e),r2(e)]

`fcongT,`e

(ii)
≤

∑
e′∈E(G)

strT,`e′ +
∑
e∈Ê

∑
f∈T [r1(e),r2(e)]

`fcongT,`f
(iii)
≤

∑
e′∈E(G)

strT,`e′ +
∑

e∈E(T )
`econgT,`e

= 2
∑

e′∈E(G)
strT,`e′ .

Here (i) follows from (55), (ii) follows from the fact that π is sorted by increasing congT,`e so
congT,`e ≤ congT,`f for all f ∈ T [r1(e), r2(e)], and (iii) follows as T [r1(e), r2(e)] are disjoint paths.

To handle item 4 of Lemma 6.5, we initialize the set of roots R to have size O(m/k) to already
satisfy item 4. This set of roots R exists by a standard decomposition result due to [ST04].

Lemma B.7 (Tree Decomposition, [ST03; ST04]). There is a deterministic linear-time algorithm
that on a graph G = (V,E) with weights w ∈ RE>0, a rooted spanning tree T , and a reduction
parameter k, outputs a decomposition W of T into edge-disjoint sub-trees such that:

1. |W| = O(m/k).

2. R def= ∂W ⊆ V , defined as the subset of vertices appear in multiple components, is branch-free.

3. For every component C ⊆ V of W, the total weight of edges adjacent to non-boundary vertices
of C is at most O(‖w‖1 · k/m), i.e. ∑e:e∩C 6⊆∂W we ≤ 40 · ‖w‖1 · k/m.

Item 4 of Lemma 6.5 then follows from Lemma B.7 by taking we = 1 for all e ∈ E.
We now explain how to add roots to R under insertions and deletions of edges e = (u, v). While

a naïve approach is to add both u, v to the set R, i.e. R ← R ∪ {u, v} (and then add more roots
to make it branch free), this does not work because strT,`e might fluctuate significantly, and not be
globally upper bounded as we want. To fix this, we introduce a more complex procedure that adds
Õ(1) additional roots to R to control the number of potential roots that an edge e is assigned too.

Formally, we will construct an auxiliary tree with the same root and vertex set as T . This tree
is constructed via a heavy-light decomposition on T . Then we replace each heavy chain with a
balanced binary tree. Thus, this auxiliary tree has height O(log2 n). When a vertex u is added to
R, we walk up the tree induced by the heavy-light decomposition and add all the ancestors of u.
Thus, at most O(log2 n) additional vertices will be added to R, but each edge will only be assigned
to O(log2 n) distinct roots.

We introduce one additional piece of notation. Given a rooted tree TH (the tree defined by the
heavy-light decomposition on T ) and vertex u, define u↑TH as the set of its ancestors in TH plus
itself. We extend the notation to any subset of vertices by defining R↑TH = ⋃

u∈R u
↑TH .
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Lemma B.8 (Heavy-Light Decomposition of Trees, [ST83]). There is a linear-time algorithm that
given a rooted tree T with n vertices outputs a collection of vertex disjoint tree paths {P1, . . . , Pt}
(called heavy chains), such that the following hold for every vertex u:

1. There is exactly one heavy chain Pi containing u.

2. If Pi is the heavy chain containing u, at most one child of u is in Pi.

3. There are at most O(logn) heavy chains that intersect with u↑T .

In addition, edges that are not covered by any heavy chain are called light edges.

Lemma B.9. There is a linear-time algorithm that given a tree T rooted at r with n vertices
outputs a rooted tree TH supported on the same vertex set such that

1. The height of TH is O(log2 n).

2. For any subset of vertices R in T , R↑TH is branch-free in T .

3. Given any total ordering on tree edges π and nonempty vertex subset R ⊆ V (T ), rootFu ∈ u↑TH
for every vertex u where F = FT (R↑TH , π).

4. Given any total ordering on tree edges π and nonempty vertex subsets R1, R2 ⊆ V (T ),
rootF1

u = rootF2
u if R↑TH1 ∩ u↑TH = R↑TH2 ∩ u↑TH where Fi = FT (R↑THi , π), i = 1, 2. That

is, the root of u in any rooted spanning forest of the form FT (R↑TH , π) is determined by the
intersection of u’s ancestors and forest roots.

Proof. We first present the construction of the rooted tree TH . We root TH at the root r of T
and compute its heavy-light decomposition in linear-time via Lemma B.8. Let {P1, . . . , Pt} be the
resulting decomposition. For every path Pi, we build a balanced binary search tree (BST) Ti over
its vertices, V (Pi), with respect to their depth in T. The depth of a vertex in T is defined as the
distance to the root r. In addition, we make the vertex with minimum depth the root of the BST
Ti. TH is then obtained from T by replacing every path Pi by BST Ti.

To show condition 1, observe that the path TH [u, r] consists of O(logn) node-to-root paths in
some balanced BSTs and O(logn) light edges. Each node-to-root path in some balanced BST has
length at most O(logn). Therefore, the TH [u, r]-path has length at most O(log2 n).

Next, we prove condition 2. For any two vertices u and v in R↑TH , let w be their lowest common
ancestor in T. Let Pw be the heavy chain containing w. Thus, for at least one of T [u, r] and T [v, r],
w must be the first vertex of Pw that appears on that path or else w has two distinct children that
belong to Pw. Then, w appears in either TH [u, r] or TH [v, r] as well and thus is included in R↑TH .

We prove Condition 3 by induction on the depth of u in TH , i.e. the size of u↑TH . If |u↑TH | = 1,
u is the root of TH and R↑TH contains u for any nonempty R. Thus, rootFu is u itself. Next, we
consider the case where |u↑TH | = k + 1. Let v be the first vertex in R↑TH on the path TH [u, r]. Let
P be the heavy chain containing v and b be the first vertex in P on the path TH [u, r].

If P does not contain u, let a be the vertex before b on the path TH [u, r]. The sequence u, a, b, v
shows up in the same order as in the path TH [u, r]. Since R↑TH does not contain a, R↑TH does not
contain any vertex in the subtree of TH rooted at a as well as the subtree of T rooted at a. Thus, u, a,
and b are connected in the forest FT (R↑TH , π) and share the same root. The size of b↑TH is less than
the size of u↑TH and we can apply induction hypothesis to argue that rootFu = rootFb ∈ b↑TH ( u↑TH .

If P contains u, we will show that u is connected to some other vertex w ∈ P ∩ u↑TH in
the rooted forest FT (R↑TH , π). Let C be the set of vertices in P connected to u. Observe that C
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forms a contiguous subpath of P and contains one root from R↑TH . Recall that the subtree in TH
corresponding to P is a balanced binary search tree keyed by depth in T . Let B be such binary
search tree. It is known that given a binary search tree and a range on keys, the set of nodes in the
tree within the range is closed under taking lowest common ancestor. Let w be the lowest common
ancestor of all vertices in C in the BST B. w must be an element of R↑TH and therefore rootFu = w.
This concludes the proof of Condition 3.

To prove Condition 4, it suffices to argue the case where R2 = R1 ∪ {r} and R↑TH1 contains
every ancestor of r. Specifically, we prove that rootF2

u = rootF1
u for every vertex u which does not

have r as its ancestor. Let C be the component of F1 in which r lives and w be the root of C.
Adding r as a new root removes some edge between r and w and divides C into two components
C1 and C2. Suppose that r ∈ C1 and w ∈ C2. Condition 3 says that r is ancestor w.r.t. TH to every
vertex in C1. However, only vertices in C1 have their root changed. This concludes the proof of
Condition 4.

We now provide an algorithm for Lemma 6.5 and prove that it works. At a high level, the
algorithm will first compute an LSST. Then it will compute global stretch overestimates based on
the tree TH from Lemma B.9. Then, it will initialize a set of roots of size O(m/k) by adding all
endpoints of large stretch edges as terminals, and by calling Lemma B.7 to bound the degree of
each component of F as needed in item 4 of Lemma 6.5.

Proof of Lemma 6.5. For the weights v, we first construct a graph Gv that has dmve/‖v‖1e un-
weighted copies of the edge e for each e ∈ E(G). Note that Gv has at most 2m edges:

∑
e∈E

⌈
mve
‖v‖1

⌉
≤
∑
e∈E

(
1 + mve
‖v‖1

)
= 2m.

Let T be a LSST on Gv computed using Theorem 3.2, with an arbitrarily chosen root r, and let TH
be the tree in Lemma B.9. Let π be the permutation sorted by increasing congestions (Lemma B.6).

Notice that G ⊆ Gv and thus every spanning tree/forest of Gv is also a spanning tree/forest of
G. Furthermore, either the tree stretch or forest stretch of edge e ∈ E(G) is equal to the one of any
of e’s copy in Gv.

We now explain how to compute stretch overestimates s̃tre. For i ≥ 0, let Bi be the set of
vertices within distance i of the root r in TH . Let D = O(log2 n) be the height of TH . We define

s̃tre
def= 2

D∑
i=0

strFT (Bi,π),`
e . (56)

In this definition, s̃tre take identical values among copies of e in Gv. By Lemma B.6 we know that

∑
e∈E(Gv)

s̃tre = 2
D∑
i=0

∑
e∈E(Gv)

strFT (Bi,π),`
e ≤ O(D ·mγLSST ) = O(mγLSST log2 n). (57)

Thus the total stretch bound is fine. Shortly, we will explain the full algorithm for maintaining the
set of roots and why s̃tre are valid stretch overestimates for our algorithm.

To explain how we maintain the set of roots, we first explain how to initialize a set of roots.
First run Lemma B.7 on T with uniform weights we = 1 for all e ∈ E(G) to output a set |WT | =
O(m/(k log2 n)), and such that each component has total adjacent weight k (minus the boundaries),
i.e. at most k adjacent edges (as we = 1 for all e). Start by defining R0 ← ∂WT . So far,
|R0| = O(m/(k log2 n)).
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Also for any edge e ∈ E(G) with s̃tre ≥ O(kγLSST log4 n), add both endpoints of e to R0. As∑
e∈E(G)

s̃tre ≤
∑

e∈E(G)

⌈
mve
‖v‖1

⌉
s̃tre =

∑
e∈E(Gv)

s̃tre ≤ O(mγLSST log2 n),

Markov’s inequality tells us that the number of edges e ∈ E(G) with s̃tre ≥ O(kγLSST log4 n) is
bounded by O(m/(k log2 n)). Thus, overall |R0| = O(m/(k log2 n)). Now, define our initial sets
of branch-free roots as R def= R↑TH0 . Because the height of TH is O(log2 n) (Lemma B.9), we know
|R| = O(m/k).

We now handle edge insertions and deletions. When an edge e = (u, v) is inserted or deleted,
we add u↑TH ∪ v↑TH to R, i.e. R← R∪ (u↑TH ∪ v↑TH ). This is branch free by Lemma B.9. If e was
inserted, assign it to have s̃tre = 1, as both endpoints are roots in R. We also update the forest
F

def= FT (R, π). Because R is incremental and π is a total ordering, F is decremental.
We now verify all items of Lemma 6.5. Item 1 follows because initially |R| = O(m/k), and the

height of TH is O(log2 n), so each edge insertion/deletion increases the size of R by O(log2 n). Item
3 follows because∑

e∈E(G)
ves̃tre ≤

‖v‖1
m

∑
e∈E(G)

⌈
mve
‖v‖1

⌉
s̃tre ≤

‖v‖1
m

∑
e∈E(Gv)

s̃tre = O(‖v‖1γLSST log2 n),

where the last inequality follows from (57).
Let F0

def= FT (R, π) be the initial rooted spanning forest to be output. Let W be a refinement
of WT induced by the connectivity in F0. We output W as the desired edge-disjoint partition of
F0 into O(m/k) subtrees. W contains at most O(m/k) subtrees because F0 is obtained from T by
removing |R| − 1 edges and WT is a edge-disjoint partition of T. Item 4 follows because R ⊇ ∂W,
where W was a partition of G into pieces of total degree O(k).

We conclude by checking item 2, i.e. that s̃tre upper-bounds strF,`e at any moment for every
edge e = (u, v). If u, v are in the same connected component of F , then strF,`e = strT,`e ≤ s̃tre
by noting that T = FT (B↑TH0 , π). In the other case where u and v are disconnected, let R↑TH
be the current set of roots of F . There must be some non-negative integer i (and j) such that
u↑TH ∩R↑TH = u↑TH ∩Bi (and v↑TH ∩R↑TH = v↑TH ∩Bj respectively). To finish, note that item 4
of Lemma B.9 ensures that

rootFu = rootFiu , rootFv = rootFjv , and therefore

strF,`e ≤ strFi,`e + strFj ,`e ≤ s̃tre.

Finally, it can be checked that the total runtime is Õ(m), as every operation can be implemented
efficiently.

B.4 Proof of Lemma 6.6

Proof. Let W = O(γLSST log2 n) be such that items 2, 3 of Lemma 6.5 imply∑
e∈E

ves̃tre ≤W ‖v‖1 , and

max
e∈E

s̃tre ≤ kW log2 n.

Let t = 10kW log2 n = Õ(k). The algorithm sequentially constructs edge weights v1, . . . ,vt in a
multiplicative weight update fashion and trees T1, . . . , Tt, forests F1, . . . , Ft, and stretch overesti-
mates s̃tr1

, . . . , s̃trt via Lemma 6.5.
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Initially, v1
def= 1 is an the all 1’s vector. After computing Ti, vi+1 is defined as

vi+1,e
def= vi,e exp

(
s̃trie
t

)
= exp

1
t

i∑
j=1

s̃trje

 for all e ∈ E.

Finally we define the distribution λ to be uniform over the set {1, . . . , t}.
To show the desired bound (25), we first relate it with ‖vt+1‖ using the following:

max
e∈E

1
t

t∑
i=1

s̃trie ≤ log
(∑

e

exp
(

1
t

t∑
i=1

s̃trie

))
= log ‖vt+1‖1 ,

where vt+1 is defined similarly even though it is never used in the algorithm.
Next, we upper bounds ‖vi‖1 inductively for every i = 1, . . . , t + 1. Initially, v1 = 1 and we

have ‖v1‖1 = m. To bound ‖vi+1‖, we plug in the definition and have the following:

‖vi+1‖1 =
∑
e

vi,e exp
(

s̃trie
t

)
≤
∑
e

vi,e

(
1 + 2 · s̃trie

t

)

= ‖vi‖1 + 2
t

∑
e

vi,es̃tr
i
e ≤ ‖vi‖1 + 2

t
W ‖vi‖1 =

(
1 + 2W

t

)
‖vi‖1 ,

where the first inequality comes from the bound s̃trie ≤ kW = 0.1t and ex ≤ 1 + 2x for 0 ≤ x ≤ 0.1.
Applying the inequality iteratively yields

exp
(

max
e∈E

1
t

t∑
i=1

s̃trie

)
= vt+1,e ≤ ‖vt+1‖1 ≤

(
1 + 2W

t

)t
‖v1‖1 ≤ exp(2W )m.

The desired bound (25) now follows by taking the logarithm of both sides.

C Cost and Capacity Scaling for Min-Cost Flows
In this section, we describe a cost and capacity scaling scheme [Gab85; GT89a; AGOT92] that
reduces the min-cost flow problem to O(logmU logC) instances with polynomially bounded cost
and capacity. We prove the following lemma:

Lemma C.1. Suppose there is an algorithm A that solves (8) on any m-edge graph and poly(m)-
bounded integral demands, costs, and lower/upper capacities in TA(m) time. There is an algorithm
that on a graph G = (V,E) and a min-cost flow instance I = (G,d, c,u−,u+) with integral demands
d, integral lower/upper capacities u−,u+ ∈ {−U, . . . , U}E, and integral costs c ∈ {−C, . . . , C}E ,
solves I exactly in O(TA(m) logm logmU logC)-time.

Instead of (8), we consider the equivalent min-cost circulation problem:

min
B>f=0

0≤fe≤ue for all e∈E

c>f , (58)

where cost c ∈ {−C, . . . , C}E and capacity u ∈ {1, . . . , U}E . It satisfies strong duality with dual
problem:

max
By+s−−s+=c
s−,s+∈RE≥0

−s+>u. (59)
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Given a (directed) graph G = (V,E) with costs c, capacities u, and some feasible circulation f
to (58), we can define its residual graph G(f) = (V,E(f)) with costs c(f), and capacities u(f) as
follows. For any arc (directed edge) e = (u, v) ∈ E, we include e with cost ce and capacity ue − fe
if it’s not saturated, i.e. fe < ue. We also include its reverse arc rev(e) = (v, u) with cost −ce
and capacity fe if fe > 0. Given any directed graph G, we use B(G) ∈ {−1, 0, 1}E×V to denote its
edge-vertex incidence matrix that respects the edge orientation.

Given some positive integersm,C,U , we define TMCC(m,C,U) to be the time for exactly solving
(58) on a graph of at most m arcs with costs c ∈ {−C, . . . , C}E , capacities u ∈ {1, . . . , U}E w.h.p..
A direct implication of Theorem 1.1 shows that

Corollary C.2. TMCC(m, poly(m), poly(m)) = m1+o(1).

C.1 Reduction to Polynomially Bounded Cost Instances

In this section, we present a cost scaling scheme (Algorithm 9) for reducing to O(logC) instances
with polynomially bounded cost.

Lemma C.3. Suppose there is an algorithm A that gives an integral exact minimizer to (58)
on any m-edge graph and m10-bounded integral costs, U -bounded integral capacities in TA(m,U)
time. Algorithm 9 takes as input a graph G = (V,E) and a instance of (58) I = (G, c,u) with costs
c ∈ {−C, . . . , C}E and capacities u ∈ {1, . . . , U}E, solves I exactly in O(TA(m,U) logC+m logC)-
time. In other words, TMCC(m,C,U) = O((TMCC(m,m10, U) +m) logC).5

Algorithm 9: Cost Scaling Scheme for Solving (58)
1 procedure CostScaling(G = (V,E), c ∈ {−C, . . . , C}E ,u ∈ {1, . . . , U}E)
2 f (0) ← 0.
3 T ← O(logC)
4 for t = 0, . . . , T − 1 do
5 Let G̃(f (t)), c̃(f (t)),u(f (t)) be the cost rounded residual graph (Definition C.6) of

f (t).
6 Solve (58) on G̃(f (t)), c̃(f (t)),u(f (t))
7 Let ∆f be the primal optimal.
8 Extract dual optimal ∆y via Lemma C.9.
9 f (t+1) ← f (t) + ∆f

10 y(t+1) ← y(t) + ∆y

11 Output f (T )

In (58), the problem is equivalent under any perturbation to the cost with By for any real
vector y ∈ RV . To see this, given any circulation f (not even feasible), the cost c>f is equal to
(c−By)>f for any y because B>f = 0. Given such y, we define the reduced cost of c w.r.t. y as
c−By.

Here we introduce the idea of ε-optimality which will be used to characterize exact minimizers
to integral instance of (58).

Definition C.4. Given a parameter ε > 0, and a feasible circulation f to (58), we say f is ε-
optimal if there is some vertex potential y ∈ RV such that mine(c(f)−B(f)y)e > −ε, where G(f)

5In the proof, we do not make any effort on reducing the exponent of the polynomial bound on costs.
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is the residual graph, c(f) is the residual cost w.r.t. f , and B(f) is the edge-vertex incidence
matrix of G(f).

From Definition C.4, the 0 circulation is C-optimal as initial cost of any edge is at least −C. In
the integral case, a flow f is an exact minimizer if it is 1/(n+ 1)-optimal:

Lemma C.5. In the case where the costs c in (58) is from {−C, . . . , C}E, a feasible integral
circulation f is an exact minimizer if it is 1/(n+ 1)-optimal.

Proof. Let ĉ = c(f) − B(f)y be the witness of 1/(n + 1)-optimality of f . The cost of every
circulation in G(f) is identical between c(f) and ĉ. In the residual network of f , every simple cycle
has cost at least −n/(n + 1) due to mine ĉe > −1/(n + 1). However, since f is integral, so do its
residual graph, costs, and capacities. Every negative cycle in G(f) should have cost at most −1.
The fact that every simple cycle in G(f) has cost at least −n/(n+ 1) > −1 denies the existence of
negative cycles in G(f). Thus, 0 is the exact minimizer to the residual problem w.r.t. f and f is
an optimal solution to (58).

Intuitively, Algorithm 9 works by computing a augmenting flow ∆ given a ε-optimal solution
f such that f + ∆ is (ε/2)-optimal. Thus, the algorithm runs for O(logC + logn) iterations until
it reaches a 1/(n + 1)-optimal solution. ∆ is computed via solving (58) with costs rounded to
polynomial size. That is, given an integral feasible circulation f , we define a rounded residual
graph G̃f as follows:

Definition C.6. Given a ε-optimal integral circulation f w.r.t. a vertex potential y ∈ RV , we
define its cost rounded residual graph G̃(f) = (V, Ẽ(f)) with costs c̃(f) and capacities u(f) as
follows: Let ĉ(f) be the reduced cost of c(f) w.r.t. y, i.e. ĉ(f) = c(f) − B(f)y. For any arc
e = (u, v) ∈ G(f), include e in G̃(f) with the same residual capacity u(f)e and cost c̃(f)e obtained
by rounding ĉ(f)e to the nearest integral multiple of ε/m8.

Remark C.7. When solving (58) on G̃(f), we can always ignore edges whose cost is more than
εm. Any simple cycle containing such edge has non-negative cost because costs are at least −ε.
There will be an optimal solution that does not use any of such edge.

Thus, every edge we care about is an integral multiple of ε/m8 within the range [−ε, εm]. Via
dividing the costs by ε/m8, all the costs are integers within {−m10, . . . ,m10}.

Given a current ε-optimal integral circulation f w.r.t. y, Algorithm 9 finds a augmenting
flow ∆f via solving (58) on the instance I = (G̃(f), c̃(f),u(f)) with polynomially bounded costs
(Remark C.7). Let ∆y be the corresponding dual (59) optimal to the instance I. We show that
f + ∆f is ε/2-optimal w.r.t. y + ∆y. This is formulated as the following lemma:

Lemma C.8. Given an ε-optimal integral circulation f w.r.t. y, let ∆f and ∆y be the optimal
primal dual solution to (58) on the instance I = (G̃(f), c̃(f),u(f)). f + ∆f is ε/2-optimal w.r.t.
y + ∆y.

Proof. Clearly, f+∆f is an integral feasible circulation. Let ∆y, s
−, s+ be the corresponding dual

solution to (59). We have that B(f)∆y + s− − s+ = c̃(f). By complementary slackness, we know
that for any arc e = (u, v)

1. If ∆f ,e < u(f)e, s+
e = 0, and

2. If ∆f ,e > 0, s−e = 0.
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For any arc e = (u, v), it is included in the residual graph G(f+∆f ) if ∆f ,e < u(f)e. Therefore,
we have s+

e = 0 and (B(f)∆y)e ≤ c̃(f)e. The reduced residual cost on e w.r.t. y + ∆y is

ĉ(f)e − (B(f)∆y)e ≥ ĉ(f)e − c̃(f)e ≥
−ε
m8.

Its reverse, rev(e) = (v, u), is included in the residual graph G(f + ∆f ) if ∆f ,e > 0. Therefore, we
have s− = 0 and (B(f)∆y)rev(e) = −(B(f)∆y)e ≤ −c̃(f)e = c̃(f)rev(e). The reduced residual cost
on rev(e) w.r.t. y + ∆y is

ĉ(f)rev(e) − (B(f)∆y)rev(e) ≥ ĉ(f)rev(e) − c̃(f)rev(e) ≥
−ε
m8.

However, the algorithm implementing Theorem 1.1 only gives primal optimal solution. We need
a separate routine for extracting the dual solution from the primal one.

Lemma C.9. There is an algorithm that given an instance I = (G = (V,E), c,u) of (58) where
G has m edges, costs c ∈ {−C, . . . , C}E, and capacities u ∈ {−U, . . . , U}, computes an optimal
primal and dual solution f ,y, s−, s+ to (58) and (59) in O(TMCC(m,C,U))-time.

Proof. First, we compute f , the optimal primal solution to (58), in TMCC(m,C,U)-time. Due to
the optimality of f , the residual graph G(f) has no negative cycles. Then, we can compute a
distance label on G(f) as follows: Add a supervertex s to G(f) with arcs toward every vertex in
G(f) of 0 costs. Then, we can compute a shortest path tree rooted at s by solving an un-capacitated
min-cost flow with demands ds = n, du = −1, u ∈ V in O(TMCC(m,C,U))-time using standard
reduction.

Let yu, u ∈ V be the distance from s to u. Since y is a valid distance label on G(f), we have
B(f)y ≤ c(f) where B(f) is the edge-vertex incidence matrix of the residual graph G(f). Then,
we will construct s−, s+ ≥ 0 such that (y, s−, s+) is the optimal dual solution.

For any arc e = (u, v) ∈ G, if 0 < fe < ue, we set both s−e = s+
e = 0. If fe = 0, we set

s−e = ce − (yv − yu) and s+
e = 0. If fe = ue, we set s− = 0 and s+ = yv − yu − ce.

Next, we check that (y, s−, s+) is a feasible dual solution. For any arc e = (u, v) ∈ G, if
0 < fe < ue, both e and rev(e) appears in G(f). Thus, we have both yv−yu ≤ ce and yu−yv ≤ −ce
and therefore yv − yu = ce. Otherwise, yv − yu + s−e − s+

e = ce holds by the definitions of s−e and
s+
e .

Finally, we check that c>f = −s+>u. Complementary slackness and the fact that f is a
circulation yield

y>B>f + s−>f + s+>(u− f) = 0.

Rearrangement yields

−s+>u = (By − s− + s+)>f = c>f ,

where the last equality comes from dual feasibility of (y, s−, s+).

Proof of Lemma C.3. Initially, we start with a C-optimal flow f (0) = 0 ∈ RE w.r.t. potential
0 ∈ RV . At any iteration t + 1, f (t+1) is an ε/2-optimal flow w.r.t. y(t+1) if f (t) is an ε-optimal
flow w.r.t. y(t) (Lemma C.8). Thus, after T iterations, f (T ) is an C/2T -optimal flow w.r.t. y(T ).
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Taking T = O(logC), we have C/2T < 1/(n+ 1) and hence f (T ) is an optimal solution to (58) due
to Lemma C.5.

Every iteration, we solve for an optimal primal dual solution to (58) on a cost-rounded residual
graph using Lemma C.9. Such instance hasm edges, polynomially bounded costs (Remark C.7), U -
bounded capacities and thus takesO(TA(m,U))-time given an algorithmA for solving (58). There is
also an O(m)-overhead for constructing cost-rounded residual graph and updating f (t+1) and y(t+1)

in each iteration. Overall, the runtime is O(TA(m,U) logC +m logC) since C = Ω(poly(m)).

C.2 Reduction to Polynomially Bounded Capacity Instances

It remains to address the case of min-cost flows with polynomially bounded costs, but possibly
large capacity. Here we use capacity scaling.

Lemma C.10. Suppose there is an algorithm A that gives an integral exact minimizer to (58) on
any m-edge graph and m10-bounded integral costs, m40-bounded integral capacities in TA(m) time.
Algorithm 10 takes as input a graph G = (V,E) and an instance of (58) I = (G, c,u) with costs
c ∈ {−m10, . . . ,m10}E and capacities u ∈ {1, . . . , U}E, solves I exactly in O(TA(m) logm logU +
m logm logU)-time. In other word, TMCC(m,m10, U) = O(TMCC(m,m10,m40) logm logmU).

In each iteration, Algorithm 10 augments the current integral circulation f with ∆, a constant
approximate integral solution to (58) on the residual graph. After O(log(CmU)) iterations, the
optimal objective value on the residual graph is at most −0.1. This indicates that the value is 0
and we have reached an optimal solution because the residual graph is always an integral instance
and has optimal value either 0 or at most −1.

To find a constant approximate solution, Algorithm 10 first finds a poly(m)-approximate so-
lution of value −x, x > 0. Then, one can round the residual capacities down to integral multiples
of x/poly(m) and show that the optimal solution to the rounded residual instance is a constant
approximation. Solving (58) on the rounded residual instance is equivalent to solving with polyno-
mially bounded capacities, which can be done using Corollary C.2.

The first component is an algorithm that computes a poly(m)-approximate solution to (58).
In particular, we find a Cm-approximate solution when the costs c ∈ {−C, . . . , C}E . Given an
instance I = (G, c,u), Roughly speaking, the algorithm finds a negative weight cycle in G with
largest bottleneck. This is done via performing binary search over the bottleneck, which has m
different values, and then detecting negative cycle by solving an unit capacity version of (58).

Lemma C.11. Suppose there is an algorithm A that gives an integral exact minimizer to (58) on
any m-edge graph and m10-bounded integral costs, m40-bounded integral capacities in TA(m) time.
There is an algorithm that takes as input a graph G = (V,E) and a instance of (58) I = (G, c,u)
with costs c ∈ {−m10, . . . ,m10}E and capacities u ∈ {1, . . . , U}E, outputs an m12-approximate
solution f such that

1
m12 c

>f∗ ≥ c>f ,

where f∗ is the optimal solution to (58). The algorithm runs in O(TA(m) logm)-time.

Proof. For any directed cycle C in G, we define its bottleneck as u(C) def= mine∈C ue. The algorithm
finds a negative weighted cycle C∗ in G with maximum bottleneck. This is done by first performing
binary search over all possible bottleneck capacities, which has m of them. Let u be the bottleneck
capacity we want to check. We construct graph Gu from G by removing all edges with capacities
smaller than u. Via a standard reduction to unit capacity min-cost circulation on the instance
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I ′ = (Gu, c, 1), we can either find a negative cost cycle inGu or determine there’s none in O(TA(m))-
time. There are O(logm) stages in binary search and each stage is done in O(TA(m))-time using
the given min-cost circulation algorithm A. Overall, we can find a negative cost cycle C∗ with
maximum bottleneck in O(TA(m) logm)-time.

Let p(C∗) be the flow vector corresponding to C∗. We show that u(C∗)p(C∗) is a m12-
approximate solution to (58) on instance I = (G, c,u). Let f∗ be the optimal solution to (58).
Decompose f∗ as a non-negative linear combination of edge-disjoint directed cycles in G, i.e.

f∗ =
m∑
i=1

a∗ip(Ci),

where {C1, . . . , Cm} is a edge disjoint collection of cycles in G, a∗i is an non-negative coefficient,
and p(Ci) denotes the flow vector corresponding to cycle Ci for i = 1, . . . ,m. Due to optimality of
f∗, we can assume that a∗i > 0 only if Ci is a negative cost cycle.

Observe that a∗i is at most u(Ci), the bottleneck of Ci. And the cost of each cycle is at least
−m11. Thus, we can bound the cost of f∗ by

c>f∗ =
∑

i:c>p(Ci)<0
a∗i c
>p(Ci) ≥ −

∑
i:c>p(Ci)<0

u(Ci)m11 ≥ −m12u(C∗),

where the last inequality comes from the definition of C∗ being the maximum bottleneck of all
negative cost cycles in G.

On the other hand, the weight of C∗ is at most −1 because costs are integers. Thus, the cost
of u(C∗)p(C∗) is at most −u(C∗) and the proof concludes.

Given any B > 0, we can round edge capacities down to integral multiples of B/m20 and
remove edges of capacity over mB. The optimal circulation for the rounded instance is feasible in
the original instance. Furthermore, it is a constant approximation. First, let us define the rounded
instance formally.

Definition C.12. Given a graph G = (V,E) with costs c ∈ {−m10, . . . ,m10}E and capacities
u ∈ {1, . . . , U}E and a positive value B > 0. We define its capacity rounded graph GB = (V,EB)
with costs c and capacities uB as follows: We include every arc e ∈ E to GB and assign its capacity
uBe to be the nearest integral multiple of dB/m20e below ue or dBm20e if ue > Bm20.

Remark C.13. By scaling down the rounded capacities by dB/m20e, the capacity of every edge is a
positive integer at most m40. Thus, solving (58) on the capacity rounded instance IB = (GB, c,uB)
is equivalent to solving on an instance with m40-bounded capacities. In addition, one can recover
the optimal solution for the capacity rounded instance by scaling up with dB/m20e, which is still
integral.

Lemma C.14. Given a graph G = (V,E) with costs c ∈ {−m10, . . . ,m10}E and capacities u ∈
{1, . . . , U}E and a positive value B > 0. Suppose that −B is m12-approximation to the optimal
value of (58) on the instance I = (G, c,u). Let fB be the optimal solution for (58) on the capacity
rounded instance IB = (GB, c,uB). fB is an integral 1.1-approximate solution for the original
instance I = (G, c,u).

Proof. Clearly, fB is a feasible solution for I because fB ≤ uB ≤ u and GB is a subgraph of G.
Let f∗ be the optimal solution for (58) on the instance I = (G, c,u).
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One can decompose f∗ as a non-negative linear combination of edge-disjoint directed cycles in
G, i.e.

f∗ =
m∑
i=1

a∗ip(Ci),

where {C1, . . . , Cm} is a edge disjoint collection of cycles in G, a∗i is an non-negative coefficient,
and p(Ci) denotes the flow vector corresponding to cycle Ci for i = 1, . . . ,m. Due to optimality of
f∗, we can assume that a∗i > 0 only if Ci is a negative cost cycle. Also, a∗i is at most be bottleneck
capacity of the cycle Ci, i.e. a∗i ≤ mine∈Ci ue.

First, we claim that f∗e ≤ dBm20e for any arc e. Otherwise, there is a negative cost cycle Ci in
the decomposition with a∗i > dBm20e. The cost of Ci is at least −1 due to integral costs. In this
case, we use the fact that −m12B ≤ c>f∗ and deduce

c>f∗ < −dBm20e ≤ −Bm20 ≤ c
>f∗

m12 m
20 = m8c>f∗ < 0,

which leads to a contradiction.
If B < 2m20, we have uB = u because dB/m20e = 1. In this case, fB is exactly f∗. Otherwise,

round down the cycle decomposition of f∗ to integral multiples of dB/m20e. That is, we define

f̃ =
m∑
i=1

ãip(Ci),

where ãi is the nearest integral multiple of dB/m20e at most a∗i . We have that ãi ≤ mine∈Ci uBe
and hence f̃ is a feasible solution for the capacity rounded instance. In addition, we have ãi ≥
a∗i − dB/m20e for any i. Using these facts, we have

c>f̃ =
m∑
i=1

ãic
>p(Ci)

(i)
≤

m∑
i=1

a∗i c
>p(Ci)−

m∑
i=1
d B
m20 ec

>p(Ci)

(ii)
≤

m∑
i=1

a∗i c
>p(Ci) +

m∑
i=1
d B
m20 em

11

(iii)
≤

m∑
i=1

a∗i c
>p(Ci) +

m∑
i=1

2 B

m20m
11

= c>f∗ + 2 B
m8

(iv)
≤ c>f∗ + −2c>f∗

m8

= (1− 2m−8)c>f∗,

where (i) comes from ãi ≥ a∗i − dB/m20e, (ii) comes from that any simple cycle has cost at least
−m11, (iii) comes from B ≥ 2m20 and dB/m20e ≤ 2B/m20, and (iv) comes from c>f∗ ≤ −B as
−B is the value of a m12-approximate solution. We conclude the proof by observing that

c>f∗ ≤ c>fB ≤ c>f̃ ≤ (1− 2m−8)c>f∗.
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Algorithm 10: Capacity Scaling Scheme for Solving (58)
1 procedure CapacityScaling(G = (V,E), c ∈ {−m10, . . . ,m10}E ,u ∈ {1, . . . , U}E)
2 f (0) ← 0.
3 T ← O(logU)
4 for t = 0, . . . , T − 1 do
5 Compute −x ≤ 0 to be the value of an m12-approximate solution to (58) via

Lemma C.11. // x ≥ 0.
6 if x = 0 then
7 f (t) is an optimal solution and we end the for loop here.
8 Let Gx(f (t)), c(f (t)),ux(f (t)) be the capacity rounded graph (Definition C.12) of

the residual graph G(f (t)) with costs c(f (t))and capacities u(f (t)).
9 Solve (58) on Gx(f (t)), c(f (t)),ux(f (t))

10 Let ∆f be the primal optimal.
11 f (t+1) ← f (t) + ∆f

12 Output f (T )

Proof of Lemma C.10. Let f∗ be the optimal solution. For any t, f (t) is integral since the aug-
menting circulation ∆f is always integral (Remark C.13). Therefore, the optimal solution f∗−f (t)

to the residual instance w.r.t. f (t) is integral and have cost at most −1 or 0.
Lemma C.14 states that the augmenting circulation ∆f is always a 2-approximation to the

residual instance. Thus, at any iteration t, we have

c>(f∗ − f (t)) ≤ c>∆f ≤
1
2c
>(f∗ − f (t)) ≤ 0.

Using the definition of f (t+1) and induction yield

0 ≥ c>(f∗ − f (t+1)) = c>(f∗ − f (t))− c>∆f ≥
1
2c
>(f∗ − f (t)) ≥ 1

2t+1 c
>f∗.

Since the costs and capacities are bounded by m10 and U , c>f∗ is at least −m11U. After T =
O(logm+ logU) = O(logmU) iterations, we have

0 ≥ c>(f∗ − f (T )) ≥ 1
2T c

>f∗ ≥ −m
11U

2T ≥ −1
2 .

Combining with the previous observation that c>(f∗ − f (T )) is either 0 or at most −1, we have
that c>(f∗ − f (T )) = 0 and hence f (T ) is an optimal solution.

Each iteration spends O(TA(m) logm)-time for computing an m12-approximate solution, plus
O(TA(m))-time for computing ∆f on a capacity rounded instance, and O(m) for constructing
instances and computing f (t+1). Overall, the runtime is O(TA(m) logm logmU +m logm logmU).

Now, we can prove Lemma C.1 by combining Lemma C.3 and Lemma C.10.

Proof of Lemma C.1. As any instance of (8) can be reduced to (58) with linear overhead in the
number of edges and poly(m) scaling on costs and capacities, the lemma follows directly from
Lemma C.3 and Lemma C.10.
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D Applications
Our results directly imply faster running times for algorithms that invoke network flow primitives.

Extensions of Theorem 1.1. Our main result can be generalized to take vertex capacities and
costs by standard transformations (for lower capacities on vertices being zero, one can simple split
each vertex v into vin and vout such that all in-going edges to v are incident to vin and all out-going
edges to vout after the split, and then insert and edge (vin, vout) with the desired capacity and
cost). Further, we can generalize our algorithm to handle the flow diffusion problems [WFHMR17;
FWY20; CPW21] where d ∈ RV ,d>1 ≥ 0, is considered a vertex capacity vector instead of a
demand and one wants to find a flow f that satisfies B>f ≤ d while minimizing over a cost
function on f . This can be realized by adding special vertices s, t and an edge (s, v) (resp. (v, t))
for each vertex v ∈ V where bv ≤ 0 (resp. bv > 0), with lower capacity 0, upper capacity |bv| and
cost 0.

Previously, considerable effort [CK19; Chu21; BGS21] was directed towards obtaining approxi-
mate max-flow algorithms that can handle vertex-capacities in undirected graphs where the above
mentioned transformations do not translate. Diffusion has been considered for the cost function
taken to be the `2-norm [HRW20; CPW21]. We recover using simple reductions a simple almost
linear time algorithm that can handle a wide range of cost function.

We can also obtain an algorithm that runs in near-linear time to compute p-norm flows, i.e.
flow problems where one is given a weight matrix W and solves the problem minB>f=d ‖Wf‖pp
up to a polynomially small error. An even more general problem is considered in Theorem 10.14.
Previous work, either achieved super-linear run-time [AKPS19; ABKS21] or was only able to solve
the problem when W was taken to be the identity matrix [KPSW19; AS20].

Bipartite Matching & Optimal Transport. Many popular variations of matching problems
are well-known to be reducible to min-cost flow in bipartite graphs, i.e. graphs G = (V,E) where
there is a partition V1, V2 of V such that each edge has exactly one endpoint in V1 and one in V2.

In the standard matching problem, one is given the task of maximizing the number of edges
without common vertex in an undirected graph. In the perfect matching problem, the algorithm
has to output a matching of size |V |/2 or conclude that such a matching does not exist. A substan-
tial generalization of perfect matching problems is the worker assignment problem: given upper
capacities u+ ∈ RE≥0 and costs c ∈ RE over the edges and has b ∈ NV≥0, the goal is to either compute
a weight w ∈ NE such that each vertex v ∈ V has edges of total weight bv incident and where c>w
is minimized over all such choices, or decide that no such weight w exists. Our result implies that
the the worker assignment problem can be solved in time m1+o(1) log2 U in bipartite graphs. We
refer the reader to [GT89a] for an in-depth description of the reduction to min-cost flow.

Our result can further also be used to solve the optimal transportation problem, even with
entropic regularization (see [DGK18; GHJ20]), which is crucial for applications in machine learning.
In this problem, one is given a bipartite graph G = (V1∪V2, E), demand d, where d is non-negative
on V1 and non-positive on V2, costs c, and the goal is to find a flow f that satisfies B>f = d and
minimizes c>f + H(f) where H(f) = ∑

e∈E fe log(fe). We can use our result in Theorem 10.16
to obtain the first almost-linear time algorithm to obtain an optimal flow f to high accuracy
(also called transportation plan). This improves even over the run-time of Õ(n2) taken by current
state-of-the-art low accuracy solvers [Cut13; BCCNP15; ANR17; DGK18]. Without the entropic
regularization the problem is reducible directly to the worker assignment problem.

The matrix scaling problem [ALOW17; CMTV17] asks: given a matrix A ∈ Rn×n≥0 with non-
negative polynomially bounded entries, to compute positive diagonal matrices X,Y such that all
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row and column sums of XAY are 1. As shown in Section 10.2, the dual of the matrix scaling
problem is optimal transport with entropic regularization. Hence we achieve an algorithm for
solving matrix scaling to high accuracy in almost-linear time even when the entries of the matrices
X,Y may be exponentially large.

Negative Shortest-Paths and Cycle Detection. We obtain a almost linear time algorithm to
compute the Single-Source Shortest Paths from a dedicated source vertex s in a directed, possibly
negatively weighted graph by invoking Corollary 1.2 with costs set to edge weights, u− = 0,u+ =
n · 1 and ds = n and dv = −1 for all v ∈ V . For a graph with weights bounded by W in absolute
value, this gives an algorithm with running time m1+o(1) logW. Further, we can find a negative
directed cycle in a graph by choosing u− = d = 0,u+ = 1, letting the cost vector equal the weights
and check whether the computed flow f is non-zero. If it is not then f is a negative cost circulation
and using Cut-Link Trees [ST83] on can recover a negative cycle. For both problems, we give the
first almost linear time algorithm.

Connectivity & Gomory-Hu Trees. Another family of classic combinatorial problems are
connectivity problems where many reductions to maximum flow have been found during the last
years. It is well-known that from a (s, t) maximum flow, i.e. the maximum amount of flow that
can be sent in a unit-weighted graph from a vertex s to vertex t, one can find an (s, t) min-cut in
almost linear time, that is a bipartition V1, V2 of the vertex set V of the graph with s ∈ V1, t ∈ V2
such that the number of edges with tail in V1 and head in V2 is minimized.

Our algorithm implies an algorithm that finds the global min-cut obtained by miminizing over
(s, t) cuts for all pairs s, t ∈ V , in time mn1/2+o(1) time in directed graphs [CLNPQS21]. For
undirected graphs, using a reduction from [LP20], we obtain the first almost linear algorithm to
compute a Steiner min-cut which is the minimum (s, t)-cut for s, t ∈ S for a fixed input set S ⊆ V .

Our result also implies the first m1+o(1) time algorithm to compute a global vertex min-cut in
undirected graphs via [LNPSY21], i.e. a tripartition A,B, S of V such that there is no edge from A
to B where the size of S is minimized. It further gives m1+o(1)poly(k) time algorithm to construct
a k-vertex connectivity oracle (see [PSY22]).

Finally, we consider algorithms to compute Gomory-Hu trees that is a weighted tree T over the
vertex set of G such that for any two vertices s, t ∈ V , the (s, t) min-cut in G has the same value as
in T . Our result gives the first m1+o(1) time algorithm to compute Gomory-Hu trees in unweighted
graphs (via [AKLPST21; Zha21]), or to a (1 + ε)-approximation in weighted graphs (via [LP21])
for arbitrarily small constant ε.

We point out that we improve for all cited problems the run-time by polynomial factors (in m).

Directed Expanders. We say a cut (S, V \S) in a digraphG is φ-out-sparse if |E(S,V \S)|
min{vol(S),vol(V \S)} <

φ where E(S, V \ S) is the set of edges with tail in S and head in V \ S and vol(X) is the sum of
degrees of vertices in X in G. A graph G is called a φ-expander if G allows no φ-out-sparse cut.

Applying our max-flow algorithm to a straightforward extension of the cut-matching game
[KRV09; Lou10] gives a m1+o(1) time algorithm that given any graph G and parameter φ ∈
(0, 1/O(log2m)], either outputs aO(φ log2m)-out-sparse cut or certifies thatG is a φ-expander. The
algorithm also works when a φ-out-sparse cut is redefined to be a cut (S, V \S) with |E(S,V \S)|

min{|S|,|V \S|} <

φ. This improves over the previously best run-time of Õ(m/φ) for sparse graphs for a wide range
of values for φ.

As a concrete application, we obtain a mn0.5+o(1) total time algorithm for the problem of
maintaining strongly-connected graphs in a graph undergoing edge deletions that works against an
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adaptive adversary (via [BGS20]), improving on the previously best time of mn2/3+o(1).

Isotonic Regression. Isotonic regression is a classic shape-constrained nonparametric regression
method. The problem is formulated as follows: we are given a DAG (Directed Acyclic Graph)
G = (V,E) and a vector y ∈ RV . The goal is to find project y on to the space of vectors that are
isotonic with respect to G. A vector x ∈ RV is said to be isotonic with respect to G if the embedding
of V into R given by x is weakly order-preserving with respect to the partial order described by
G. The projection is usually computed using a weighted `p norm. This can be captured as the
following convex program, minx ‖W(x− y)‖p subject to the constraints xi ≤ xj for all (i, j) ∈ E.

We give an almost linear time algorithm for computing a 1/poly(n) additive approximate so-
lution to Isotonic regression for all p ∈ [1,∞). The previous best time bounds were Õ(m1.5) for
p ∈ [1,∞) [KRS15], O(nm log n2

m ) for p ∈ (1,∞) [HQ03], and O(nm+n2 logn) for p = 1 [Sto13]. We
stress that this running time is almost-linear in the number of edges in the underlying DAG, which
could be significantly smaller than the number of edges in the transitive closure, which determines
the running time of some algorithms [Sto21].

109


	1 Introduction
	1.1 Applications
	1.2 Key Technical Contributions
	1.3 Paper Organization

	2 Overview
	2.1 Computing Min-Cost Flows via Undirected Min-Ratio Cycles
	2.2 High Level Overview of the Data Structure for Dynamic Min-Ratio Cycle
	2.3 Building Core Graphs
	2.4 Maintaining a Branching Tree Chain
	2.5 Going Beyond Oblivious Adversaries by using IPM Guarantees
	2.6 The Rebuilding Game
	2.7 Dynamic Embeddings into Spanners of Decremental Graphs

	3 Preliminaries
	4 Potential Reduction Interior Point Method
	4.1 One Step Analysis
	4.2 Stability Bounds
	4.3 Initial and Final Point

	5 Decremental Spanner and Embedding
	5.1 The Algorithm
	5.2 Implementing the Sparsification Procedure

	6 Data Structure Chain
	6.1 Dynamic Low-Stretch Decompositions (LSD)
	6.2 Worst-Case Average Stretch via Multiplicative Weights
	6.3 Sparsified Core Graphs and Path Embeddings
	6.4 Full Data Structure Chain

	7 Routings and Cycle Quality Bounds
	7.1 Passing Circulations and Length Upper Bounds Through a Tree-Chain
	7.2 Finding Approximate Min-Ratio Cycles in a Tree-Chain

	8 Rebuilding Data Structure Levels
	8.1 Analyzing the rebuilding game algorithm
	8.2 Dynamic Min-Ratio Cycle Using the Rebuilding Game

	9 Computing the Min-Cost Flow via Min-Ratio Cycles
	10 General Convex Objectives
	10.1 General Setup for General Convex Objectives
	10.2 Applications: pnorm-Norms, Entropy-Regularized Optimal Transport, and Matrix Scaling

	References
	A Previous Works
	A.1 Maximum Flow
	A.2 Minimum-Cost Flows

	B Omitted Proofs
	B.1 Proof of initialpoint
	B.2 Proof of expanderStatement
	B.3 Proof of globalstretch
	B.4 Proof of strMWU

	C Cost and Capacity Scaling for Min-Cost Flows
	C.1 Reduction to Polynomially Bounded Cost Instances
	C.2 Reduction to Polynomially Bounded Capacity Instances

	D Applications

