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#### Abstract

Many existing algorithms for streaming geometric data analysis have been plagued by exponential dependencies in the space complexity, which are undesirable for processing high-dimensional data sets. For instance, the best known algorithms for maintaining convex hulls and Löwner-John ellipsoids use $\varepsilon^{-\Theta(d)}$ bits of space; maintaining $\ell_{p}$ subspace embeddings use $d^{p / 2+1}$ bits of space; and selecting $k$ out of $n$ given vectors in $\mathbb{R}^{d}$ maximizing the $k$-dimensional volume uses $2^{k} d$ bits of space. These are all intractable for large $d, p$, or $k$. In particular, once $d \geq \log n$, there are no known non-trivial streaming algorithms for problems such as maintaining convex hulls and Löwner-John ellipsoids of $n$ points, despite a long line of work in high-dimensional streaming computational geometry since [AHV04] (J. ACM 2004).

We simultaneously improve all of these results to $\operatorname{poly}(d, \log n)$ bits of space by trading off with a $\operatorname{poly}(d, \log n)$ factor distortion. We achieve these results in a unified manner, by designing the first streaming algorithm for maintaining a coreset for $\ell_{\infty}$ subspace embeddings with poly $(d, \log n)$ space and poly $(d, \log n)$ distortion. Our algorithm also gives similar guarantees in the online coreset model. Along the way, we sharpen known results for online numerical linear algebra by replacing a log condition number dependence with a $\log n$ dependence, answering an open question of [ $\mathrm{BDM}^{+}$20] (FOCS 2020). Our techniques provide a novel connection between leverage scores, a fundamental object in numerical linear algebra, and computational geometry.

For $\ell_{p}$ subspace embeddings, our improvements in online numerical linear algebra yield nearly optimal trade-offs between space and distortion for one-pass streaming algorithms. For instance, we obtain a deterministic coreset using $O\left(d^{2} \log n\right)$ space and $O\left((d \log n)^{\frac{1}{2}-\frac{1}{p}}\right)$ distortion for $p>2$, whereas previous deterministic algorithms incurred a poly ( $n$ ) factor in the space or the distortion [CDW18] (ICML 2018).

Our techniques have implications also in the offline setting, where we give optimal trade-offs between the space complexity and distortion of a subspace sketch data structure, which preprocesses an $n \times d$ matrix $\mathbf{A}$ and outputs $\|\mathbf{A} \mathbf{x}\|_{p}$ up to a poly $(d)$ factor distortion for any $\mathbf{x}$. To do this we give an elementary proof of a "change of density" theorem of [LT80] (J. Functional Analysis 1980) and make it algorithmic.


## 1 Introduction

Data science has permeated modern computer science in the last few decades, leading to a surge in demand for geometric data processing algorithms on large data sets. Two decades ago, the data sets studied in practice, represented by an $n \times d$ matrix $\mathbf{A}$, had many rows (large $n$ ) and small dimension ( $d=O(1)$ ). Driven by such applications, many streaming algorithms were developed, which only require one or a few passes through a stream which allows access to the rows $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n} \in \mathbb{R}^{d}$ one at a time. In this setting, $\varepsilon$-kernels were introduced by [AHV04, AHV05], which gave a unified approach towards obtaining $(1+\varepsilon)$ factor approximations using $\varepsilon^{-\Theta(d)}$ space for an enormous number of geometric problems, including width, convex hull, and minimum enclosing spherical shell, to name just a few of the applications of $\varepsilon$-kernels.

Since then, the dimensionality of data sets encountered in practice has increased dramatically, and space complexities that scale exponentially in $d$, or even a large polynomial (say $d^{4}$ ), can no longer be considered practical. Some geometric problems have adapted to this high-dimensional setting, including minimum enclosing cylinder [Cha06, Theorem 3.1], minimum enclosing ball (MEB) [ZC06, CP14, AS15], and diameter [AS15, Theorem 3.2], by tolerating a larger $O(1)$-factor distortion. [AS15] also give lower bounds for the MEB and diameter problems, showing that any one-pass streaming algorithm with less than an $\alpha$-factor distortion must use $\exp (\operatorname{poly}(d))$ bits of space, where $\alpha=\frac{1+\sqrt{2}}{2}$ for MEB and $\alpha=\sqrt{2}$ for diameter. Furthermore, [AS15] show that the width problem requires $\exp (\operatorname{poly}(d))$ bits of space for any algorithm achieving distortion smaller than $d^{1 / 3} / 8$. Thus, distortions of at least $\operatorname{poly}(d)$ are necessary for some of these problems in order to achieve poly $(d)$ bits of space. However, many problems still do not have polynomial space algorithms, even with poly $(d)$ distortions, such as computing width, Löwner-John ellipsoids [MSS10, AS15], $\ell_{p}$ subspace embeddings for large $p$ [CDW18], and convex hulls $\left[\mathrm{BBK}^{+} 18\right]$.

### 1.1 Our Contributions

In this work, we address the lack of streaming algorithms for geometric problems in the high-dimensional setting by providing a unified approach towards achieving poly $(d, \log n)$ space and distortion. As argued before, a dependence of poly $(d)$ in the distortion is necessary for polynomial space algorithms, and is arguably natural since many geometric summarization problems inherently incur such losses in the distortion, for example for Löwner-John ellipsoids. Distortions of poly $\log n$ in geometric extent measures have also been previously studied in interesting cases [VVYZ07].

To obtain our results for streaming geometry, we design the first one-pass streaming algorithm for the $\ell_{\infty}$ subspace sketch problem. That is, given a row arrival stream for $\mathbf{A} \in \mathbb{Z}^{n \times d}$ with entries bounded by poly $(n)$, we show how to maintain a coreset $S \subseteq[n]$ of size at most $|S| \leq O(d \log n)$ such that

$$
\text { for all } \mathbf{x} \in \mathbb{R}^{d}, \quad\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty} \leq\|\mathbf{A} \mathbf{x}\|_{\infty} \leq O(\sqrt{d \log n})\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty}
$$

Our algorithm is deterministic and uses only $O\left(d^{2} \log ^{2} n\right)$ bits of space, which is an optimal trade-off between the space complexity and distortion, up to poly $\log n$ factors. In fact, our algorithm has the property that each $i \in S$ is selected irrevocably, i.e., we immediately decide whether to permanently keep or discard the row $\mathbf{a}_{i}$. Such algorithms can be considered under the online coreset model, in which the input matrix $\mathbf{A} \in \mathbb{R}^{n \times d}$ is now allowed to take real values, and the algorithm's complexity is measured by the number of rows it stores. Under this model, our algorithm stores $O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$ rows and achieves a distortion of $O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$, where $\kappa^{\mathrm{OL}}=\kappa^{\mathrm{OL}}(\mathbf{A}):=\|\mathbf{A}\|_{2} \max _{i=1}^{n}\left\|\mathbf{A}_{i}^{-}\right\|_{2}{ }^{1}$ is the online condition number of $\mathbf{A}$ $\left[\mathrm{BDM}^{+} 20\right]$. Various linear algebraic and geometric problems have recently been considered in the online model, including spectral approximation [CMP20], low rank approximation [BLVZ19, $\mathrm{BDM}^{+} 20$ ], and $\ell_{1}$ subspace embeddings $\left[\mathrm{BDM}^{+} 20\right]$.

Note that the $\ell_{\infty}$ subspace sketch problem is of central importance in computational geometry: it is closely related to directional width estimation [AHV04, AHV05] as well as the polytope membership problem [AdFM17]. It can also be used to approximate maximum inner product search, for which sampling-based algorithms have recently received much attention in the large-scale machine learning literature [BKPS15, DYH19, LP21]. Even beyond these applications, we will show that the $\ell_{\infty}$ subspace sketch primitive in fact leads to the first poly $(d, \log n)$ space, $\operatorname{poly}(d, \log n)$ distortion algorithm for a much wider variety of geometric

[^0]|  | Distortion | Space |  | Deterministic | Online | Optimal |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $p=2$ | 1 | $d^{2}$ | Folklore | $\checkmark$ |  | $\checkmark$ |
| $0<p<\infty$ | $1+\varepsilon$ | $d^{2 \vee\left(\frac{p}{2}+1\right)}$ | Thm. 3.17 |  |  | $\checkmark$ |
| $1 \leq p<\infty$ | $d^{O(1 / \gamma)}$ | $n^{\gamma} d$ | Thm 4.2 [CDW18] | $\checkmark$ |  |  |
| $p=\infty$ | $\sqrt{d \log n}$ | $d^{2}$ | Thm. 3.10 | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $2<p<\infty$ | $(d \log n)^{\frac{1}{2}-\frac{1}{p}}$ | $d^{2}$ | Cor. 1.18 | $\checkmark$ | $\checkmark$ | $\checkmark$ |
| $2<p<\infty$ | $d^{\frac{1}{2}\left(1-\frac{q}{p}\right)} \log n$ | $d^{\frac{q}{2}+1}$ | Thm. 3.16 |  |  | $\checkmark$ |
| $p=2$ | $1+\varepsilon$ | $d^{2}$ | Thm. 1.6 | $\checkmark$ | $\checkmark$ | $\checkmark$ |

Table 1: Results for one-pass streaming $\ell_{p}$ subspace sketch in the "for all" model. New results highlighted in blue. We suppress $O(1)$ factors in the distortion and poly $\left(\varepsilon^{-1}, \log n\right)$ factors in space. "Optimal" means that the trade-off between the space complexity and distortion is optimal, up to $\log n$ factors (see Table 2).
problems, $k$-robust directional width, including $\ell_{p}$ subspace sketch for $p<\infty$, convex hull, Löwner-John ellipsoids, volume maximization, minimum-width spherical shell, and solving linear programs. Our results can thus be seen as a high-dimensional and high-distortion analogue of the fact that $\varepsilon$-kernels solve many streaming problems in the $(1+\varepsilon)$-distortion setting [AHV04, AHV05].

Next, we focus on the streaming $\ell_{p}$ subspace sketch problem. By a known reduction to $\ell_{\infty}$ subspace embeddings using exponential random variables [And17, WZ13], one can obtain algorithms for $\ell_{p}$ subspace sketch from our $\ell_{\infty}$ result. However, this does not achieve optimal trade-offs between space complexity and distortion, and we give a different algorithm achieving optimal trade-offs, up to poly $\log n$ factors. In particular, we obtain a deterministic algorithm achieving $O\left(d^{2} \log n\right)$ bits of space and $O\left((d \log n)^{\frac{1}{2}-\frac{1}{p}}\right)$ distortion, significantly improving upon the earlier deterministic one-pass algorithms of [CDW18], which incurred a $\operatorname{poly}(n)$ factor in either the space complexity or distortion. This nearly matches the guarantee obtained by using Lewis weights in the offline setting [Lew78, SZ01, CP15], and in fact achieves optimal trade-offs, up to poly $\log n$ factors. See Table 1 for a summary of our results.

Furthermore, many of our algorithms yield mergeable summaries, i.e., the data structures for two matrices $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$ can be merged with little overhead to form a data structure for the concatenation $\left[\begin{array}{ll}\mathbf{A}_{1}^{\top} & \mathbf{A}_{2}^{\top}\end{array}\right]^{\top}$. This allows our algorithms to apply to distributed settings, where the rows of the input are partitioned among many servers [CDW18].

Although our streaming $\ell_{p}$ subspace sketch achieves nearly optimal trade-offs up to polylogarithmic factors, it is still possible to ask for improvements in these bounds, as well as faster algorithms, in the offline setting where we have unlimited access to $\mathbf{A}$. In a third contribution, in the offline setting, we construct $\ell_{p}$ subspace embeddings with nearly optimal trade-offs between space complexity and distortion, which shave all poly $\log n$ factors off of the distortion. As a crucial step, we give a new elementary proof of a "change of density" theorem in geometric functional analysis due to Lewis and Tomczak-Jaegermann [LT80], by using Lewis weights [Lew78, SZ01, CP15]. This allows us to make the construction algorithmic, and in fact, nearly input sparsity time. Our space complexity upper bound matches a subspace sketch lower bound due to [LWW21]. These subspace sketch lower bounds also witness the near tightness of our streaming $\ell_{p}$ subspace sketch algorithms. See Table 2 for our results on the offline subspace sketch problem.

Furthermore, our fast algorithms for computing these $\ell_{p}$ subspace embeddings give the fastest known running times for $\ell_{p}$ regression and $\ell_{p}$ column subset selection, when we allow for distortions which scale as poly $(d)$ (see Table 3). Note that algorithms for $\ell_{p}$ column subset selection already incur distortions on the order $\operatorname{poly}(d)\left[\mathrm{CGK}^{+} 17, \mathrm{DWZ}^{+} 19\right]$ (as they must due to known lower bounds).

Finally, we return to the study of streaming algorithms for $\ell_{p}$ subspace embeddings, and implement the above offline trade-off by showing how to compute Lewis weights using a small number of passes. This requires generalizations of Lewis weight computation and sampling results [CP15] as well as our "change of density" theorem that work with only $O(\log n)$ bit complexity, which may be of independent interest.

|  |  | Distortion | Space |  |
| :--- | :---: | :---: | :---: | :---: |
| $0<p \leq 2$ | Upper Bound | 1 | $d^{2}$ | [Ind06] |
| $2<p<\infty$ | Upper Bound | $d^{\frac{1}{2}-\frac{1}{p}}$ | $d^{2}$ | [Lew78] |
| $2<p<\infty$ | Upper Bound | 1 | $d^{p / 2+1}$ |  |
| $2<p<\infty$ | Lower Bound | $d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}$ | $d^{q / 2+1}$ | $2 \leq q \leq p$ | [BLM89, CP15] $\quad$ [LWW21]

Table 2: Our results for subspace sketch in the "for all" model. Results for the "for each" model remove a factor of $d$ from the space bounds, for the same distortion. New results highlighted in blue. We suppress poly $\log n$ factors in the space complexity.

|  | Distortion | Time |  |
| :---: | :---: | :---: | :---: |
| $\ell_{p}$ Linear Regression | $1+\varepsilon$ | $n^{\omega}$ | [AKPS19] |
|  | $1+\varepsilon$ | $\mathrm{nnz}(\mathbf{A})+d^{\frac{p}{2} \omega}$ | [AKPS19] + [CP15] |
|  | $d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}$ | $\mathrm{nnz}(\mathbf{A})+d^{\frac{q}{2} \omega}$ | Theorem 6.3 |
| $\ell_{p} k$-Column Subset Selection | $k^{1-\frac{1}{p}}$ | $n^{\omega} d$ | [DWZ ${ }^{+19]}+[$ [AKPS19] |
|  | $k^{1-\frac{1}{p}}$ | $\mathrm{nnz}(\mathbf{A}) d+k^{\frac{p}{2} \omega} d$ | $\left[\mathrm{DWZ}^{+} 19\right]+[\mathrm{AKPS} 19]+[\mathrm{CP} 15]$ |
|  | $k^{1-\frac{1}{p}+\frac{1}{2}\left(1-\frac{q}{p}\right)}$ | $\mathrm{nnz}(\mathbf{A}) d+k^{\frac{q}{2} \omega} d$ | Theorem 6.5 |

Table 3: Results for fast numerical linear algebra in $\ell_{p}$ for $p>2$, with the current matrix multiplication time $\omega \approx 2.37286$ [AW21]. Here, $q$ is any number between 2 and $p$. We suppress poly $\left(\log n, \varepsilon^{-1}\right)$ factors in the running time and constant factors in the distortion.

### 1.2 Streaming Algorithms for Geometric Problems

We first introduce two models of streaming algorithms which we study: the row arrival streaming model and the online coreset model. In these models, we have an $n \times d$ input matrix $\mathbf{A}$ with rows $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}$, where $n$ is so large that we cannot observe the entire matrix at once, and we can only observe one row at a time.

In the row arrival streaming model, we assume that $\mathbf{A} \in \mathbb{Z}^{n \times d}$ is an integer matrix with entries bounded by poly $(n)$. Then, the rows $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}$ are presented in a stream one at a time in that order, and we must minimize the number of bits that we store while making only one pass ${ }^{2}$ through the stream of rows of $\mathbf{A}$.

On the other hand, in the online coreset model, the input matrix $\mathbf{A}$ takes real values $\mathbb{R}^{n \times d}$. Again, the rows $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}$ are presented in one pass over a stream, one at a time, in that order. However, in this model, for each $i \in[n]$, we must irrevocably choose whether to store $\mathbf{a}_{i}$ or not. That is, if we choose to store $\mathbf{a}_{i}$, then we may not discard it at a later time. For each stored row, we allow for the row $\mathbf{a}_{i}$ to be scaled by some weight $\mathbf{w}_{i} \in \mathbb{R}$. The goal is to minimize the number of rows of $\mathbf{A}$ that are stored. We assume that we may perform exact arithmetic and linear algebra on the stored rows.

### 1.2.1 Online Coresets for $\ell_{\infty}$ Subspace Sketch

We first discuss our results for the $\ell_{\infty}$ subspace sketch problem, in both the row arrival streaming and online coreset models, which is the basis for all of our algorithms for geometric problems.

Definition 1.1 (Streaming/Online $\ell_{\infty}$ Subspace Sketch). The streaming $\ell_{\infty}$ subspace sketch problem is defined as follows ${ }^{3}$. We are given an $n \times d$ matrix $\mathbf{A}$ over one pass through a row arrival stream. Then:

[^1]- In the row arrival streaming model, $\mathbf{A} \in \mathbb{Z}^{n \times d}$ with entries bounded by poly $(n)$, and we must maintain a data structure $Q: \mathbb{R}^{d} \rightarrow \mathbb{R}$ such that, at the end the stream, we have for some $\Delta \geq 1$ that

$$
\text { for all } \mathbf{x} \in \mathbb{R}^{d}, \quad\|\mathbf{A} \mathbf{x}\|_{\infty} \leq Q(\mathbf{x}) \leq \Delta\|\mathbf{A} \mathbf{x}\|_{\infty}
$$

- In the online coreset model, $\mathbf{A} \in \mathbb{R}^{n \times d}$ is a real matrix, and we must irrevocably choose a subset of entries $S \subseteq[n]$ and weights $\mathbf{w} \in \mathbb{R}^{S}$ as well as a function $Q: \mathbb{R}^{d} \rightarrow \mathbb{R}$ depending only on $\left.\operatorname{diag}(\mathbf{w}) \mathbf{A}\right|_{S}$ such that, at the end of the stream, we have for some $\Delta \geq 1$ that

$$
\text { for all } \mathbf{x} \in \mathbb{R}^{d}, \quad\|\mathbf{A} \mathbf{x}\|_{\infty} \leq Q(\mathbf{x}) \leq \Delta\|\mathbf{A} \mathbf{x}\|_{\infty}
$$

To motivate and discuss the streaming $\ell_{\infty}$ subspace sketch problem, we first illustrate some connections with computational geometry. It is not hard to see that Löwner-John ellipsoids can be used to achieve roughly $\sqrt{d}$ distortion and $d^{2}$ words of space for $\ell_{\infty}$ subspace sketch in the offline setting, which is a nearly optimal trade-off. Thus, one may wonder whether there are algorithms for maintaining Löwner-John ellipsoids in a row arrival stream. This is, however, a fundamental unresolved problem in streaming computational geometry that has been suggested several times [MSS10, AS15]. In fact, we show the negative result that Löwner-John ellipsoids require $\Omega(n)$ bits of space to maintain up to a distortion of less than $\Theta(\sqrt{d / \log n})$ :

Theorem 1.2 (Informal Restatement of Theorem 4.7). Suppose an algorithm $\mathcal{A}$ maintains the Löwner-John ellipsoid of the convex hull of $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n} \in \mathbb{R}^{d}$, up to a factor of $\sqrt{d / \log n}$, in one pass over a row arrival stream, and $\mathcal{A}$ succeeds with probability at least $2 / 3$, over its coin tosses. Then, $\mathcal{A}$ uses $\Omega(n)$ bits space.

This is perhaps surprising, given that for the syntactically similar MEB problem, constant factor approximations are possible using poly $(d, \log n)$ bits of space [CP14, AS15]. More relevantly to us, Theorem 1.2 suggests that a drastically new approach is needed to tackle the streaming subspace sketch problem. Despite the above negative result, we nonetheless obtain a deterministic streaming algorithm for maintaining an $\ell_{\infty}$ subspace embedding, and in fact, a deterministic online coreset algorithm [CMP20, $\mathrm{BDM}^{+}$20]:
Theorem 1.3 (Informal Restatement of Theorem 3.10). Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ such that

$$
\text { for all } \mathbf{x} \in \mathbb{R}^{d}, \quad\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty} \leq\|\mathbf{A} \mathbf{x}\|_{\infty} \leq \Delta\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty}
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

As we show in Theorem 3.20, any data structure $Q$ which satisfies

$$
\operatorname{Pr}\left\{Q(\mathbf{x}) \leq\|\mathbf{A} \mathbf{x}\|_{\infty} \leq \Delta \cdot Q(\mathbf{x})\right\} \geq \frac{2}{3}
$$

for each $\mathbf{x} \in \mathbb{R}^{d}$ must either have $\Delta=\Omega(\sqrt{d / \log n})$ or use $\Omega(n)$ bits of space, even if $Q$ is constructed with unlimited computation and access to A. Furthermore, as we show in Theorem B.1, if

$$
\operatorname{Pr}\left\{\text { for all } \mathbf{x} \in \mathbb{R}^{d}, Q(\mathbf{x}) \leq\|\mathbf{A} \mathbf{x}\|_{\infty} \leq \Delta \cdot Q(\mathbf{x})\right\} \geq \frac{2}{3}
$$

for any $\Delta<\infty$, then $Q$ must use $\Omega\left(d^{2}\right)$ bits of space. Thus, our deterministic streaming algorithm achieves the best distortion and space that is possible for any randomized offline algorithm, up to poly $\log n$ factors.

Remark 1.4. Theorem 3.10 implies that $\ell_{\infty}$ regression can be solved up to a factor of $O(\sqrt{d \log n})$ using $O\left(d^{2} \log ^{2} n\right)$ bits of space in a row arrival stream. Note that this is not possible in other models of streaming, such as the turnstile streaming model, in which the matrix $\mathbf{A}$ and target vector $\mathbf{b}$ are revealed by a stream of coordinate-wise additive updates $\mathbf{A}_{i, j} \leftarrow \mathbf{A}_{i, j}+\Delta_{i, j}$ and $\mathbf{b}_{i} \leftarrow \mathbf{b}_{i}+\Delta_{i}$ for $\Delta_{i, j}, \Delta_{i} \in \mathbb{Z}$. Indeed, under this model, Theorem 8.1 of [BJKS04] shows that for vectors $\mathbf{x}, \mathbf{y} \in([m] \cup\{0\})^{n}$, deciding whether $\|\mathbf{x}-\mathbf{y}\|_{\infty}$ is $\leq 1$ or $\geq m$ requires at least $\Omega\left(n / m^{2}\right)$ bits of space. If we set $\mathbf{A} \leftarrow\left[\mathbf{x}^{\top} R\right]^{\top} \in \mathbb{Z}^{(n+1) \times 1}$ and $\mathbf{b} \leftarrow\left[\mathbf{y}^{\top} R\right]^{\top} \in \mathbb{Z}^{n+1}$ for some large $R$, then estimating the optimal $\ell_{\infty}$ regression cost implies estimating $\|\mathbf{x}-\mathbf{y}\|_{\infty}$.

Our algorithm is based on recent developments on numerical linear algebra in the online setting [CMP20, $\left.\mathrm{BDM}^{+} 20\right]$. In the streaming model, the trade-off between the space complexity and distortion is nearly optimal, as we will discuss later in the introduction. In the online coreset model, the number of rows stored is nearly optimal by a lower bound that we show in Theorem 3.12.

### 1.2.2 Techniques for Online $\ell_{\infty}$ Subspace Sketch

Strawman Solutions. We first discuss certain natural coreset approaches to the streaming $\ell_{\infty}$ subspace sketch problem and why they do not work, in order to illustrate the difficulty of the problem. We assume for simplicity for now that all input vectors have norm $\Theta(1)$.

Intuitively, we want a small number of input rows that are well spread apart, so that we have a small number of rows that approximate the entire data set $\mathbf{A}$ in all directions. One way to do this is to add a new row to our coreset if and only if it has a small inner product, say at most some threshold $\tau=1 / \operatorname{poly}(d)$, with each of the stored rows. Certainly, such a row must be included in the coreset, otherwise that row itself as a query would fail to achieve a $1 / \tau$-approximation. This can also be shown to yield a small coreset of size at most $\operatorname{poly}(d)$. However, such an algorithm could fail to store a row which is very well-aligned with an earlier row, but also has a tiny component pointing outside of the span of every other row, which means the coreset would fail to have any multiplicative error. One could try to fix this by adding the condition that we add a row if it increases the rank of the coreset; this also does not work, since there could be future rows which significantly increase the maximum component in this direction, but also have large inner product with the stored rows.

Another approach, which attempts to address the problem of having rows which increase the maximum component in a given direction, is to maintain the maximum component for poly $(d)$ random directions. That is, one can first choose a set of poly $(d)$ random directions $S$, and for each $\mathbf{v} \in S$, store the input row which has the maximum inner product with $\mathbf{v}$. However, it can be shown that poly $(d)$ directions is in fact not enough to "catch" hidden growing components. Indeed, suppose that that input rows consist of the standard basis vectors $\pm \mathbf{e}_{1}$. These vectors will be stored. Then, suppose that the algorithm receives the vector $\mathbf{a}:=(1-1 / n) \mathbf{e}_{1}+\left(1 / n^{10}\right) \mathbf{e}_{2}$. In order for this vector to be stored by a random vector $\mathbf{v}$, we must have that

$$
\langle\mathbf{a}, \mathbf{v}\rangle=\left\langle(1-1 / n) \mathbf{e}_{1}+\left(1 / n^{10}\right) \mathbf{e}_{2}, \mathbf{v}\right\rangle>\left|\left\langle\mathbf{e}_{1}, \mathbf{v}\right\rangle\right|,
$$

or $\mathbf{v}_{2} \geq n^{9}\left|\mathbf{v}_{1}\right|$ by rearranging. The probability that this occurs for a random vector $\mathbf{v}$ is at most $O\left(1 / n^{9}\right)$, and thus by a union bound over the poly $(d)$ many random vectors, no direction stores a. However, a has a component outside of the span of the previous rows, so even for vectors whose norms are within $1 \pm 1 / \operatorname{poly}(n)$ factors of each other, this algorithm fails. It is easy to see that even if we store rows that increase the rank of the coreset, it would still fail to store rows which increase the component along $\mathbf{e}_{2}$ by poly $(n)$ factors.

Our Approach. We now give a high-level proof of our online $\ell_{\infty}$ subspace sketch result. We seek a subset $S \subseteq[n]$ such that

$$
\|\mathbf{A} \mathbf{x}\|_{\infty} \leq \Delta\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty}
$$

for some $\Delta \geq 1$, so suppose we have maintained such an $S$, and let $\mathbf{a} \in \mathbb{R}^{d}$ be a new row to process. As hinted previously, we encounter a problem if there exists any direction $\mathbf{x} \in \mathbb{R}^{d}$ along which the new row updates the maximum component by more than a $\operatorname{poly}(d)$ factor. That is, if there exists $\mathbf{x} \in \mathbb{R}^{d}$ such that $|\langle\mathbf{a}, \mathbf{x}\rangle| \gg\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty}$, then we must include $\mathbf{a}$ in our new coreset. However, we are unable to analyze such an algorithm, due to the lack of structure of the $\ell_{\infty}$ norm. Now note that if $|S|=\operatorname{poly}(d, \log n)$, then $\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{2}=\operatorname{poly}(d, \log n)\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty}$, so using $\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{2}$ is just as good of a condition for adding a. The advantage is that the $\ell_{2}$ norm has significantly more structure than the $\ell_{\infty}$ norm, which we can take advantage of in order to bound the size of the coreset.

Suppose now that we add a to our coreset whenever there exists some $\mathbf{x} \in \mathbb{R}^{d}$ such that $|\langle\mathbf{a}, \mathbf{x}\rangle|^{2} \geq$ $\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{2}^{2}$. In the language of numerical linear algebra, this corresponds to the condition that the leverage score of a with respect to $\left.\mathbf{A}\right|_{S}$ is at least 1 . Once we have made the connection to leverage scores, we are now in the position to bound the size of $S$. Note that in the final coreset $\left.\mathbf{A}\right|_{S}$, we have by construction that every row $\mathbf{a}_{i}$ has leverage score at least 1 with respect to the previous rows. This can be phrased as the fact that all of the online leverage scores $\boldsymbol{\tau}_{i}^{\mathrm{OL}}$ (Definition 3.1) of $\left.\mathbf{A}\right|_{S}$ are at least 1 . Now, it can be shown that
the $i$ th online leverage score bounds the incremental difference between the log-volume spanned by columns of the first $i$ rows $\mathbf{A}_{i}$ of $\mathbf{A}$ and $\mathbf{A}_{i+1}$, which gives a bound of $O\left(d \log \kappa^{\mathrm{OL}}\right)$ on the sum of online leverage scores, where $\kappa^{\mathrm{OL}}=\|\mathbf{A}\|_{2} \max _{i=1}^{n}\left\|\mathbf{A}^{-}\right\|_{2}$ is the online pseudo condition number of $\mathbf{A}$ [CMP20, $\mathrm{BDM}^{+} 20$ ]. This means that $S$ must have at most $O\left(d \log \kappa^{\mathrm{OL}}\right)$ rows. In turn, this allows us to bound the distortion of the subspace sketch data structure as

$$
\|\mathbf{A} \mathbf{x}\|_{\infty}=\max _{i=1}^{n}\left|\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle\right| \leq\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{2} \leq \sqrt{|S|}\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty} \leq O\left(\sqrt{d \log \kappa^{\mathrm{OL}}}\right)\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty}
$$

Although the $\kappa^{\mathrm{OL}}$ here is for the submatrix $\left.\mathbf{A}\right|_{S}$, it can be shown that this is only a poly $(n)$ factor away from $\kappa^{\mathrm{OL}}$ of $\mathbf{A}$. While this discussion contains a number of ideas for our online coreset algorithm for the $\ell_{\infty}$ subspace sketch problem, we still need to improve our result from $O\left(\sqrt{d \log \kappa^{\mathrm{OL}}}\right)$ to $O(\sqrt{d \log n})$ distortion for integer matrices with entries bounded by $\operatorname{poly}(n)$ for the row arrival streaming model. For this, we will improve the bound on the sum of online leverage scores for such matrices. We discuss this result in the next section.

### 1.2.3 Techniques for Sharper Online Numerical Linear Algebra

We now discuss our techniques for improving the sum of online leverage scores for integer matrices with entries bounded by poly $(n)$. Naïvely, the earlier condition number bound gives a bound of $O\left(d^{2} \log n\right)$ by using that for such matrices, $\kappa \leq \operatorname{poly}(n)^{d}$ (see, e.g., [CW09, Lemma 4.1]). Note that $\kappa$ can indeed be as large as $\exp (\operatorname{poly}(d))$, even for sign matrices [AVu97]. We improve this to the following:
Theorem 1.5 (Sum of Online Leverage Scores). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ have entries bounded by poly $(n)$. Then,

$$
\sum_{i=1}^{n} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A})=O(d \log n)
$$

We start with the proof of [CMP20], which gives a bound of $O\left(d \log \kappa^{\mathrm{OL}}\right)$. This is done by analyzing the quantity $\operatorname{det}\left(\mathbf{A}^{\top} \mathbf{A}+\lambda \mathbf{I}_{d}\right)$, for $\lambda=\left(\max _{i=1}^{n}\left\|\mathbf{A}_{i}^{-}\right\|_{2}\right)^{-1}$. This quantity is at most $O\left(\|\mathbf{A}\|_{2}\right)^{d}$, and can be shown to be lower bounded by $\exp \left(\frac{1}{2} \sum_{i} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A})\right) \cdot \operatorname{det}\left(\lambda \mathbf{I}_{d}\right)^{d}$ by the matrix determinant lemma, which gives

$$
\operatorname{det}\left(\mathbf{A}_{i+1}^{\top} \mathbf{A}_{i+1}+\lambda \mathbf{I}_{d}\right) \geq \operatorname{det}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}+\lambda \mathbf{I}_{d}\right) \exp \left(\boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A}) / 2\right)
$$

where $\mathbf{A}_{j}$ is the first $j$ rows of $\mathbf{A}$. Taking logarithms on both sides and rearranging yields that

$$
\sum_{i=1}^{n} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A}) \leq O\left(d \log \frac{\|\mathbf{A}\|_{2}}{\lambda}\right)=O\left(d \log \kappa^{\mathrm{OL}}\right)
$$

Now, one may question whether regularizing by $\lambda$ is necessary, as it leads to the undesirable $\log \frac{1}{\lambda}$ factor. Indeed, we set $\lambda=0$ and instead analyze the pseudodeterminant $\operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}\right)$, which is the product of the nonzero eigenvalues. With this change, we have almost the same result, except that we must treat rows $i$ which do not lie in rowspan $\left(\mathbf{A}_{i-1}\right)$ differently. In this case, we have

$$
\operatorname{pdet}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}\right) \geq \operatorname{pdet}\left(\mathbf{A}_{i-1}^{\top} \mathbf{A}_{i-1}\right)\left\|\mathbf{a}_{i}^{\perp}\right\|_{2}^{2}
$$

where $\mathbf{a}_{i}^{\perp}$ is the component of $\mathbf{a}_{i}$ orthogonal to rowspan $\left(\mathbf{A}_{i-1}\right)$. Now observe that the product of $\left\|\mathbf{a}_{i}^{\perp}\right\|_{2}^{2}$ for all rows $i$ which do not lie in rowspan $\left(\mathbf{A}_{i-1}\right)$ is exactly the volume spanned by these vectors, which is a positive integer, and thus $\geq 1$. We thus avoid the $\log \frac{1}{\lambda}$ factor and instead get the upper bound of $O(d \log n)$.

As a result of Theorem 1.5, we immediately remove condition number dependencies from a variety of results in online numerical linear algebra which rely on Theorem 1.5, and answer an open question of $\left[\mathrm{BDM}^{+} 20\right]$ on removing the condition number dependence from the online spectral approximation problem, under bit complexity assumptions.

Theorem 1.6 (Online Coreset for Spectral Approximation). Let $\underset{\sim}{\mathbf{A}} \in \mathbb{Z}^{n \times d}$ have entries bounded by poly $(n)$. There is a deterministic online coreset algorithm which outputs $\tilde{\mathbf{A}}$ such that

$$
(1-\varepsilon) \mathbf{A}^{\top} \mathbf{A} \preceq \tilde{\mathbf{A}}^{\top} \tilde{\mathbf{A}} \preceq(1+\varepsilon) \mathbf{A}^{\top} \mathbf{A}
$$

and the number of rows in $\tilde{\mathbf{A}}$ is $O\left(d(\log n)^{2} / \varepsilon^{2}\right)$.

Proof. This is obtained simply by plugging in the improved guarantee of Theorem 1.5 into the derandomized OnlineBSS algorithm described in Appendix B. 2 of $\left[\mathrm{BDM}^{+} 20\right]$.

We also implement the simpler sampling algorithm with a similar randomized guarantee. The proof is not quite a direct application of Theorem 1.5, so we provide a full proof in Appendix A for completeness.
Theorem 1.7 (Online Coreset for Spectral Approximation via Leverage Score Sampling). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ have entries bounded by poly $(n)$. There is an online coreset algorithm which outputs $\tilde{\mathbf{A}}$ such that

$$
\operatorname{Pr}\left\{(1-\varepsilon) \mathbf{A}^{\top} \mathbf{A} \preceq \tilde{\mathbf{A}}^{\top} \tilde{\mathbf{A}} \preceq(1+\varepsilon) \mathbf{A}^{\top} \mathbf{A}\right\} \geq \frac{2}{3}
$$

and the number of rows in $\tilde{\mathbf{A}}$ is $O\left(d(\log d)(\log n) / \varepsilon^{2}\right)$.

### 1.2.4 High-Dimensional Computational Geometry in Polynomial Space

We now show that our $\ell_{\infty}$ subspace sketch algorithm gives the first polynomial space algorithms for many important problems in streaming computational geometry, including the basic problems of symmetric width, convex hull, and Löwner-John ellipsoids. Previous algorithms for these problems had an exponential dependence on $d$, due to reliance on $\varepsilon$-kernels [AHV04, AHV05]. In particular, in the high-dimensional regime of $d \geq C \log n$ for a large enough constant $C$, the memory bound for known results becomes larger than $\tilde{\Theta}(n d)$, and thus there were no previously known nontrivial algorithms in this regime, despite the fact that algorithms that work in the high-dimensional regime have been sought after for over a decade since they were suggested by [AHV04, AHV05, Cha06, ZC06] and others.

In the following discussion, we generally assume a centrally symmetric input instance, that is, if $\mathbf{a} \in \mathbb{R}^{d}$ is a point in the input point set, then so is $\mathbf{- a}$. Note that for most geometric problems falling under the class of extent measure problems [AHV04, AS15], considering only centrally symmetric instances is without loss of generality, up to constant factor losses in the distortion. For illustration, consider the directional width problem, in which we wish to estimate $\max _{i=1}^{n}\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle-\min _{j=1}^{n}\left\langle\mathbf{a}_{j}, \mathbf{x}\right\rangle$ for any query direction $\mathbf{x} \in \mathbb{R}^{d}$. One can translate the entire point set by one of the input points, say $\mathbf{a}_{1}$, so that $0 \in \mathbb{R}^{d}$ is one of the elements of the point set. This preserves the directional width. Note then that $\max _{i=1}^{n}\left\langle\mathbf{a}_{i}-\mathbf{a}_{1}, \mathbf{x}\right\rangle \geq\langle 0, \mathbf{x}\rangle=0$ and $\min _{j=1}^{n}\left\langle\mathbf{a}_{j}-\mathbf{a}_{1}, \mathbf{x}\right\rangle \leq\langle 0, \mathbf{x}\rangle=0$, so

$$
\max _{i=1}^{n}\left\langle\mathbf{a}_{i}-\mathbf{a}_{1}, \mathbf{x}\right\rangle-\min _{j=1}^{n}\left\langle\mathbf{a}_{j}-\mathbf{a}_{1}, \mathbf{x}\right\rangle=\left|\max _{i=1}^{n}\left\langle\mathbf{a}_{i}-\mathbf{a}_{1}, \mathbf{x}\right\rangle\right|+\left|\min _{j=1}^{n}\left\langle\mathbf{a}_{j}-\mathbf{a}_{1}, \mathbf{x}\right\rangle\right|=\max _{i=1}^{n}\left|\left\langle\mathbf{a}_{i}-\mathbf{a}_{1}, \mathbf{x}\right\rangle\right|
$$

Then for each translated point $\mathbf{a}_{i}-\mathbf{a}_{1}$, we add its negation $-\left(\mathbf{a}_{i}-\mathbf{a}_{1}\right)$, which preserves the latter value. Similar arguments apply to other problems, such as convex hull, Löwner-John ellipsoids, etc.

Because our $\ell_{\infty}$ subspace sketch algorithm is online, many of our algorithms for streaming geometry are online as well, and we present results in both the row arrival streaming and online coreset models. Full proofs are included in Section 4.
$k$-Robust Directional Width. Perhaps the most straightforward of our applications is directional width [AHV04, AHV05] for centrally symmetric instances. Indeed, this is exactly equivalent to the $\ell_{\infty}$ subspace sketch problem. Using the "peeling" technique of [AHY08], we also obtain algorithms for $k$-robust directional width $\mathcal{E}_{k}(\mathbf{x}, \mathbf{A})$, which measures the width of a point set in a given direction $\mathbf{x} \in \mathbb{R}^{d}$, after removing the $k$ most extreme points in that direction (see Definition 4.2 for a formal definition).

Theorem 1.8 ( $k$-Robust Directional Width in Polynomial Space). Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ such that

$$
\frac{1}{\Delta} \mathcal{E}_{k}(\mathbf{x}, \mathbf{A}) \leq \mathcal{E}_{k}\left(\mathbf{x},\left.\mathbf{A}\right|_{S}\right) \leq \mathcal{E}_{k}(\mathbf{x}, \mathbf{A})
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(k d \log n)$, and $\mathcal{A}$ uses $O\left(k d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(k d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

Convex Hull. A fundamental problem in computational geometry is the approximation of the convex hull of $n$ points $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n} \in \mathbb{R}^{d}$. For $(1+\varepsilon)$-approximation, $\varepsilon$-kernels [AHV04, AHV05] give coresets of near-optimal size of $\varepsilon^{-\Theta(d)}$, even in the streaming model [Cha06, Cha16]. More recently, [ $\mathrm{BBK}^{+} 18$ ] removed the exponential dependence on $d$ for certain beyond-worst-case instances. However, a general streaming algorithm for convex hull in poly $(d, \log n)$ bits of space, even with poly $(d, \log n)$ distortion, remained elusive. In the offline setting, this is possible via coresets for Löwner-John ellipsoids (see Section 3.6 of [Tod16]).

By using our coreset for $\ell_{\infty}$ subspace sketch, we obtain coresets for approximating symmetric convex hulls, with $\operatorname{poly}(d, \log n)$ bits of space and distortion. This is done by noticing that our $\ell_{\infty}$ subspace sketch result yields an online coreset for approximating a polytope defined by the intersection of the linear inequalities specified by each of the rows, and then using the fact that this linear inequality polytope is the polar body of the symmetric convex hulls of the corresponding rows [HW20].
Theorem 1.9 (Streaming Convex Hulls in Polynomial Space). Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ such that

$$
\operatorname{conv}\left(\left\{ \pm \mathbf{a}_{i}\right\}_{i \in S}\right) \subseteq \operatorname{conv}\left(\left\{ \pm \mathbf{a}_{i}\right\}_{i=1}^{n}\right) \subseteq \Delta \operatorname{conv}\left(\left\{ \pm \mathbf{a}_{i}\right\}_{i \in S}\right)
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

Note that this also gives us a $O(\sqrt{d \log n})^{d}$-factor approximation to the volume of convex hull.

Löwner-John Ellipsoids. As previously discussed, streaming Löwner-John ellipsoids in the high-dimensional setting has been open [MSS10, AS15]: [MSS10] proposed a simple algorithm of iteratively adding points to a Löwner-John ellipsoid which does not yield $\operatorname{poly}(d, \log n)$ distortion, while [AS15] gave an $O(1)$ approximation for MEB in $\operatorname{poly}(d)$ space, and asked whether their ideas applied to Löwner-John ellipsoids.

We first note that our streaming $\ell_{\infty}$ subspace sketch result immediately gives a result for Löwner-John ellipsoids for linear inequality polytopes (see Remark 3.11 following Theorem 3.10).

Theorem 1.10 (Löwner-John Ellipsoids in Polynomial Space). Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. Define the polytope $K=\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A} \mathbf{x}\|_{\infty} \leq 1\right\}$. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ from which we can compute an ellipsoid $E^{\prime}$ such that

$$
E^{\prime} \subseteq K \subseteq \Delta E^{\prime}
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

Since $K \subseteq E \subseteq \sqrt{d} K, E^{\prime}$ is an $O(\Delta \sqrt{d})$-approximate Löwner-John ellipsoid.
We then show in Corollary 4.6 that the earlier polar body trick yields Löwner-John ellipsoids for symmetric convex hulls as well. Note that for streaming, a $\sqrt{d}$ distortion is necessary by Theorem 1.2.

Volume Maximization. We next consider the problem of selecting $k$ rows that approximately maximizes the volume of the parallelepiped spanned by the rows, known as volume maximization, or maximum a posteriori (MAP) inference of determinantal point processes (DPPs) [BKLZ20]. Relative error guarantees for this problem have been studied by [IMGR19, IMGR20, MRWZ20], culminating in the following:

Theorem 1.11 (Streaming Volume Maximization, Theorem 1.9 of [MRWZ20]). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ have entries bounded by $\operatorname{poly}(n)$ and $k \geq 1$. Let $C \in[1,(\log n) / k]$. There is a one-pass streaming algorithm that computes a subset $S \subseteq[n]$ of $k$ points such that

$$
\operatorname{Pr}\left\{O(C k)^{k / 2} \operatorname{Vol}\left(\left.\mathbf{A}\right|_{S}\right) \geq \operatorname{Vol}\left(\left.\mathbf{A}\right|_{S_{*}}\right)\right\} \geq \frac{2}{3}
$$

where $\operatorname{Vol}\left(\left.\mathbf{A}\right|_{S}\right)$ is the volume of the parallelepiped spanned by the rows $\left.\mathbf{A}\right|_{S}$ indexed by $S$ and $\left.\mathbf{A}\right|_{S_{*}}$ is a set of $k$ rows that maximizes the volume. The algorithm uses $O\left(n^{O(1 / C)} d\right)$ bits of space.

This result is obtained by combining coresets for volume maximization [IMGR19] with streaming $\varepsilon$-kernels for directional width [Cha06]. Note that even when $C=(\log n) / k$, the space complexity is $\exp (O(k)) d$ and thus still exponential in $k$. By replacing $\varepsilon$-kernels for directional width with our $\ell_{\infty}$ subspace sketch result, we obtain the first relative error polynomial space algorithms for volume maximization ${ }^{4}$.

Theorem 1.12 (Polynomial Space Streaming Volume Maximization). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ with entries bounded by poly $(n)$ and $k \geq 1$. Let $1<C<(\log n) / k$ and $r=(\log n) / C$. There is a one-pass streaming algorithm that computes a subset $S \subseteq[n]$ of $k$ points such that

$$
\operatorname{Pr}\left\{O\left(r^{2} C k \log ^{2} n\right)^{k / 2} \operatorname{Vol}\left(\left.\mathbf{A}\right|_{S}\right) \geq \operatorname{Vol}\left(\left.\mathbf{A}\right|_{S_{*}}\right)\right\} \geq \frac{2}{3}
$$

where $\operatorname{Vol}\left(\left.\mathbf{A}\right|_{S}\right)$ is the volume of the parallelepiped spanned by the rows $\left.\mathbf{A}\right|_{S}$ indexed by $S$ and $\left.\mathbf{A}\right|_{S_{*}}$ is a set of $k$ rows that maximizes the volume. The algorithm uses $O\left(r d \log ^{2} n\right)$ bits of space.

If only the indices (rather than the d-dimensional rows) are required, there is an algorithm using $O\left(k^{2} \log ^{3} n\right)$ bits of space with $O(k \log n)^{k}$ distortion.

See Section 4.2 for details. With $C=\Theta((\log n) / k)$, we obtain an $O\left(k \log ^{3 / 2} n\right)^{k}$-approximation using $O\left(k d \log ^{2} n\right)$ bits of space. Note that we do not get an online coreset for this algorithm, since the $k$ points are selected as a subset of a larger online coreset from our $\ell_{\infty}$ coreset algorithm.

Minimum-Width Spherical Shell. Our next application is the problem of approximating the spherical shell of minimum width which encloses a set of points. Formally, a spherical shell centered at $\mathbf{c} \in \mathbb{R}^{d}$ with inner radius $r$ and outer radius $R$ is $\sigma(\mathbf{c}, r, R):=\left\{\mathbf{x} \in \mathbb{R}^{d}: r \leq\|\mathbf{x}-\mathbf{c}\|_{2} \leq R\right\}$, and we seek relative error approximations to $R-r$. This problem has received much attention in the computational geometry literature [AS98, AAHS99, Cha02, Cha06]. We show the following result in Section 4.5:

Theorem 1.13 (Minimum Width Spherical Shell in Polynomial Space). Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ from which we can compute find a center $\hat{\mathbf{c}}$, inner radius $\hat{r}$ and outer radius $\hat{R}$ such that $\sigma(\hat{\mathbf{c}}, \hat{r}, \hat{R}) \supseteq\left\{\mathbf{a}_{i}\right\}_{i=1}^{n}$ and

$$
\hat{R}-\hat{r} \leq \Delta^{3 / 2} \min _{\sigma(\mathbf{c}, r, R) \supseteq\left\{\mathbf{a}_{i}\right\}_{i=1}^{n}} R-r
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

For this result, our earlier reduction to centrally symmetric instances requires more care, and is worked out in our proof.

Linear Programming. Finally, we consider linear programming for instances with a centrally symmetric constraint polytope $\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A x}\|_{\infty} \leq 1\right\}$. More formally, we seek to approximate the optimal value of the following optimization problem

$$
\begin{array}{ll}
\operatorname{maximize} & \langle\mathbf{c}, \mathbf{x}\rangle \\
\text { subject to } & \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{\infty} \leq 1
\end{array}
$$

where the rows of $\mathbf{A}$ arrive in a row arrival stream. The problem of solving classes of linear programs in the streaming model has been studied intensely over the years [CC07, AG13, IMR ${ }^{+}$17, AKZ19, AKL21], as linear programs can solve many important problems in machine learning and big data analysis including $\ell_{1}$ and $\ell_{\infty}$ regression, support vector machines, and maximum matching, and set cover. However, solving linear programs in a stream is difficult in a small number of passes, and as far as we are aware, known results all require a large number of passes or at least exponential in $d$ space. By maintaining a multiplicative approximation to the constraint set via our Theorem 3.10, we obtain the following:

[^2]Theorem 1.14 (Streaming Linear Programming). Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. Define the polytope $K=\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A} \mathbf{x}\|_{\infty} \leq 1\right\}$. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ such that for any $\mathbf{c} \in \mathbb{R}^{d}$, one can compute from $\left.\mathbf{A}\right|_{S}$ a vector $\hat{\mathbf{x}} \in K$ such that

$$
\max _{\mathbf{x} \in K}\langle\mathbf{c}, \mathbf{x}\rangle \leq \Delta \cdot\langle\mathbf{c}, \hat{\mathbf{x}}\rangle
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.


### 1.3 Streaming and Online $\ell_{p}$ Subspace Sketch

### 1.3.1 The Subspace Sketch Problem

We now consider the $\ell_{p}$ subspace sketch problem, which is defined analogously to $\ell_{\infty}$ in Definition 1.1. This problem in the offline setting, as well as its randomized variants, was introduced by [LWW21]. When defining the randomized version of this guarantee, [LWW21] define two versions, known as the "for each" guarantee and the "for all" guarantee. For our streaming algorithms, we focus on the stronger "for all" guarantee.

Definition 1.15. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $\Delta \geq 1$. Then:

- For each guarantee: $Q_{p}$ satisfies the "for each" guarantee if for each $\mathbf{x} \in \mathbb{R}^{d}$,

$$
\operatorname{Pr}\left\{\|\mathbf{A} \mathbf{x}\|_{p} \leq Q_{p}(\mathbf{x}) \leq \Delta\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq \frac{2}{3}
$$

- For all guarantee: $Q_{p}$ satisfies the "for all" guarantee if

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq Q_{p}(\mathbf{x}) \leq \Delta\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq \frac{2}{3}
$$

### 1.3.2 Prior Work on Streaming Subspace Sketch

The subspace sketch problem is a vast generalization of the more well-known subspace embedding problem, in which $Q_{p}$ specifically takes the form $\|\mathbf{S A x}\|$, for some norm $\|\cdot\|$ and a linear map $\mathbf{S} \in \mathbb{R}^{s \times n}$. Many, but not all, of our upper bounds on the subspace sketch problem will actually be subspace embeddings.

In the regime of $\Delta=(1+\varepsilon)$ for $\varepsilon \rightarrow 0$, near-optimal streaming algorithms can be obtained quite straightforwardly by leveraging $\ell_{p}$ subspace embeddings algorithms due to [CP15]. These subspace embedding results achieve near-optimal space complexity by sampling methods. One can then use the merge-and-reduce framework, in which one repeatedly finds subsets of rows that provide a $(1+\varepsilon)$ approximation for blocks of rows, and then combines them in a binary tree fashion (see [CDW18, $\mathrm{BDM}^{+}{ }^{+} 0$ ]), to get streaming subspace embedding algorithms of approximately the same quality. Since the approximation is composed with a depth of $\log n$, our distortion is $(1+\varepsilon)^{\log n}$; by replacing $\varepsilon$ by $\frac{\varepsilon}{\log n}$, we recover the same trade-off as the offline subspace sketch problem, up to poly $\log n$ factors. The space complexity is roughly $d^{2 \vee(p / 2+1)}$ words of space. However, the exponential dependence on $p$ makes this intractable when $p$ is large.

The previous work of [CDW18] studied the problem of maintaining a subspace sketch data structure deterministically using a similar merge-and-reduce strategy, but their results unfortunately incur an $n^{\Omega(1)}$ factor either in the distortion or the space complexity. Similar composable coreset approaches have been explored by other works, e.g., [IMGR19].

### 1.3.3 Streaming Algorithms for $\ell_{p}$ Subspace Sketch

We now discuss our results for the $\ell_{p}$ streaming subspace sketch problem. We first develop the following deterministic streaming algorithm, which runs in polynomial time and achieves an optimal trade-off between distortion and space. In particular, this result greatly improves upon the trade-offs achieved by [CDW18].

Theorem 1.16 (Informal restatement of Theorem 3.15). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ have entries bounded by poly $(n)$. Let $2<p<\infty$. There is a one-pass streaming algorithm maintaining a data structure $Q$ using $O\left(d^{2} \log n\right)$ bits of space such that

$$
\text { for all } \mathbf{x} \in \mathbb{R}^{d}, \quad\|\mathbf{A} \mathbf{x}\|_{p} \leq Q(\mathbf{x}) \leq O\left((d \log n)^{\frac{1}{2}-\frac{1}{p}}\right)\|\mathbf{A} \mathbf{x}\|_{p}
$$

Our result proceeds by defining an online set of weights that behave similarly to Lewis weights.
By tolerating randomization and exponential time, we also obtain a full set of near-optimal trade-offs:
Theorem 1.17 (Informal restatement of Theorem 3.16). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ have entries bounded by poly $(n)$. Let $2<q<p<\infty$. There is a one-pass streaming algorithm which maintains a data structure $Q$ using $O\left(d^{q / 2+1} \log n\right)$ bits of space such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq Q(\mathbf{x}) \leq O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)} \log n\right)\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq \frac{2}{3}
$$

Both Theorems 3.15 and 3.16 proceed by constructing weights $\mathbf{w}_{i}$ for $i \in[n]$ on the fly and then approximating $\|\mathbf{W A x}\|_{q}$ using an $O(1)$-approximate subspace sketch data structure for $q=2$ for Theorem 3.15 or $2<q<p$ for Theorem 3.16. Because the $O(1)$-approximate subspace sketch results we use are mergeable, Theorems 3.15 and 3.16 are mergeable as well, allowing for use in distributed settings. Furthermore, for $q=2$, our result can be combined with $\ell_{2}$ online coresets to yield online coresets for $\ell_{p}$ :

Corollary 1.18. Let $2<p<\infty$. Let $\mathbf{A}$ be an $n \times d$ matrix presented in one pass over a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ and weights $\mathbf{w} \in \mathbb{R}^{S}$ such that

$$
\text { for all } \mathbf{x} \in \mathbb{R}^{d}, \quad\|\mathbf{A} \mathbf{x}\|_{p} \leq\left\|\left.\operatorname{diag}(\mathbf{w}) \mathbf{A}\right|_{S} \mathbf{x}\right\|_{2} \leq \Delta\|\mathbf{A} \mathbf{x}\|_{p}
$$

where

- in the streaming model, $\Delta=O\left((d \log n)^{\frac{1}{2}-\frac{1}{p}}\right),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\left(d \log \kappa^{\mathrm{OL}}\right)^{\frac{1}{2}-\frac{1}{p}}\right)$ and $|S|=O\left(d \log \kappa^{\mathrm{OL}}\right)$.

As a corollary, we immediately obtain streaming algorithms for solving $\ell_{p}$ regression.
Corollary 1.19 (Online Coresets for $\ell_{p}$ Regression). Let $2<p \leq \infty$. Let $\mathbf{A}$ be an $n \times d$ matrix and let $\mathbf{b}$ be $a$ vector and suppose that the $n \times(d+1)$ matrix $\mathbf{A}^{\prime}:=[\mathbf{A} \mathbf{b}]$ is presented in a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ and weights $\mathbf{w} \in \mathbb{R}^{S}$ from which we can compute $\hat{\mathbf{x}} \in \mathbb{R}^{d}$ such that $\|\mathbf{A} \hat{\mathbf{x}}-\mathbf{b}\|_{p} \leq \Delta \min _{\mathbf{x}}\|\mathbf{A x}-\mathbf{b}\|_{p}$, where

- in the streaming model, $\Delta=O\left((d \log n)^{\frac{1}{2}-\frac{1}{p}}\right),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\left(d \log \kappa^{\mathrm{OL}}\right)^{\frac{1}{2}-\frac{1}{p}}\right)$ and $|S|=O\left(d \log \kappa^{\mathrm{OL}}\right)$.

Our results are summarized in Table 1.

### 1.4 Change of Density

We now turn to the offline $\ell_{p}$ subspace sketch problem. We first investigate the problem of approximating $\ell_{p}$ norms of vectors in a $d$-dimensional subspace of $\ell_{p}^{n}$ by a reweighted $\ell_{q}$ norm of the same vector, formalized by the following definition from the functional analysis literature:

Definition 1.20 (Change of Density [LT80]). Let $0<p, q \leq \infty$ and let $d \in \mathbb{N}$. Then, $c(d, p, q)$ denotes the smallest $c>0$ such that for any $\mathbf{A} \in \mathbb{R}^{n \times d}$, there exists a nonnegative $\mathbf{w} \in \mathbb{R}^{n}$ such that, for $\mathbf{W}=\operatorname{diag}(\mathbf{w})$,

$$
\text { for all } \mathbf{x} \in \mathbb{R}^{d}, \quad\|\mathbf{A} \mathbf{x}\|_{p} \leq\left\|\mathbf{W}^{\frac{1}{q}-\frac{1}{p}} \mathbf{A} \mathbf{x}\right\|_{q} \leq c\|\mathbf{A} \mathbf{x}\|_{p} .
$$

Here, we think of $\mathbf{w}$ as weights (or a measure) on the rows of $\mathbf{A}$ when evaluating $\ell_{q}$ norms, i.e., $\|\mathbf{y}\|_{q, \mathbf{w}}=$ $\left(\sum_{i=1}^{n} \mathbf{w}_{i} \cdot\left|\mathbf{y}_{i}\right|^{q}\right)^{1 / q}$. Note then that $\left\|\mathbf{W}^{-1 / p} \mathbf{A} \mathbf{x}\right\|_{p, \mathbf{w}}=\|\mathbf{A} \mathbf{x}\|_{p}$ so the map $\mathbf{A} \mathbf{x} \mapsto \mathbf{W}^{-1 / p} \mathbf{A} \mathbf{x}$ equipped with the appropriate norm is an isometry. On the other hand, the weighted $\ell_{q}$ norm is $\left\|\mathbf{W}^{-1 / p} \mathbf{A} \mathbf{x}\right\|_{q, \mathbf{w}}=$ $\left\|\mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}$, which is comparable to $\|\mathbf{A} \mathbf{x}\|_{p}$ if $\mathbf{w}$ satisfies the guarantee of Definition 1.20. See Section 1.2 in [JS01] for an exposition on the role of change of densities in the theory of subspaces of $L_{p}$.

Lewis weights. The following seminal result is known about the parameter $c(d, p, q)$ for $q=2$ :
Theorem 1.21 ([Lew78, Joh48, SZ01]). Let $d \in \mathbb{N}$. For all $0<p \leq \infty$,

$$
c(d, p, 2)=c(d, 2, p)=d^{|1 / 2-1 / p|}
$$

Theorem 1.21 is due to Lewis [Lew78] in the regime of $1 \leq p<\infty$, and the weights $\mathbf{w}$ achieving the guarantee of Definition 1.20 are known as Lewis weights, in honor of [Lew78]. For the remaining parameter regimes, the case of $p=\infty$ follows from Löwner-John ellipsoids [Joh48], while the case of $0<p<1$ was proven in [SZ01]. Although the original proof by Lewis in [Lew78] uses involved theorems from Banach space theory, particularly the theory of $p$-summing operators [DJT95], the proofs of [SZ01, CP15] notably provide elementary proofs based only on analyzing the Lagrange multipliers for a convex program.

The use of Lewis weights was introduced to the theoretical computer science community by [CP15], whose work made Lewis weights algorithmic by giving input sparsity time algorithms for approximating Lewis weights, and used them to obtain fast algorithms for solving $\ell_{p}$ regression. Subsequently, Lewis weights have become widely used in algorithms research, playing important roles in recent developments in optimization [DLS18, LS19, JLS22], convex geometry [LLV20], randomized numerical linear algebra [CP15, CWW19, LWYZ20, CCDS20, MW21], and machine learning [MMR21, CD21, PPP21, MMWY21]. Algorithms for computing Lewis weights themselves have also been refined over the years, both for $0<p<\infty$ [Lee16, LS19, FLPS22] as well as $p=\infty$, corresponding to Löwner-John ellipsoids [Tod16, CCLY19].

Change of density to $\ell_{q}, q \neq 2$. The following result is lesser-known to the theoretical computer science community, and gives an optimal bound on $c(d, p, q)$ for $q \neq 2$.

Theorem 1.22 (Theorem 1.2 of [LT80]). Let $d \in \mathbb{N}$ and let $1 \leq p, q<\infty$. The following holds:

- If $\min (p, q) \leq 2$, then $c(d, p, q) \leq d^{\left|\frac{1}{q}-\frac{1}{p}\right|}$.
- If $\min (p, q) \geq 2$, then $c(d, p, q) \leq d^{\frac{1}{2}\left(1-\frac{p \wedge q}{p \vee q}\right)}$.

As [LT80] show, the quantity $c(d, p, q)$ is intimately related to various other quantities, including $p$ summing norms and $p$-integral norms of operators, and is of independent interest in the functional analysis literature. For instance, an important corollary of this result is the best known upper bound on the BanachMazur distance [Tom89] between a subspace of $\ell_{p}^{n}$ and any subspace of $\ell_{q}^{n}$, which formalizes the notion of distance between $\ell_{p}$ and $\ell_{q}$ for subspaces. As the authors note in Corollary 1.9 [LT80], this result is optimal for $1 \leq p<q<2$. In fact, we will show that the proof of a result of [LWW21] implies that this is optimal in the regime of $\min (p, q) \geq 2$ as well, when $n$ is large enough. Thus, Theorem 1.22 obtains a tight characterization of the distance between subspaces of $\ell_{p}$ and $\ell_{q}$, in the sense of Banach-Mazur distance.

For $\min (p, q) \leq 2$, Theorem 1.22 follows from properties of Lewis weights, enjoying simple proofs and fast algorithms due to our refined understanding of Lewis weights. However, for $\min (p, q) \geq 2$, the proof is much more complicated. The authors first relate the problem of bounding $c(d, p, q)$ to bounding the smallest constant $\alpha>0$ such that $\pi_{q}(u) \leq \alpha \pi_{p}(u)$ for all linear maps $u$ (Definition 1.3 of [LT80] $)^{5}$, where $\pi_{p}(u)$ is the $p$-summing norm of $u$ [DJT95]. To prove that $\alpha$ bounds $c(d, p, q)$, the authors invoke a factorization theorem of Maurey [Mau74] ${ }^{6}$, which replaces Lewis's theorem and gives weights $\mathbf{w}$ for the change of density. Finally, the bound on $\alpha$ follows from a result of [Car81], which uses results from the theory of operator ideals [Pie80].

Our main result of this section is an elementary proof of Theorem 1.22 using only Lewis weights. Due to the simplicity of our proof, we obtain a robust version of the theorem, which still yields bounds when we replace Lewis weights with coarse overestimates of Lewis weights (see Definition 2.4). More specifically, we show the following version of Theorem 1.22, which is more refined than [LT80] in the sense that:

1. The change of density is specifically the $\ell_{p}$ Lewis weights, rather than a tailor-made construction.
2. The error guarantees degrade gracefully when the change of density is replaced by an approximation.
[^3]Theorem 1.23 (Change of density via approximate Lewis weights). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $0<p, q<\infty$. Let $\mathbf{w} \in \mathbb{R}^{n}$ be $\alpha$-approximate $\ell_{p}$ Lewis weight overestimates (Definition 2.4) and $\mathbf{W}=\operatorname{diag}(\mathbf{w})$. For $p \geq q$, let

$$
\begin{aligned}
\kappa_{d, p, q} & :=(\alpha d)^{1 / q-1 / p} \\
\lambda_{d, p, q} & :=(\alpha d)^{[0 \vee(1 / 2-1 / q)](p-q) / p}
\end{aligned}
$$

and let $\kappa_{d, p, q}:=\kappa_{d, q, p}^{-1}, \lambda_{d, p, q}:=\lambda_{d, q, p}^{-1}$ if $q \leq p$. Then for all $\mathbf{x} \in \mathbb{R}^{d}$ we have the following:

$$
\begin{array}{ll}
\|\mathbf{A} \mathbf{x}\|_{p} \leq\left\|\lambda_{d, p, q} \cdot \mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq \kappa_{d, p, q} \lambda_{d, p, q}\|\mathbf{A} \mathbf{x}\|_{p} & \text { if } p \geq q \\
\|\mathbf{A} \mathbf{x}\|_{p} \leq\left\|\kappa_{d, p, q} \cdot \mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq \kappa_{d, p, q} \lambda_{d, p, q}\|\mathbf{A} \mathbf{x}\|_{p} & \text { if } q \geq p
\end{array}
$$

Note that

$$
\kappa_{d, p, q} \lambda_{d, p, q}= \begin{cases}(\alpha d)^{\left|\frac{1}{q}-\frac{1}{p}\right|} & \text { if } \min (p, q) \leq 2 \\ (\alpha d)^{\frac{1}{2}\left(1-\frac{p \wedge q}{p \vee q}\right)} & \text { if } \min (p, q) \geq 2\end{cases}
$$

By instantiating with $\alpha=1$, i.e., exact Lewis weights, we exactly recover the guarantees of Theorem 1.22.
Our main technique is a new simple identity (Lemma 5.1) for Lewis weights which may be of independent interest, which shows that if we reweight the rows of $\mathbf{A}$ with $\ell_{p}$ Lewis weights, then the $\ell_{q}$ Lewis weights of the resulting matrix coincide with the $\ell_{p}$ Lewis weights of $\mathbf{A}$. Given this identity, the proof follows from just a few lines of estimates, which substantially simplifies the original proof of [LT80]. Furthermore, because our change of density uses Lewis weights, we inherit fast algorithms for computing these weights. Note that although polynomial time algorithms are known for many factorization theorems [Tro09], known algorithms require solving constrained eigenvalue minimization problems, and are not known to have fast input sparsity time algorithms as Lewis weights do. Our result shows the following surprising message:
$\ell_{p}$ Lewis weights provide optimal approximations of $\ell_{p}$ by $\ell_{q}$, for all $q$.
We hope that our techniques will find further applications in functional analysis and theoretical computer science. In Section 5, we give our proof for the "change of density" theorem, and in Section 6, we give several immediate applications of our results to numerical linear algebra. In particular, we give the fastest known algorithms for $\ell_{p}$ linear regression with $\operatorname{poly}(d)$-factor relative error distortion and $\ell_{p}$ column subset selection. Both $\ell_{p}$ regression [Cla05, DDH ${ }^{+} 09$, BCLL18, APS19, AKPS19, AS20, ABKS21, JLS22] and $\ell_{p}$ column subset selection [SWZ17, CGK $\left.{ }^{+} 17, \mathrm{BKW17}, \mathrm{BBB}^{+} 19, \mathrm{DWZ}^{+} 19, \mathrm{MW} 21, \mathrm{JLL}^{+} 21\right]$ are extremely well-studied, and obtaining fast algorithms for these problems is important. Our results are summarized in Table 3.

### 1.5 The Subspace Sketch Problem with Large Approximation

As an application of Theorem 1.23, we obtain new tight bounds on the offline $\ell_{p}$ subspace sketch problem.
The offline subspace sketch problem captures the fundamental limits of dimension reduction in $\ell_{p}$ : with unbounded computation and access to $\mathbf{A}$, how much can $\mathbf{A}$ be compressed, as a function of the distortion $\Delta$ ? The work of [LWW21] studied this problem in the regime of $\Delta=(1+\varepsilon)$ for $\varepsilon \rightarrow 0$. Here, [LWW21] found surprising separations between $p \in 2 \mathbb{Z}$ and all other $p$, showing a lower bound of $\tilde{\Omega}\left(d / \varepsilon^{2}\right)$ bits of space required to store $Q_{p}$ for $p \in[1, \infty) \backslash 2 \mathbb{Z}$ for the "for each" guarantee, which separates these $p$ from $p \in 2 \mathbb{Z}$ due to an upper bound of $\tilde{O}\left(d^{p}\right)$ due to [Sch11]. For $\varepsilon=\Theta(1)$, they showed a lower bound of $\tilde{\Omega}\left(d^{p / 2}\right)$ for the "for each" guarantee and $\tilde{\Omega}\left(d^{p / 2+1}\right)$ for the "for all" guarantee, matching known upper bounds.

Although space bounds of the form $\tilde{O}\left(d^{p / 2} / \varepsilon^{2}\right)$ are possible for achieving $(1+\varepsilon)$ distortion [LT11], for large constant $p$, this space usage may already be problematic, especially if one is willing to tolerate a larger approximation factor. One could first observe that even for $p=\infty$, if one is willing to tolerate a distortion of $\sqrt{d}$, then it is possible to do better by using Löwner-John ellipsoids, since it only takes $O\left(d^{2}\right)$ words of space (or $O\left(d^{2} \log n\right)$ bits) to store the quadratic form for the Löwner-John ellipsoid for the convex set $\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A} \mathbf{x}\|_{p} \leq 1\right\}$. Taking this idea a step further, one could also store the quadratic form for the Lewis ellipsoid for $\mathbf{A}$ using $O\left(d^{2}\right)$ words to achieve a distortion of $O\left(d^{\frac{1}{2}-\frac{1}{p}}\right)$. However, these two upper bounds

|  | Distortion | Space | Passes |  |
| :---: | :---: | :---: | :---: | :---: |
| $2<p<4$ | $d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}$ | $d^{q / 2+1}$ | $\log \log n$ | Theorem 8.7 |
| $4 \leq p<\infty$ | $d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}$ | $d^{q / 2+1}+d^{\lfloor p / 4\rfloor+2}$ | $\log \log n$ | Theorem 8.12 |
| $4 \leq p<\infty$ | $d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}$ | $d^{q / 2+1}$ | $\log n$ | Theorem 8.14 |

Table 4: Results for streaming subspace sketch in the "for all" model, via Lewis weights. We suppress $O(1)$ factors in the distortion and poly $\log n$ factors in the space complexity.
jump from $d^{p / 2+1}$ space to $d^{2}$ space, which raises the question of whether it is possible to obtain a smooth trade-off. As another contribution, we answer this question in the affirmative, by applying our Theorem 1.23. Our trade-offs are summarized in Table 2 and visualized in Figure 1. The lower bounds of [LWW21] extend to the parameter regime we consider, and shows that our upper bounds are nearly optimal, up to logarithmic factors. Our algorithmic technique is to first approximate the $\ell_{p}$ norm by the $\ell_{q}$ norm using Theorem 1.23 with some $q<p$, and then to use a constant factor approximation to the $\ell_{q}$ norm using $O\left(d^{q / 2}\right)$ words of space for the "for each" guarantee or $\tilde{O}\left(d^{q / 2+1}\right)$ for the "for all" guarantee. This shows the following:

Optimal dimension reduction trade-offs for $\ell_{p}$ are achieved through approximations by $\ell_{q}$.
We discuss these results in Section 7.


Figure 1: Space vs distortion for the $\ell_{p}$ subspace sketch problem.

Finally, we also implement the algorithms above using multiple passes through the row arrival stream. The main technique is the implementation of Lewis weight approximation with $O\left(d^{2} \log n\right)$ bits of space, which requires suitable generalizations of Lewis weights that can be maintained with $O(\log n)$ bit complexity, as well as corresponding modifications to the Lewis weight sampling [CP15] and our change of density theorems. Note that although the pass complexity suffers compared to our earlier one-pass streaming algorithms, our results relying on Lewis weight computation over multiple passes allows for a new set of trade-offs in polynomial time. We summarize these results in Table 4.

### 1.6 Independent and Concurrent Work

In [MMO22] which appeared in COLT 2022, the authors give a one-pass streaming algorithm for approximating the Löwner-John ellipsoid of a convex hull which stores $O\left(d^{2}\right)$ floating point numbers and achieves a distortion of $O(\sqrt{d \log (R / r+1)})$, where $R$ is the radius of the smallest ball containing the input points and $r$ is the radius of the largest ball contained in the input points. The algorithm in [MMO22] is quite different from ours, analyzing an algorithm similar to that of [MSS10]. For real-valued inputs, their distortion is independent of $n$ while our Theorem 1.10 incurs a dependence on $\log n$. However, our algorithm offers a couple of other advantages over [MMO22]: (1) for integer matrices with polynomially bounded entries, our result improves upon [MMO22] by providing a $O(\sqrt{d \log n})$ distortion without further assumptions, whereas
the aspect ratio $R / r$ could be exponential in $d$; (2) our algorithm is a coreset algorithm, i.e., it only relies on storing a subset of the input points. We also note that they do not solve related $\ell_{p}$ subspace sketch algorithms, as we do.

## 2 Preliminaries

### 2.1 Notation

We often denote $\mathbf{A} \in \mathbb{R}^{n \times d}$ as an input matrix, and $\mathbf{a}_{i} \in \mathbb{R}^{d}$ by its rows as column vectors for $i \in[n]$. We use both $\mathbf{v}_{i}$ and $\mathbf{v}(i)$ to denote the $i$ th entry of a vector $\mathbf{v} \in \mathbb{R}^{n}$. For a matrix $\mathbf{A} \in \mathbb{R}^{n \times d}$ and a set $S \subseteq[n]$, we write $\left.\mathbf{A}\right|_{S}$ to mean the $|S| \times d$ matrix obtained by the rows of $\mathbf{A}$ indexed by $S$. For a matrix $\mathbf{A} \in \mathbb{R}^{n \times d}$, we denote the Moore-Penrose pseudoinverse of $\mathbf{A}$ as $\mathbf{A}^{-}$.

### 2.2 Lewis Weights

We recall the definition of $\ell_{p}$ Lewis weights and related notions. We start with the definition of leverage scores, which is used to define Lewis weights.

Definition 2.1 (Leverage scores $\left[\mathrm{CLM}^{+} 15\right]$ ). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$. The leverage scores of $\mathbf{A}$ are defined as

$$
\boldsymbol{\tau}_{i}(\mathbf{A}):=\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-} \mathbf{a}_{i}
$$

for each $i \in[n]$.
Lewis weights are then given by the following:
Definition $2.2\left(\ell_{p}\right.$ Lewis weights and bases [CP15]). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $0<p<\infty$. The $\ell_{p}$ Lewis weights of $\mathbf{A}$ are defined as the unique weights $\mathbf{w}_{i}^{p}(\mathbf{A})$ satisfying

$$
\mathbf{w}_{i}^{p}(\mathbf{A})=\boldsymbol{\tau}_{i}\left(\mathbf{W}^{p}(\mathbf{A})^{1 / 2-1 / p} \mathbf{A}\right)
$$

where $\mathbf{W}^{p}(\mathbf{A}):=\operatorname{diag}\left(\mathbf{w}^{p}(\mathbf{A})\right)$. Let $\mathbf{R} \in \mathbb{R}^{d \times d}$ be a change of basis matrix such that $\mathbf{W}^{p}(\mathbf{A})^{1 / 2-1 / p} \mathbf{A R}$ is orthonormal. Then, we call AR the Lewis basis.

Although the definition in Definition 2.2 is circular, it was shown in [Lew78, SZ01, CP15] that these indeed exist and are unique.

### 2.2.1 Approximate Lewis Weights

Many of our theorems will only rely on approximate Lewis weights, in the following sense:
Definition 2.3 (One-sided $\ell_{p}$ Lewis weights and bases (Definition 2.4 of [JLS22] ${ }^{7}$ )). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $p>0$ be an index. We say that $\mathbf{w} \in \mathbb{R}^{n}$ are one-sided $\ell_{p}$ Lewis weights if

$$
\mathbf{w}_{i} \geq \boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)
$$

where $\mathbf{W}:=\operatorname{diag}(\mathbf{w})$. Let $\mathbf{R} \in \mathbb{R}^{d \times d}$ be a change of basis matrix such that $\mathbf{W}^{1 / 2-1 / p} \mathbf{A R}$ is orthonormal. Then, we call AR a one-sided Lewis basis.

Definition 2.4 ( $\alpha$-approximate $\ell_{p}$ Lewis overestimates). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$, let $\alpha \geq 1$, and let $p>0$ be an index. We say that $\mathbf{w} \in \mathbb{R}^{n}$ are $\alpha$-approximate $\ell_{p}$ Lewis overestimates if the following hold:

- $\mathbf{w}_{i} \geq \mathbf{v}_{i}$ for all $i \in[n]$ for one-sided $\ell_{p}$ Lewis weights $\mathbf{v} \in \mathbb{R}^{n}$
- $\|\mathbf{w}\|_{1}=\sum_{i=1}^{n} \mathbf{w}_{i} \leq \alpha \cdot d$

[^4]Remark 2.5. The above notion of overestimation of $\ell_{p}$ Lewis weights combines two notions of overestimation in the literature, one in which $\mathbf{w}_{i}$ is greater than $\boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)$ (e.g. Definition 5.3.2 of [Lee16], Definition 2.4 of [JLS22]), and another in which $\mathbf{w}_{i}$ is greater than the true $\ell_{p}$ Lewis weights (e.g. [CP15], Theorem 2.11 of [MMWY21], Equation (1.5) of [FLPS22]). This additional flexibility will be useful to us when approximating Lewis weights in a stream.

Note that the above approximation is weaker than an $\alpha$-factor relative error approximation of every weight, which is considered in, e.g., [FLPS22]. In particular, this allows small Lewis weights to be distorted by an arbitrarily large factor, as long as the sum is bounded by $\alpha \cdot d$. For example, we can take every weight to be at least $1 / n$ by taking $\alpha \geq(1+1 / d)$, which allows us to obtain good bounds on bit complexity in streaming settings, which we will consider.

Theorem 2.6 (Fast Approximation of Lewis Weights). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $0<p<\infty$. There is an algorithm which computes $O(1)$-approximate $\ell_{p}$ Lewis weights which runs in time

$$
\tilde{O}\left(\operatorname{nnz}(\mathbf{A})+d^{\omega}\right),
$$

due to Lemma 7 of [CLM ${ }^{+}$15] for $p=2$, Lemma 2.4 of [CP15] for $0<p<4$, and Theorem 5.3.4 of [Lee16] for $p \geq 2$. Here, $\omega \approx 2.37286$ is the current exponent of fast matrix multiplication [AW21].

### 2.2.2 Properties of Lewis Weights

We start with basic facts about leverage scores inherited by Lewis weights.
Lemma 2.7. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $0<p<\infty$. Then, $\mathbf{w}_{i}^{p}(\mathbf{A}) \in[0,1]$ for each $i \in[n]$ and

$$
\sum_{i=1}^{n} \mathbf{w}_{i}^{p}(\mathbf{A})=d
$$

Proof. This follows from the fact that leverage scores sum to $d$, and that the $\ell_{p}$ Lewis weights are the leverage scores of a reweighted matrix.

It is well-known that the $\ell_{p}$ Lewis weights are exactly given by the row norms of Lewis bases, raised to the $p$ th power [Lew78, SZ01]. A similar relationship holds for one-sided Lewis weights:

Lemma 2.8. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $0<p<\infty$. The following hold: Let $\mathbf{w} \in \mathbb{R}^{n}$ be one-sided $\ell_{p}$ Lewis weights, and let $\mathbf{R}$ be the corresponding one-sided Lewis basis. Then, for each $i \in[n]$,

$$
\mathbf{w}_{i} \geq\left\|\mathbf{e}_{i}^{\top} \mathbf{A R}\right\|_{2}^{p}
$$

Proof. We have that

$$
\mathbf{w}_{i} \geq \boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)=\left\|\mathbf{e}_{i}^{\top} \mathbf{W}^{1 / 2-1 / p} \mathbf{A R}\right\|_{2}^{2}=\mathbf{w}_{i}^{1-2 / p}\left\|\mathbf{e}_{i}^{\top} \mathbf{A R}\right\|_{2}^{2}
$$

which rearranges to the desired result.
Another well-known fact is that Lewis weights bound the $\ell_{p}$ sensitivities of $\mathbf{A}$. The proof is elementary and is included in Lemma 2.5 of [MMWY21].

Lemma 2.9 (Lemma 2.5 of [MMWY21]). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $0<p<\infty$. Then,

$$
\sup _{\mathbf{x} \in \operatorname{rowspan}(\mathbf{A}) \backslash\{0\}} \frac{|[\mathbf{A} \mathbf{x}](i)|^{p}}{\|\mathbf{A x}\|_{p}^{p}} \leq d^{0 \vee(p / 2-1)} \mathbf{w}_{i}^{p}(\mathbf{A}) .
$$

We generalize the result to one-sided $\ell_{p}$ Lewis weights.

Lemma 2.10 (One-sided Lewis weights bound sensitivities). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $0<p<\infty$. Let $\mathbf{w} \in \mathbb{R}^{n}$ be one-sided $\ell_{p}$ Lewis weights. Then,

$$
\sup _{\mathbf{x} \in \operatorname{rowspan}(\mathbf{A}) \backslash\{0\}} \frac{|[\mathbf{A} \mathbf{x}](i)|^{p}}{\|\mathbf{A} \mathbf{x}\|_{p}^{p}} \leq\|\mathbf{w}\|_{1}^{0 \vee(p / 2-1)} \cdot \mathbf{w}_{i}
$$

Proof. The proofs follow the proofs for the usual $\ell_{p}$ Lewis weights. Let $\mathbf{R}$ be the one-sided $\ell_{p}$ Lewis basis for $\mathbf{w}$. We first claim that

$$
\|\mathbf{x}\|_{2} \leq\|\mathbf{w}\|_{1}^{0 \vee(1 / 2-1 / p)}\|\mathbf{A R} \mathbf{x}\|_{p}
$$

for any $\mathbf{x} \in \mathbb{R}^{d}$. Indeed, if $p \geq 2$, then

$$
\begin{array}{rlr}
\|\mathbf{x}\|_{2}^{2} & =\left\|\mathbf{W}^{1 / 2-1 / p} \mathbf{A R} \mathbf{x}\right\|_{2}^{2}=\sum_{i=1}^{n} \mathbf{w}_{i}^{1-2 / p}\left[\mathbf{e}_{i}^{\top} \mathbf{A R x}\right]^{2} & \text { Orthonormality } \\
& \leq\left[\sum_{i=1}^{n} \mathbf{w}_{i}\right]^{1-2 / p}\left[\sum_{i=1}^{n}\left|\mathbf{e}_{i}^{\top} \mathbf{A R} \mathbf{x}\right|^{p}\right]^{2 / p}=\|\mathbf{w}\|_{1}^{1-2 / p}\|\mathbf{A R} \mathbf{x}\|_{p}^{2} & \text { Hölder's inequality }
\end{array}
$$

and if $p \leq 2$, then

$$
\begin{aligned}
\|\mathbf{x}\|_{2}^{2} & =\left\|\mathbf{W}^{1 / 2-1 / p} \mathbf{A R} \mathbf{x}\right\|_{2}^{2}=\sum_{i=1}^{n} \mathbf{w}_{i}^{1-2 / p}\left[\mathbf{e}_{i}^{\top} \mathbf{A R x}\right]^{2-p}\left[\mathbf{e}_{i}^{\top} \mathbf{A R} \mathbf{x}\right]^{p} & & \text { Orthonormality } \\
& \leq \sum_{i=1}^{n} \mathbf{w}_{i}^{1-2 / p}\left\|\mathbf{e}_{i}^{\top} \mathbf{A R}\right\|_{2}^{2-p}\|\mathbf{x}\|_{2}^{2-p}\left[\mathbf{e}_{i}^{\top} \mathbf{A R} \mathbf{x}\right]^{p} & & \text { Cauchy-Schwarz } \\
& \leq \sum_{i=1}^{n} \mathbf{w}_{i}^{1-2 / p} \cdot \mathbf{w}_{i}^{2 / p-1}\|\mathbf{x}\|_{2}^{2-p}\left[\mathbf{e}_{i}^{\top} \mathbf{A R} \mathbf{x}\right]^{p}=\|\mathbf{x}\|_{2}^{2-p}\|\mathbf{A R x}\|_{p}^{p} & & \text { Lemma 2.8 }
\end{aligned}
$$

We then conclude by the following:

$$
\begin{aligned}
\frac{\|\left.[\mathbf{A R x}](i)\right|^{p}}{\|\mathbf{A R x}\|_{p}^{p}} & \leq \frac{\left\|\mathbf{e}_{i}^{\top} \mathbf{A R}\right\|_{2}^{p}\|\mathbf{x}\|_{2}^{p}}{\|\mathbf{A R x}\|_{p}^{p}} & & \text { Cauchy-Schwarz } \\
& \leq \mathbf{w}_{i} \frac{\|\mathbf{w}\|_{1}^{p / 2-1}\|\mathbf{A R x}\|_{p}^{p}}{\|\mathbf{A R x}\|_{p}^{p}}=\|\mathbf{w}\|_{1}^{0 \vee(p / 2-1)} \cdot \mathbf{w}_{i} & & \text { Lemma 2.8 }
\end{aligned}
$$

The fact that $\ell_{p}$ Lewis weights bound the $\ell_{p}$ sensitivities, along with several other properties, shows that sampling rows by Lewis weights is an algorithm for obtaining subspace embeddings with near-optimal dimension reduction, by a seminal result of [BLM89], which was introduced to the theoretical computer science literature by [CP15] in the context of fast algorithms for $\ell_{p}$ regression. For the purposes of our streaming algorithms that require bounded bit complexity, we need a generalization of these results that allow for the substitution of Lewis weights by one-sided $\ell_{p}$ Lewis weights. We show how to modify the proofs of [BLM89] to allow for this modification.

Theorem 2.11 (Subspace Embeddings via Lewis Weights). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $0<p<\infty$. Let $\mathbf{S} \in \mathbb{R}^{s \times n}$ be the matrix that samples $s$ rows independently and proportionally to $O(1)$-approximate $\ell_{p}$ Lewis weight overestimates $\mathbf{w}$ of $\mathbf{A}$ (Definition 2.4), and rescales them by $1 /\left(s \mathbf{w}_{i}\right)^{1 / p}$ whenever the ith row is sampled. There is a $s=d^{1 \vee(p / 2)} \operatorname{poly}\left(\log d, \varepsilon^{-1}, \log \delta^{-1}\right)^{8}$ such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq\|\mathbf{S A} \mathbf{x}\|_{q} \leq(1+\varepsilon)\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq 1-\delta
$$

Proof. Theorem 2.11 was stated in Theorem 7.1 of [CP15] only with $\delta=\Theta(1)$, with samples proportional to constant factor approximations to the Lewis weights, and $p \geq 1$, by using [BLM89]. However, by modifying

[^5]the proof of [BLM89], extensions to $1-\delta$ probability are possible, as well as replacing Lewis weights by one-sided Lewis weights.

Note first that $p \in(0,1)$ was shown by [MMWY21], by using Lewis bases and entropy estimates developed by [SZ01].

The extension to $1-\delta$ probability has been previously discussed in Theorem 4.2 in Appendix B. 1 of $[J L L+21]$, as well as [LWW21]. This is done by replacing the use of Bernstein bounds that hold with constant probability to $1-\delta$ probability by increasing the number of samples by a factor of $O\left(\log \delta^{-1}\right)$, wherever appropriate.

The extension to sampling using one-sided Lewis weights is new to the best of our knowledge, and we describe the necessary changes to [BLM89] here. The two places of [BLM89] where the properties of Lewis bases are used are in Lemma 4.5 and Proposition 4.6. In our language, Equation (4.26) of [BLM89] use the fact that the exact Lewis weights $\mathbf{w}$ and the Lewis basis AR, satisfy that

$$
\left\|\mathbf{e}_{i}^{\top} \mathbf{W}^{-1 / p} \mathbf{A R}\right\|_{2}^{2}=\mathbf{w}_{i}^{-2 / p}\left\|\mathbf{e}_{i}^{\top} \mathbf{A R}\right\|_{2}^{2}=1
$$

for every $i \in[n]$ and that $\mathbf{W}^{-1 / p} \mathbf{A R}$ has orthonormal columns under the measure $\mathbf{W}$, that is, that $\mathbf{W}^{1 / 2-1 / p} \mathbf{A R}$ has orthonormal columns in the usual sense. If $\mathbf{W}$ and $\mathbf{R}$ are instead the one-sided analogues, then $\mathbf{W}^{1 / 2-1 / p} \mathbf{A R}$ still has orthonormal columns by Definition 2.3, and Lemma 2.8 guarantees us that

$$
\left\|\mathbf{e}_{i}^{\top} \mathbf{W}^{-1 / p} \mathbf{A R}\right\|_{2}^{2}=\mathbf{w}_{i}^{-2 / p}\left\|\mathbf{e}_{i}^{\top} \mathbf{A R}\right\|_{2}^{2} \leq \mathbf{w}_{i}^{-2 / p} \mathbf{w}_{i}^{2 / p}=1
$$

This inequality goes in the right direction in Equation (4.27) of Lemma 4.5 as well as the inequality following the application of the Maurey-Khintchine inequality in Proposition 4.6, which means that the result still stays the same as well.

### 2.3 Streaming Algorithms

### 2.3.1 INDEX

In the INDEX problem, Alice has a set $A \subseteq[n]$ and Bob has an index $i \in[n]$. Alice then generates a message $M$ using a possibly randomized algorithm $\mathcal{A}$ as a function of $A$, and then passes the message $M$ to Bob. Bob must then determine whether $i \in A$ or not.

Theorem 2.12 (INDEX lower bound [KNR99]). Suppose $\mathcal{A}$ solves the INDEX problem with probability at least $2 / 3$. Then, $\mathcal{A}$ must use at least $\Omega(n)$ bits.

### 2.3.2 Frequency Moment Sketches

A fundamental problem in the streaming literature is to estimate the $\ell_{p}$ norm of a fixed vector $\mathbf{x} \in \mathbb{R}^{n}$ up to $(1+\varepsilon)$ relative error. Following a long line of research since [AMS99] (see [GW18] for the history of this results for this problem), the following is known:

Theorem 2.13 (Frequency Moment Sketches [GW18]). There is a distribution over $s \times n$ matrices $\mathbf{S}$ such that, given $\mathbf{S} \mathbf{x}$ for any $\mathbf{x} \in \mathbb{R}^{n}$, one can recover $\|\mathbf{x}\|_{p}^{p}$ up to a $(1+\varepsilon)$ factor distortion with probability at least $1-\delta$, for some

$$
s=O\left(n^{1-2 / p} \varepsilon^{-2} \log (1 / \delta)+n^{1-2 / p} \varepsilon^{-4 / p} \log ^{2 / p}(1 / \delta) \log n\right) .
$$

## 3 Streaming Subspace Sketch

In this section, we consider subspace sketch problem in the row arrival streaming setting. Throughout this section, we assume that $\mathbf{A} \in \mathbb{Z}^{n \times d}$ has integer entries bounded by poly $(n)$, unless explicitly stated. By replacing our use of bounds on online leverage scores for such matrices of $O(d \log n)$ (which we prove in Theorem 1.5) with $O\left(d \log \kappa^{\mathrm{OL}}\right)$ for real matrices (Lemma 3.3), we obtain similar results in the online coreset model for real matrices $\mathbf{A} \in \mathbb{R}^{n \times d}$ by replacing $\log n$ dependencies with $\log \kappa^{\mathrm{OL}}$ dependencies, where $\kappa^{\mathrm{OL}}$ is the online pseudo condition number of $\mathbf{A}$.

### 3.1 Sharper Online Numerical Linear Algebra

In this section, we introduce various definitions and lemmas concerning the so-called online leverage scores [CMP20, $\mathrm{BDM}^{+}$20], which are an "online" variant of the usual statistical leverage scores. Under standard bit complexity assumptions that the input points are integers bounded by poly $(n)$, we will substantially sharpen known results in this area by replacing $\log \kappa^{\mathrm{OL}}$ dependencies with $\log n$ dependencies, where $\kappa$ is the condition number of $\mathbf{A}$.

Definition 3.1 (Definition 2.1 of $\left[\mathrm{BDM}^{+} 20\right]$, Theorem 2.2 of [CMP20]). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$. Then, for each $i \in[n]$, the ith online leverage score is defined as

$$
\boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A}):= \begin{cases}\min \left\{\mathbf{a}_{i}^{\top}\left(\mathbf{A}_{i-1}^{\top} \mathbf{A}_{i-1}\right)^{-} \mathbf{a}_{i}, 1\right\} & \mathbf{a}_{i} \in \operatorname{rowspan}\left(\mathbf{A}_{i-1}\right) \\ 1 & \text { otherwise }\end{cases}
$$

where $\mathbf{A}_{j} \in \mathbb{R}^{j \times d}$ denotes the submatrix of $\mathbf{A}$ formed by the first $j$ rows.
We require the following standard lemma relating online leverage scores and sensitivities:
Lemma 3.2. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $\mathbf{a} \in \operatorname{rowspan}(\mathbf{A})$. Then,

$$
\sup _{\mathbf{x} \in \text { rowspan }(\mathbf{A}) \backslash\{0\}} \frac{\langle\mathbf{a}, \mathbf{x}\rangle^{2}}{\|\mathbf{A} \mathbf{x}\|_{2}^{2}}=\mathbf{a}^{\top}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-} \mathbf{a}
$$

Proof. Let $\mathbf{A}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{\top}$ be the truncated SVD of $\mathbf{A}$. Then, $\mathbf{a}=\mathbf{V} \mathbf{b}$ for some $\mathbf{b} \in \mathbb{R}^{\operatorname{rank}(\mathbf{A})}$. For any $\mathbf{x} \in \operatorname{rowspan}(\mathbf{A}) \backslash\{0\}$, let $\mathbf{y}=\boldsymbol{\Sigma} \mathbf{V}^{\top} \mathbf{x}$. Then,

$$
\begin{aligned}
\frac{\langle\mathbf{a}, \mathbf{x}\rangle^{2}}{\|\mathbf{A} \mathbf{x}\|_{2}^{2}} & =\frac{\left\langle\mathbf{V} \boldsymbol{\Sigma} \boldsymbol{\Sigma}^{-1} \mathbf{b}, \mathbf{x}\right\rangle^{2}}{\|\mathbf{U} \mathbf{y}\|_{2}^{2}} & & \mathbf{a}=\mathbf{V} \mathbf{b} \\
& =\frac{\left\langle\boldsymbol{\Sigma}^{-1} \mathbf{b}, \boldsymbol{\Sigma} \mathbf{V}^{\top} \mathbf{x}\right\rangle^{2}}{\|\mathbf{y}\|_{2}^{2}} & & \mathbf{U} \text { has orthonormal columns } \\
& =\left\langle\boldsymbol{\Sigma}^{-1} \mathbf{b}, \mathbf{y} /\|\mathbf{y}\|\right\rangle^{2} & & \mathbf{y}=\boldsymbol{\Sigma}^{\top} \mathbf{x}
\end{aligned}
$$

The supremum over all $\mathbf{x}$ is equal to

$$
\left\|\boldsymbol{\Sigma}^{-1} \mathbf{b}\right\|_{2}^{2}=\mathbf{b}^{\top} \boldsymbol{\Sigma}^{-2} \mathbf{b}
$$

by the Cauchy-Schwarz inequality and its tightness. This is equal to

$$
\mathbf{a}^{\top}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-} \mathbf{a}=\mathbf{b}^{\top} \mathbf{V}^{\top}\left(\mathbf{V} \boldsymbol{\Sigma}^{2} \mathbf{V}^{\top}\right)^{-} \mathbf{V} \mathbf{b}=\mathbf{b}^{\top} \boldsymbol{\Sigma}^{-2} \mathbf{b}
$$

as claimed.
Just as the sum of leverage scores is bounded by $d$ (Lemma 2.7), the sum of online ridge leverage scores, which is a regularized variant of online leverage scores, is known to have a small sum, although not as small as their offline counterparts.

Lemma 3.3 (Lemma 2.2 of [ $\left.\mathrm{BDM}^{+} 20\right]$, Theorem 2.2 of [CMP20]). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $\lambda>0$. Define the ridge leverage scores of $\mathbf{A}$ as

$$
\boldsymbol{\tau}_{i}^{\lambda, \mathrm{OL}}(\mathbf{A}):=\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{A}+\lambda \mathbf{I}_{d}\right)^{-1} \mathbf{a}_{i}
$$

Then,

$$
\sum_{i=1}^{n} \boldsymbol{\tau}_{i}^{\lambda, \mathrm{OL}}(\mathbf{A})=O\left(d \log \frac{\|\mathbf{A}\|_{2}}{\lambda}\right)
$$

By setting $\lambda$ to be smaller than the minimum singular value of $\mathbf{A}_{i}^{\top} \mathbf{A}_{i}$ for any $i \in[n]$, this corresponds to a bound of $O\left(d \log \kappa^{\mathrm{OL}}\right)$, where $\kappa^{\mathrm{OL}}$ is the online condition number of $\mathbf{A}$.

We now sharpen the above bound for integer matrices with bounded entries. To do so, we will need the notion of a pseudodeterminant.

Definition 3.4 (Pseudodeterminant). Let $\mathbf{M} \in \mathbb{R}^{d \times d}$ be a symmetric matrix of rank $r$. Then, the pseudodeterminant $\operatorname{pdet}(\mathbf{M})$ of $\mathbf{M}$ is the product of the nonzero eigenvalues of $\mathbf{M}$.

We need the following simple lemmas which dictate the evolution of pseudodeterminants under row additions. The first shows how to handle the additional of orthogonal rows.

Lemma 3.5. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $\mathbf{a} \in \mathbb{R}^{d}$ be a vector that is orthogonal to the row span of $\mathbf{A}$. Then,

$$
\operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}+\mathbf{a} \mathbf{a}^{\top}\right)=\|\mathbf{a}\|_{2}^{2} \cdot \operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}\right)
$$

Proof. Let $\mathbf{A}=\mathbf{U} \boldsymbol{\Sigma} \mathbf{V}^{\top}$. Note that the SVD of the concatenation $\mathbf{A}^{\prime} \in \mathbb{R}^{(n+1) \times d}$ of $\mathbf{A}$ and $\mathbf{a}$ is

$$
\mathbf{A}^{\prime}=\binom{\mathbf{A}}{\mathbf{a}}=\left(\begin{array}{cc}
\mathbf{U} & 0 \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
\boldsymbol{\Sigma} & 0 \\
0 & \|\mathbf{a}\|_{2}
\end{array}\right)\binom{\mathbf{V}^{\top}}{\mathbf{a}^{\top} /\|\mathbf{a}\|_{2}}
$$

Thus,

$$
\operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}+\mathbf{a} \mathbf{a}^{\top}\right)=\operatorname{pdet}\left(\mathbf{A}^{\prime \top} \mathbf{A}^{\prime}\right)=\|\mathbf{a}\|_{2}^{2} \prod_{j=1}^{d} \sigma_{j}^{2}=\|\mathbf{a}\|_{2}^{2} \cdot \operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}\right)
$$

as claimed.
Our second lemma is a generalization of the matrix determinant lemma to pseudodeterminants.
Lemma 3.6 (Matrix Pseudodeterminant Lemma). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $\mathbf{a} \in \mathbb{R}^{d}$ be a vector that is in the row span of $\mathbf{A}$. Then,

$$
\operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}+\mathbf{a} \mathbf{a}^{\top}\right)=\operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}\right)\left(1+\mathbf{a}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-} \mathbf{a}\right)
$$

Proof. Let $\mathbf{A}=\mathbf{U} \mathbf{\Sigma} \mathbf{V}^{\top}$ be the truncated SVD of $\mathbf{A}$. Since $\mathbf{a}$ is in the row span of $\mathbf{V}$, we may write $\mathbf{a}=\mathbf{V b}$ for some $\mathbf{b} \in \mathbb{R}^{r}$, where $r=\operatorname{rank}(\mathbf{A})$. Then,

$$
\begin{array}{rlr}
\operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}+\mathbf{a} \mathbf{a}^{\top}\right) & =\operatorname{pdet}\left(\boldsymbol{\Sigma}^{2}+\mathbf{b} \mathbf{b}^{\top}\right) \\
& =\operatorname{det}\left(\boldsymbol{\Sigma}^{2}+\mathbf{b} \mathbf{b}^{\top}\right) \\
& =\operatorname{det}\left(\boldsymbol{\Sigma}^{2}\right)\left(1+\mathbf{b}^{\top} \boldsymbol{\Sigma}^{-2} \mathbf{b}\right) \\
& =\operatorname{pdet}\left(\mathbf{V} \boldsymbol{\Sigma}^{2} \mathbf{V}^{\top}\right)\left(1+\mathbf{b}^{\top} \mathbf{V}^{\top}\left(\mathbf{V} \boldsymbol{\Sigma}^{-2} \mathbf{V}^{\top}\right) \mathbf{V b}\right) \\
& =\operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}\right)\left(1+\mathbf{a}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-} \mathbf{a}\right) & \\
\text { matrix determinant lemma } \\
\end{array}
$$

as desired.
We also need the following identity found in [GK10], which states that the volume of a parallelotope is given by both the determinant of the Gram matrix as well as the product of the heights of the dimensions of the parallelotope.
Lemma 3.7 (Determinant volume identity [GK10]). Let $\mathbf{A} \in \mathbb{R}^{r \times d}$ have linearly independent rows. Then,

$$
\sqrt{\operatorname{det}\left(\mathbf{A} \mathbf{A}^{\top}\right)}=\prod_{i=1}^{r}\left\|\mathbf{a}_{i}^{\perp}\right\|_{2}
$$

where $\mathbf{a}_{1}^{\perp}=\mathbf{a}_{1}$ and $\mathbf{a}_{i}^{\perp}$ is the projection of $\mathbf{a}_{i}$ onto the orthogonal complement of the row span of $\mathbf{A}_{i-1}$ for $i \geq 2$.

We now prove the following main theorem of this section.
Theorem 1.5 (Sum of Online Leverage Scores). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ have entries bounded by poly $(n)$. Then,

$$
\sum_{i=1}^{n} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A})=O(d \log n)
$$

Proof. Our proof is a careful improvement of the original proof by [CMP20] under our bit complexity assumption. Let $i \in[n]$. If $\mathbf{a}_{i+1}$ is in the row span of $\mathbf{A}_{i}$, then by Lemma 3.6, we have that

$$
\begin{aligned}
\operatorname{pdet}\left(\mathbf{A}_{i+1}^{\top} \mathbf{A}_{i+1}\right) & =\operatorname{pdet}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}\right)\left(1+\mathbf{a}_{i+1}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}\right)^{-} \mathbf{a}_{i+1}\right) \\
& \geq \operatorname{pdet}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}\right)\left(1+\boldsymbol{\tau}_{i+1}^{\mathrm{OL}}(\mathbf{A})\right) \\
& \geq \operatorname{pdet}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}\right) \exp \left(\boldsymbol{\tau}_{i+1}^{\mathrm{OL}}(\mathbf{A}) / 2\right)
\end{aligned}
$$

and otherwise, let $\mathbf{a}_{i+1}=\mathbf{a}_{i+1}^{\|}+\mathbf{a}_{i+1}^{\perp}$, where $\mathbf{a}^{\|}$is the projection of $\mathbf{a}_{i+1}$ onto the row span of $\mathbf{A}_{i}$ and $\mathbf{a}^{\perp}$ is the residual. We have that

$$
\begin{aligned}
\operatorname{pdet}\left(\mathbf{A}_{i+1}^{\top} \mathbf{A}_{i+1}\right) & =\operatorname{pdet}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}+\mathbf{a}_{i+1} \mathbf{a}_{i+1}^{\top}\right) & & \\
& =\operatorname{pdet}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}+\mathbf{a}_{i+1}^{\|}\left(\mathbf{a}_{i+1}^{\|}\right)^{\top}+\mathbf{a}_{i+1}^{\perp}\left(\mathbf{a}_{i+1}^{\perp}\right)^{\top}\right) & & \text { Lemma } 3.5 \\
& =\left\|\mathbf{a}_{i+1}^{\perp}\right\|_{2}^{2} \cdot \operatorname{pdet}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}+\mathbf{a}_{i+1}^{\|}\left(\mathbf{a}_{i+1}^{\|}\right)^{\top}\right) & & \text { Lemma } 3.6 \\
& =\left\|\mathbf{a}_{i+1}^{\perp}\right\|_{2}^{2} \cdot \operatorname{pdet}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}\right)\left(1+\mathbf{a}_{i+1}^{\|}\left(\mathbf{A}_{i}^{\top} \mathbf{A}\right)^{-} \mathbf{a}_{i+1}^{\|}\right) & & \\
& \geq\left\|\mathbf{a}_{i+1}^{\perp}\right\|_{2}^{2} \cdot \operatorname{pdet}\left(\mathbf{A}_{i}^{\top} \mathbf{A}_{i}\right) & &
\end{aligned}
$$

Now let $S \subseteq[n]$ denote the at most $d$ indices such that $\mathbf{a}_{i}$ is not in the row span of $\mathbf{A}_{i-1}$. Note that we take $1 \in S$ so that $\mathbf{a}_{1}^{\perp}=\mathbf{a}_{1}$. We then have by induction that

$$
\begin{aligned}
\operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}\right)=\operatorname{pdet}\left(\mathbf{A}_{n}^{\top} \mathbf{A}_{n}\right) & \geq \prod_{i \in[n] \backslash S} \exp \left(\boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A}) / 2\right) \prod_{j \in S}\left\|\mathbf{a}_{j}^{\perp}\right\|_{2}^{2} \\
& =\exp \left(\frac{1}{2} \sum_{i \in[n] \backslash S} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A})\right) \prod_{j \in S}\left\|\mathbf{a}_{j}^{\perp}\right\|_{2}^{2} \\
& =\exp \left(\frac{1}{2} \sum_{i \in[n] \backslash S} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A})\right) \operatorname{det}\left(\left.\left.\mathbf{A}\right|_{S} \mathbf{A}\right|_{S} ^{\top}\right) \quad \text { Lemma } 3.7
\end{aligned}
$$

where $\left.\mathbf{A}\right|_{S}$ is the restriction of $\mathbf{A}$ to the rows indexed by $S$. By bounding each eigenvalue by the operator norm, we have that $\operatorname{pdet}\left(\mathbf{A}^{\top} \mathbf{A}\right) \leq\left\|\mathbf{A}^{\top} \mathbf{A}\right\|_{2}^{d} \leq \operatorname{poly}(n)^{d}$. Furthermore, since $\left.\left.\mathbf{A}\right|_{S} \mathbf{A}\right|_{S} ^{\top}$ is a nonsingular integer Gram matrix, it has positive integer determinant, which is in particular at least 1. We thus have that

$$
\exp \left(\frac{1}{2} \sum_{i \in[n] \backslash S} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A})\right) \leq \operatorname{poly}(n)^{d} \Longrightarrow \sum_{i \in[n] \backslash S} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A}) \leq O(d \log n)
$$

Finally, $|S| \leq d$, which implies that

$$
\sum_{i=1}^{n} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A})=\sum_{i \in[n] \backslash S} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A})+\sum_{i \in S} \boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A}) \leq O(d \log n)+d=O(d \log n)
$$

as claimed.
We next recall the notion of online $\ell_{p}$ sensitivities.
Definition 3.8 (Online $\ell_{p}$ Sensitivities (Definition 4.1 of $\left.\left[\mathrm{BDM}^{+} 20\right]\right)$ ). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $1 \leq p<\infty$. Then, for each $i \in[n]$, the $i$ th online $\ell_{p}$ sensitivity is defined as

$$
\mathbf{s}_{i}^{p, \mathrm{OL}}(\mathbf{A}):= \begin{cases}\min \left\{\sup _{\mathbf{x} \in \operatorname{rowspan}\left(\mathbf{A}_{i-1}\right) \backslash\{0\}} \frac{\left|\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle\right|^{p}}{\left\|\mathbf{A}_{i-1}\right\|_{p}^{p}}, 1\right\} & \mathbf{a}_{i} \in \operatorname{rowspan}\left(\mathbf{A}_{i-1}\right) \\ 1 & \text { otherwise }\end{cases}
$$

where $\mathbf{A}_{j} \in \mathbb{R}^{j \times d}$ denotes the submatrix of $\mathbf{A}$ formed by the first $j$ rows.

Note that the online $\ell_{2}$ sensitivities coincide with the online leverage scores. By a reduction in [ $\left.\mathrm{BDM}^{+} 20\right]$, this also implies improvements in the sum of online $\ell_{p}$ sensitivities. We will use this in our algorithms.
Theorem 3.9 (Sum of Online $\ell_{p}$ Sensitivities). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ be an integer matix with entries bounded by $\operatorname{poly}(n)$. Let $2<p<\infty$. Then,

$$
\sum_{i=1}^{n} \mathbf{s}_{i}^{p, \mathrm{OL}}(\mathbf{A})=O(d \log n)^{p / 2}
$$

If $\mathbf{A} \in \mathbb{R}^{n \times d}$ is a real matrix with online pseudo condition number $\kappa^{\mathrm{OL}}$, then

$$
\sum_{i=1}^{n} \mathbf{s}_{i}^{p, \mathrm{OL}}(\mathbf{A})=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)^{p / 2}
$$

Proof. The second result for real-valued matrices is Corollary 3.9 of [WY22]. For the first result, we apply Corollary 3.11 of [WY22] with a carefully rounded set of online one-sided $\ell_{p}$ Lewis weights $\mathbf{w}$ (Definition 3.10 of [WY22]) so that the reweighted matrix $\mathbf{W}^{1 / 2-1 / p} \mathbf{A}$ is integer, which allows us to bound the sum $\|\mathbf{w}\|_{1}$ by $O(d \log n)$.

We slightly modify the deterministic construction of online one-sided $\ell_{p}$ Lewis weights in [WY22], in which weights $\mathbf{w}$ are iteratively generated by computing

$$
\mathbf{w}_{i} \leftarrow \Theta\left(\min \left\{1,\left[\mathbf{a}_{i}^{\top}\left(\mathbf{A}_{i-1}^{\top} \mathbf{W}_{i-1}^{1-2 / p} \mathbf{A}_{i-1}\right)^{-} \mathbf{a}_{i}\right]^{p / 2}\right\}\right)
$$

We instead compute

$$
\mathbf{w}_{i} \leftarrow \operatorname{round}\left(\max \left\{\min \left\{1,\left[\mathbf{a}_{i}^{\top}\left(\mathbf{A}_{i-1}^{\top} \mathbf{W}_{i-1}^{1-2 / p} \mathbf{A}_{i-1}\right)^{-} \mathbf{a}_{i}\right]^{p / 2}\right\}, \frac{1}{n}\right\}\right)
$$

where round rounds up to the nearest integer power of 2 . We first bound the sum. If $\mathbf{w}_{i}=1 / n$, then the sum of these is bounded by 1 , so consider $\mathbf{w}_{i}$ that is larger than $1 / n$. Then,

$$
\mathbf{w}_{i} \leq 2\left[\mathbf{a}_{i}^{\top}\left(\mathbf{A}_{i-1}^{\top} \mathbf{W}_{i-1}^{1-2 / p} \mathbf{A}_{i-1}\right)^{-} \mathbf{a}_{i}\right]^{p / 2} \Longrightarrow \mathbf{w}_{i} \leq 2^{2 / p} \cdot \boldsymbol{\tau}_{i}^{\mathrm{OL}}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)
$$

and since $\mathbf{W}^{1 / 2-1 / p} \mathbf{A}$ scaled up by $\Theta\left(n^{1 / 2-1 / p}\right)$ is an integer matrix, we have that

$$
\sum_{i=1}^{n} \mathbf{w}_{i} \leq O(d \log n)
$$

by Theorem 1.5. Since $\mathbf{w}$ also has the online one-sided $\ell_{p}$ Lewis weight property, Corollary 3.10 [WY22] shows the desired result.

### 3.2 Online Coresets for $\ell_{\infty}$ Subspace Sketch: $\operatorname{poly}(d)$ Distortion, poly $(d)$ Space

We now show our streaming subspace sketch algorithm for $\ell_{\infty}$.

### 3.2.1 Algorithm for $\ell_{\infty}$

We show the following guarantee for Algorithm 1:
Theorem 3.10. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ such that for any subset $S^{\prime} \subseteq[n]$, the sum of online leverage scores is bounded by

$$
\sum_{i \in S^{\prime}} \tau_{i}^{\mathrm{OL}}\left(\left.\mathbf{A}\right|_{S^{\prime}}\right) \leq T
$$

and let $S$ be the output of Algorithm 1. Then:

- $|S| \leq O(T)$

```
Algorithm 1 Online \(\ell_{\infty}\) Subspace Sketch Coreset
input: \(\mathbf{A} \in \mathbb{Z}^{n \times d}\).
output: Coreset \(S \subseteq[n]\).
    \(S \leftarrow \varnothing\)
    for \(i \in[n]\) do
        if \(\exists \mathbf{x} \in \mathbb{R}^{n}:\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle^{2} \geq\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{2}^{2}\) then
            \(S \leftarrow S \cup\{i\}\)
    return \(S\)
```

- $\frac{1}{\Delta}\|\mathbf{A} \mathbf{x}\|_{\infty} \leq\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty} \leq\|\mathbf{A} \mathbf{x}\|_{\infty}$ for all $\mathbf{x} \in \mathbb{R}^{d}$, for $\Delta=O(\sqrt{T})$.

In particular, if $\mathbf{A} \in \mathbb{Z}^{n \times d}$ is an integer matrix with entries bounded by poly $(d)$, then by storing the rows of $S$, we obtain an algorithm for the streaming $\ell_{\infty}$ subspace sketch problem using $O\left(d^{2} \log ^{2} n\right)$ bits of space, and if $\mathbf{A} \in \mathbb{R}^{n \times d}$ has online pseudo condition number $\kappa^{\mathrm{OL}}$, then we obtain an online coreset algorithm storing at most $O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$ rows and achieves distortion at most $\left.O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right.}\right)\right)$.

Proof. We first bound $|S|$. Note that for every $i \in S$,

$$
\boldsymbol{\tau}_{i}^{\mathrm{OL}}\left(\left.\mathbf{A}\right|_{S}\right)=\Omega(1)
$$

since if $\mathbf{a}_{i} \in \operatorname{rowspan}\left(\left(\left.\mathbf{A}\right|_{S}\right)_{i-1}\right)$, then by line 3 and Lemma 3.2,

$$
\boldsymbol{\tau}_{i}^{\mathrm{OL}}\left(\left.\mathbf{A}\right|_{S}\right)=\sup _{\mathbf{x} \in \operatorname{rowspan}\left(\left(\left.\mathbf{A}\right|_{S}\right)_{i-1}\right) \backslash\{0\}} \frac{\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle^{2}}{\left\|\left(\left.\mathbf{A}\right|_{S}\right)_{i-1} \mathbf{x}\right\|_{2}^{2}} \geq 1
$$

while if $\mathbf{a}_{i} \notin \operatorname{rowspan}\left(\left(\left.\mathbf{A}\right|_{S}\right)_{i-1}\right)$, then $\boldsymbol{\tau}_{i}^{\mathrm{OL}}\left(\left.\mathbf{A}\right|_{S}\right)=1$. Since the online leverage scores of $\mathbf{A}_{S}$ sum to at most $T$, it follows that $|S| \leq O(T)$.

Next, we bound the distortion $\Delta$. Note that $\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty} \leq\|\mathbf{A x}\|_{\infty}$ is trivial, so it suffices to show the lower bound. Let $\mathbf{x} \in \mathbb{R}^{d}$ and let $i_{*} \in[n]$ satisfy $\|\mathbf{A} \mathbf{x}\|_{\infty}=\left|\left\langle\mathbf{a}_{i_{*}}, \mathbf{x}\right\rangle\right|$, i.e., the row that witnesses the max. If $i_{*} \in S$, then we already have that

$$
\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty} \geq\|\mathbf{A} \mathbf{x}\|_{\infty}
$$

so assume that $i_{*} \notin S$. Then,

$$
\begin{aligned}
\|\mathbf{A} \mathbf{x}\|_{\infty}^{2} & =\left\langle\mathbf{a}_{i_{*}}, \mathbf{x}\right\rangle^{2} \\
& \leq\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{2}^{2} \\
& \leq|S| \cdot\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty}^{2} \\
& \leq O(T)\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty}^{2}
\end{aligned}
$$

$$
\leq\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{2}^{2} \quad \text { Line } 3
$$

which yields the claimed bound on $\Delta$. The guarantee for streaming algorithms for $\mathbf{A}$ with bounded bit complexity follow from online leverage score bound from Theorem 1.5. The guarantee for online coreset algorithms follows from Lemma 3.3 and by noting that

$$
\kappa^{\mathrm{OL}}\left(\mathbf{A}_{S}\right) \leq n \cdot \kappa^{\mathrm{OL}}(\mathbf{A})
$$

since for any $i \in[n]$,

$$
\begin{aligned}
\left\|\left(\mathbf{A}_{S}\right)_{i}^{-}\right\|_{2}^{-1} & =\min _{\|\mathbf{x}\|_{2}=1, \mathbf{x} \in \operatorname{rowspan}\left(\left(\left.\mathbf{A}\right|_{S}\right)_{i}\right)}\left\|\left(\left.\mathbf{A}\right|_{S}\right)_{i} \mathbf{x}\right\|_{2} \\
& \geq \min _{\|\mathbf{x}\|_{2}=1, \mathbf{x} \in \operatorname{rowspan}\left(\left(\left.\mathbf{A}\right|_{S}\right)_{i}\right)}\left\|\left(\left.\mathbf{A}\right|_{S}\right)_{i} \mathbf{x}\right\|_{\infty} \\
& \geq \frac{1}{\Delta} \min _{\|\mathbf{x}\|_{2}=1, \mathbf{x} \in \operatorname{rowspan}\left(\left(\left.\mathbf{A}\right|_{S}\right)_{i}\right)}\left\|\mathbf{A}_{i} \mathbf{x}\right\|_{\infty} \\
& \geq \frac{1}{\Delta \sqrt{n}}\|\mathbf{x}\|_{2}=1, \mathbf{x} \in \operatorname{rowspan}\left(\left(\left.\mathbf{A}\right|_{S}\right)_{i}\right)
\end{aligned}\left\|\mathbf{A}_{i} \mathbf{x}\right\|_{2} \geq \frac{1}{n}\left\|\mathbf{A}_{i}^{-}\right\|_{2}^{-1} .
$$

Note that we use that $S$ has the $\ell_{\infty}$ subspace embedding guarantee here, rather than using an upper bound on $T$.

Remark 3.11. It is not hard to see that $\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{2}$ can be used as the subspace sketch estimator in Theorem 3.10 instead of $\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty}$. In this case, one can obtain a space complexity of $O\left(d^{2} \log n\right)$ bits of space instead of $O\left(d^{2} \log ^{2} n\right)$, by storing the quadratic form $\left.\left.\mathbf{A}\right|_{S} ^{\top} \mathbf{A}\right|_{S} \in \mathbb{Z}^{d \times d}$. In particular, we obtain an ellipsoid $\left\{\mathbf{x} \in \mathbb{R}^{d}:\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{2} \leq 1\right\}$ approximating the polytope $\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A} \mathbf{x}\|_{\infty} \leq 1\right\}$ up to a factor of $O(\sqrt{d \log n})$. If we instead just store the rows themselves in the online coreset model, we store $O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$ rows for a distortion of $O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ betwen the polytope and ellipsoid. See also Theorem 1.10.

### 3.2.2 Nearly Input Sparsity Time

Here, we show how to process the rows of $\mathbf{A}$ in batches to make Algorithm 1 run in input sparsity time. We first use the observation of [CMP20, $\left.\mathrm{BDM}^{+} 20\right]$ that batch processing of rows can only shrink the online leverage scores, since for a batch $B \subseteq[n]$ and a row $j \in B$,

$$
\boldsymbol{\tau}_{j}^{\mathrm{OL}}(\mathbf{A})=\sup _{\mathbf{x}} \frac{\left\langle\mathbf{a}_{j}, \mathbf{x}\right\rangle^{2}}{\left\|\mathbf{A}_{j-1} \mathbf{x}\right\|_{2}^{2}} \geq \sup _{\mathbf{x}} \frac{\left\langle\mathbf{a}_{j}, \mathbf{x}\right\rangle^{2}}{\left\|\mathbf{A}_{B} \mathbf{x}\right\|_{2}^{2}}=\boldsymbol{\tau}_{j}\left(\mathbf{A}_{B}\right)
$$

To determine the appropriate batch size, note that the size of the coreset $S$ is still at most $|S| \leq O(d \log n)$, so we only ever compute leverage scores of a matrix with $B+O(d \log n)$ rows. By Theorem 2.6, this requires time at most

$$
\tilde{O}\left(\left(\mathrm{nnz}\left(\left.\mathbf{A}\right|_{B}\right)+d^{2} \log n\right)+d^{\omega}\right)
$$

Thus, if the batch size is $O\left(d^{\omega} \log n\right)$ rows, then the running time is at most $\tilde{O}(\operatorname{nnz}(\mathbf{A}))$.

### 3.2.3 Online Coreset Lower Bounds

We now show a lower bound for the number of rows stored by an online coreset algorithm for the $\ell_{\infty}$ subspace sketch problem. Our reasoning is similar to the online coreset lower bound in Section 5 of [CMP20].

Theorem 3.12 ( $\ell_{\infty}$ Online Coreset Lower Bound). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$. Suppose an algorithm $\mathcal{A}$ selects rows $S \subseteq[n]$ and corresponding weights $\mathbf{w} \in \mathbb{R}^{S}$ in an online manner such that

$$
\text { for all } \mathbf{x} \in \mathbb{R}^{d}, \quad\|\mathbf{A} \mathbf{x}\|_{\infty} \leq\left\|\left.\operatorname{diag}(\mathbf{w}) \mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty} \leq \Delta\|\mathbf{A} \mathbf{x}\|_{\infty}
$$

with probability at least $1 / 2$. Then, $\mathcal{A}$ must select at least $\Omega\left(d \log _{\Delta} \kappa^{\mathrm{OL}}\right)$ in expectation.
Proof. For any large $M$, we construct a distribution on inputs $\mathbf{A}$ with $\kappa^{\mathrm{OL}}(\mathbf{A}) \leq O(M)$ for which any deterministic online row selection algorithm $\mathcal{A}$ that succeeds with probability at least $1 / 2$ must output $\Omega\left(d \log _{\Delta} \kappa^{\mathrm{OL}}\right)$ rows in expectation. This yields the conclusion by Yao's minimax principle.

Our input distribution over $n \times(d+1)$ matrices is as follows. We select an integer $N$ uniformly at random from $\left[\left\lceil\log _{2 \Delta} M\right\rceil\right]$. We always stream a copy of the $(d+1) \times(d+1)$ identity matrix. We then stream the rows of $N$ copies of the $d \times d$ identity matrix concatenated with an all zeros column, where the $i$ th copy of the identity matrix gets scaled by $(2 \Delta)^{i}$. Note that for this $\mathbf{A}$, the condition number is at most $O(N) \leq O(M)$. Note that the deterministic algorithm must be correct for at least $1 / 2$ of the $\left\lceil\log _{2 \Delta} M\right\rceil$ choices of $N$.

Let $i$ be the lowest choice of $N$ for which $\mathcal{A}$ is correct. Note that $\mathcal{A}$ must output at least $d$ rows even to preserve the rank. Let $\mathbf{A}_{i}$ denote the concatenation of the first $i$ scaled identities, and let the weighted coreset output be $\tilde{\mathbf{A}}_{i}$. We then have that

$$
\begin{equation*}
\text { for all } \mathbf{x} \in \mathbb{R}^{d}, \quad\left\|\mathbf{A}_{i} \mathbf{x}\right\|_{\infty} \leq\left\|\tilde{\mathbf{A}}_{i} \mathbf{x}\right\|_{\infty} \leq \Delta\left\|\mathbf{A}_{i} \mathbf{x}\right\|_{\infty} \tag{1}
\end{equation*}
$$

Now let $j$ be the second lowest choice of $N$ for which $\mathcal{A}$ is correct. On this input, note that $\mathcal{A}$ has already kept $d$ rows from being correct on the first $i$ copies of the scaled identities, which satisfies Equation (1). Now between, suppose for contradiction that $\mathcal{A}$ fails to store at least $d$ rows between inputs $i$ and $j$. Then, for some column, say the first column, $\mathcal{A}$ fails to store any row with a nonzero entry in that column. Thus,

$$
\left\|\tilde{\mathbf{A}}_{j} \mathbf{e}_{1}\right\|_{\infty}=\left\|\tilde{\mathbf{A}}_{i} \mathbf{e}_{1}\right\|_{\infty} \leq \Delta\left\|\mathbf{A}_{i} \mathbf{e}_{1}\right\|_{\infty}=(2 \Delta)^{i} \Delta<(2 \Delta)^{j}=\left\|\mathbf{A}_{j} \mathbf{e}_{1}\right\|_{\infty}
$$

which contradicts that $\mathcal{A}$ is correct. Thus, $\mathcal{A}$ must keep at least $d$ rows between inputs $i$ and $j$. Iterating this argument over all the $\left\lceil\log _{2 \Delta} M\right\rceil / 2$ inputs on which the algorithm is correct, it must select a total of $\Omega\left(d \log _{2 \Delta} M\right)$ rows in expectation over all inputs.
Remark 3.13. Note that scaling the instance down by $\left\lceil\log _{2 \Delta} M\right\rceil$ does not affect the hardness. Thus, the hardness holds even when the entries are required to be bounded by $O(1)$. Furthermore, by adding the all ones vector to every column after scaling down by $\left\lceil\log _{2 \Delta} M\right\rceil$, and by appending a single column of all ones, we contain the original instance as a subspace, and we have the property that all entries are in $[1,2]$. Thus, the hardness holds also holds even when the maximum and minimum nonzero entries have ratio bounded by $O(1)$.

### 3.3 One Pass Streaming $\ell_{p}$ Subspace Sketch: poly ( $d$ ) Distortion, poly ( $d$ ) Space

Our main result for this section is an algorithm for computing a poly $(d)$-distortion subspace sketch data structure for $\mathbf{A} \in \mathbb{R}^{n \times d}$ using poly $(d)$ space, with one pass over a row arrival stream. Here, our space distortion bound is a polynomial with degree independent of $p$.

We recall the definition of $\ell_{p}$ sensitivity of a vector a with respect to any other matrix $\mathbf{A}$, which is similar to the generalized leverage scores defined in $\left[\mathrm{CLM}^{+} 15\right]$ :
Definition 3.14. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $\mathbf{a} \in \mathbb{R}^{d}$. Let $0<p<\infty$. Then, the $\ell_{p}$ sensitivity of $\mathbf{a}$ with respect to A is defined as

$$
\mathbf{s}^{p, \mathbf{A}}(\mathbf{a}):= \begin{cases}\min \left\{\sup _{\mathbf{x} \in \operatorname{rowspan}(\mathbf{A}) \backslash\{0\}} \frac{|\langle\mathbf{a}, \mathbf{x}\rangle|^{p}}{\|\mathbf{A} \mathbf{x}\|_{p}^{p}}, 1\right\} & \mathbf{a} \in \operatorname{rowspan}(\mathbf{A}) \\ 1 & \text { otherwise }\end{cases}
$$

We first show a simple version of our algorithm, and then later present a full set of trade-offs between distortion and space, which is nearly optimal.

```
Algorithm 2 Streaming \(\ell_{p}\) Subspace Sketch
input: \(\mathbf{A} \in \mathbb{Z}^{n \times d}, 2<p<\infty\).
output: Quadratic form \(\mathbf{Q} \in \mathbb{R}^{d \times d}\)
    \(\mathbf{Q}=0\)
    for \(i \in[n]\) do
        \(s \leftarrow \max \left\{\mathbf{s}^{2, \mathbf{Q}^{1 / 2}}\left(\mathbf{a}_{i}\right), 1 / n\right\} \quad \triangleright\) Thresholded \(\ell_{2}\) sensitivity of \(\mathbf{a}_{i}\) with respect to \(\mathbf{Q}^{1 / 2}\)
        \(w \leftarrow s^{p / 4-1 / 2}\)
        \(w^{\prime} \leftarrow 2^{\left\lceil\log _{2}(w)\right\rceil} \quad \triangleright\) Round to a power of 2
        \(\mathbf{Q} \leftarrow \mathbf{Q}+\left(w^{\prime} \cdot \mathbf{a}_{i}\right)\left(w^{\prime} \cdot \mathbf{a}_{i}\right)^{\top}\)
    Return \(\mathbf{Q}\)
```

Theorem 3.15. Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ be an integer matrix with entries bounded by poly $(n)$. Let $2<p<\infty$. Let $\mathbf{Q} \in \mathbb{R}^{d \times d}$ be the output of Algorithm 2. Then, for all $\mathbf{x} \in \mathbb{R}^{d}$,

$$
\|\mathbf{A} \mathbf{x}\|_{p} \leq \mathbf{x}^{\top} \mathbf{Q} \mathbf{x} \leq O\left((d \log n)^{1 / 2-1 / p}\right)\|\mathbf{A} \mathbf{x}\|_{p}
$$

Furthermore, Algorithm 2 uses at most $O\left(d^{2} \log n\right)$ bits of space.
Proof. Let $\mathbf{Q}_{i}$ denote the state of $\mathbf{Q}$ after the addition of the $i$ th row. We will inductively show that $\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{p} \geq\left\|\mathbf{A}_{i} \mathbf{x}\right\|_{p}^{p}$. For $i=1, \mathbf{Q}_{1}^{1 / 2}$ is just $\mathbf{a}_{1}$ so the result follows by monotonicity of $\ell_{p}$ norms. Now note that for any $\mathbf{x} \in \mathbb{R}^{d}$,

$$
\begin{aligned}
\left\|\mathbf{Q}_{i+1}^{1 / 2} \mathbf{x}\right\|_{2}^{p} & =\left[\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{2}+\left\langle w^{\prime} \mathbf{a}_{i+1}, \mathbf{x}\right\rangle^{2}\right]^{p / 2} \\
& =\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{p}\left[1+w^{\prime 2} \frac{\left\langle\mathbf{a}_{i+1}, \mathbf{x}\right\rangle^{2}}{\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{2}}\right]^{p / 2}
\end{aligned}
$$

$$
\begin{aligned}
& \geq\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{p}\left[1+\mathbf{s}^{\left.2, \mathbf{Q}_{i}^{1 / 2}\left(\mathbf{a}_{i+1}\right)^{p / 2-1} \frac{\left\langle\mathbf{a}_{i+1}, \mathbf{x}\right\rangle^{2}}{\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{2}}\right]}\right. \\
& \geq\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{p}\left[1+\frac{\left|\left\langle\mathbf{a}_{i+1}, \mathbf{x}\right\rangle\right|^{p}}{\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{p}}\right] \\
& =\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{p}+\left|\left\langle\mathbf{a}_{i+1}, \mathbf{x}\right\rangle\right|^{p}
\end{aligned}
$$

Inductively, $\|\mathbf{Q x}\|_{2}^{p} \geq\left\|\mathbf{A}_{i} \mathbf{x}\right\|_{p}^{p}$, which establishes the lower bound on $\|\mathbf{Q x}\|_{2}$.
For the upper bound, let $\mathbf{w}$ denote the vector with the $w^{\prime}$ for the $i$ th row in the $i$ th entry, and let $\mathbf{W}=\operatorname{diag}(\mathbf{w})$. Then for any $\mathbf{x} \in \mathbb{R}^{d}$,

$$
\begin{align*}
\left\|\mathbf{Q}_{i}^{1 / 2} \mathbf{x}\right\|_{2}^{2} & =\|\mathbf{W} \mathbf{A} \mathbf{x}\|_{2}^{2} \\
& =\sum_{i=1}^{n} \mathbf{w}_{i}^{2}\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle^{2} \\
& \leq 2 \sum_{i=1}^{n}\left(\max \left\{\mathbf{s}^{2, \mathbf{Q}_{i-1}^{1 / 2}}\left(\mathbf{a}_{i}\right), \frac{1}{n}\right\}\right)^{p / 2-1}\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle^{2} \\
& \leq 2\left[\sum _ { i = 1 } ^ { n } \left(\operatorname { m a x } \left\{\mathbf{s}^{\left.\left.\left.2, \mathbf{Q}_{i-1}^{1 / 2}\left(\mathbf{a}_{i}\right), \frac{1}{n}\right\}\right)^{(p / 2-1) /(1-2 / p)}\right]^{1-2 / p}\left[\sum_{i=1}^{n}\left|\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle\right|^{p}\right]^{2 / p} \text { Hölder's inequality }} \begin{array}{l} 
\\
\end{array}=2\left[\sum _ { i = 1 } ^ { n } \left(\operatorname { m a x } \left\{\mathbf{s}^{\left.\left.\left.2, \mathbf{Q}_{i-1}^{1 / 2}\left(\mathbf{a}_{i}\right), \frac{1}{n}\right\}\right)^{p / 2}\right]^{1-2 / p}\|\mathbf{A} \mathbf{x}\|_{p}^{2}}\right.\right.\right.\right.\right.\right. \\
& \leq 2\left[1+\sum_{i=1}^{n} \mathbf{s}^{2, \mathbf{Q}_{i-1}^{1 / 2}}\left(\mathbf{a}_{i}\right)^{p / 2}\right]^{1-2 / p}\|\mathbf{A x}\|_{p}^{2}
\end{align*}
$$

Now note that if $\mathbf{a}_{i} \in \operatorname{rowspan}\left(\mathbf{A}_{i-1}\right)$, then

$$
\begin{aligned}
\tau_{i}^{\mathrm{OL}}(\mathbf{W A}) & =\sup _{\mathbf{x} \in \operatorname{rowspan}\left([\mathbf{W A}]_{i-1}\right)} \frac{\left\langle\mathbf{w}_{i} \mathbf{a}_{i}, \mathbf{x}\right\rangle^{2}}{\left\|[\mathbf{W} \mathbf{A}]_{i-1} \mathbf{x}\right\|_{2}^{2}} \\
& =\mathbf{w}_{i}^{2} \sup _{\mathbf{x} \in \operatorname{rowspan}\left([\mathbf{W A}]_{i-1}\right)} \frac{\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle^{2}}{\left\|[\mathbf{W A}]_{i-1} \mathbf{x}\right\|_{2}^{2}} \\
& =\mathbf{w}_{i}^{2} \sup _{\mathbf{x} \in \operatorname{rowspan}\left(\mathbf{Q}_{i-1}^{1 / 2}\right)} \frac{\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle^{2}}{\left\|\mathbf{Q}_{i-1}^{1 / 2} \mathbf{x}\right\|_{2}^{2}} \\
& =\mathbf{s}^{2, \mathbf{Q}_{i-1}^{1 / 2}\left(\mathbf{a}_{i}\right)^{p / 2-1} \cdot \mathbf{s}^{2, \mathbf{Q}_{i-1}^{1 / 2}\left(\mathbf{a}_{i}\right)}} \\
& =\mathbf{s}^{2, \mathbf{Q}_{i-1}^{1 / 2}\left(\mathbf{a}_{i}\right)^{p / 2}}
\end{aligned}
$$

and otherwise, $\boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{W A})=\mathbf{s}^{2, \mathbf{Q}_{i-1}^{1 / 2}}\left(\mathbf{a}_{i}\right)^{p / 2}=1$. Now note that WA can be multiplied by some power of 2 of order poly $(n)$ to obtain an integer matrix, since the $\mathbf{w}_{i}$ are powers of 2 of size at least $\Omega(1 / n)$. The sum of online leverage scores for WA coincide with this scaled up integer matrix with entries bounded by poly $(n)$, so we have that

$$
\sum_{i=1}^{n} \mathbf{s}^{2}, \mathbf{Q}_{i-1}^{1 / 2}\left(\mathbf{a}_{i}\right)^{p / 2} \leq \sum_{i=1}^{n} \tau_{i}^{\mathrm{OL}}(\mathbf{W A})=O(d \log n)
$$

by Theorem 1.5. Combining the above with Equation (2) completes the proof.

By replacing the use of $\ell_{2}$ sensitivities with $\ell_{q}$ sensitivities for $2<q<p$, we can obtain the following trade-off between the distortion and the space complexity, at the cost of making the algorithm randomized and exponential time. This trade-off is nearly optimal up to poly $\log n$ factors, as discussed in Section 7, even for the offline subspace sketch problem.

```
Algorithm 3 Streaming \(\ell_{p}\) Subspace Sketch Trade-off
input: \(\mathbf{A} \in \mathbb{Z}^{n \times d}, 2<q<p<\infty\).
output: Subspace sketch data structure \(Q\).
    Initialize an \(O(1)\)-approximate streaming \(\ell_{q}\) subspace sketch data structure \(Q\) (Theorem 3.17)
    for \(i \in[n]\) do
        Approximate \(\mathbf{s}^{q,[\mathbf{W A}]_{i-1}}\left(\mathbf{a}_{i}\right)\) up to a \(\Theta(1)\) factor using \(Q \quad \triangleright\) Requires exponential time
        \(s \leftarrow \Theta(1) \max \left\{\mathbf{s}^{q,[\mathbf{W A}]_{i-1}}\left(\mathbf{a}_{i}\right), 1 / n\right\} \quad \triangleright\) Thresholded \(\ell_{q}\) sensitivity of \(\mathbf{a}_{i}\) with respect to \(Q\)
        \(w \leftarrow s^{(p / q-1) / q}\)
        \(w^{\prime} \leftarrow 2^{\left\lceil\log _{2}(w)\right\rceil} \quad \triangleright\) Round to a power of 2
        Add row \(w^{\prime} \cdot \mathbf{a}_{i}\) to \(Q\)
    Return \(Q\)
```

Theorem 3.16. Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ be an integer matrix with entries bounded by poly $(n)$. Let $2<q<p<\infty$. Let $\mathbf{Q} \in \mathbb{R}^{d \times d}$ be the output of Algorithm 3. Then, over the randomness of $Q$,

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq Q(\mathbf{x}) \leq O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)} \log n\right)\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq \frac{2}{3}
$$

Furthermore, Algorithm 3 uses at most $O\left(d^{q / 2+1}\right.$ poly $\left.\log n\right)$ bits of space.
Proof. We describe our proof more briefly than Theorem 3.15, since many of the calculations are similar. Let $\mathbf{w} \in \mathbb{R}^{n}$ be the vector with $w^{\prime}$ after the addition of row $\mathbf{a}_{i}$ in its $i$ th entry and let $\mathbf{W}=\operatorname{diag}(\mathbf{w})$. Then,

$$
\left\|[\mathbf{W A}]_{i+1} \mathbf{x}\right\|_{q}^{p} \geq\left\|[\mathbf{W A}]_{i} \mathbf{x}\right\|_{q}^{p}+\left|\left\langle\mathbf{a}_{i+1}, \mathbf{x}\right\rangle\right|^{p}
$$

for all $\mathbf{x} \in \mathbb{R}^{d}$, which inductively implies that $\|\mathbf{A} \mathbf{x}\|_{p} \leq\|\mathbf{W} \mathbf{A} \mathbf{x}\|_{q}$ for all $\mathbf{x} \in \mathbb{R}^{d}$. We also have that

$$
\begin{aligned}
\|\mathbf{W A}\|_{q}^{q} & \leq \Theta(1)\left[\sum_{i=1}^{n}\left(\max \left\{\mathbf{s}^{q,[\mathbf{W A}]_{i-1}}\left(\mathbf{a}_{i}\right), \frac{1}{n}\right\}\right)^{(p / q-1) /(1-q / p)}\right]^{1-q / p}\left[\sum_{i=1}^{n}\left|\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle\right|^{p}\right]^{q / p} \\
& =\Theta(1)\left[\sum_{i=1}^{n} \mathbf{s}^{q,[\mathbf{W A}]_{i-1}}\left(\mathbf{a}_{i}\right)^{p / q}\right]^{1-q / p}\|\mathbf{A} \mathbf{x}\|_{p}^{q} \\
& =\Theta(1)\left[\sum_{i=1}^{n} \mathbf{s}_{i}^{q, \mathrm{OL}}(\mathbf{W A})\right]^{1-q / p}\|\mathbf{A} \mathbf{x}\|_{p}^{q}
\end{aligned}
$$

Then by Theorem 3.9, we have that

$$
\|\mathbf{W A}\|_{q} \leq O\left(d^{q / 2} \log ^{q / 2} n\right)^{1 / q-1 / p}\|\mathbf{A} \mathbf{x}\|_{q} \leq O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)} \log n\right)\|\mathbf{A} \mathbf{x}\|_{q}
$$

as claimed.

### 3.4 One Pass Streaming Subspace Sketch: $(1+\varepsilon)$ Distortion, $d^{p / 2+1}$ Space

We show the simple result of obtaining $(1+\varepsilon)$ distortion in one pass via the merge and reduce framework (see, e.g., [CDW18, $\mathrm{BDM}^{+}$20]).
Theorem 3.17. Let $\mathbf{A} \in \mathbb{R}^{n \times d}, 0<p<\infty$, and $\varepsilon>0$. Then, there is a one pass streaming algorithm which uses $O\left(d^{2 \vee(p / 2+1)}\right.$ poly $\left.\left(\log n, \varepsilon^{-1}\right)\right)$ space and outputs a data structure $Q_{p}$ such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq Q_{p}(\mathbf{x}) \leq(1+\varepsilon)\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq \frac{2}{3}
$$

Proof. We partition the $n$ rows of $\mathbf{A}$ into blocks of $B:=O\left(d^{1 \vee(p / 2)} \operatorname{poly}\left(\log n, \varepsilon^{-1}\right)\right)$ rows, and then merge them in a binary tree-like fashion, with depth $O(\log n)$. To merge two submatrices $\mathbf{A}_{1}$ and $\mathbf{A}_{2}$ each with $B$ rows, we apply Theorem 2.11 with accuracy parameter set to $\varepsilon / \log n$ and failure rate parameter set to $1 / \operatorname{poly}(n)$ on the $2 B \times d$ matrix $\mathbf{B}:=\left[\begin{array}{ll}\mathbf{A}_{1}^{\top} & \mathbf{A}_{2}^{\top}\end{array}\right]^{\top}$ to get back a $B \times d$ matrix $\mathbf{B}^{\prime}$ such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{B} \mathbf{x}\|_{p} \leq\left\|\mathbf{B}^{\prime} \mathbf{x}\right\|_{p} \leq\left(1+\frac{\varepsilon}{\log n}\right)\|\mathbf{B} \mathbf{x}\|_{p}\right\} \geq 1-\frac{1}{\operatorname{poly}(n)}
$$

By a union bound over all $O(n)$ merge operations required to combine all $O(n)$ blocks, the above guarantee holds every time we merge two blocks. Furthermore, because the depth of the binary tree is at most $\left\lfloor\log _{2} n\right\rfloor$, the distortion is at most $1+\varepsilon$.

Finally, to argue the space bound, we inductively argue that the above merging scheme can be implemented by storing at most $O(\log n)$ blocks of rows at a time. Assume first that $n$ is a power of 2 . Then, for $n=2$, we clearly store at most $\log _{2} n+1=2$ blocks at once. Now to merge $n$ blocks, we use at most $\log _{2}(n / 2)+1=\log _{2} n$ at once to get a single block merging the first $n / 2$ blocks. We can then do this again to obtain a single block merging the next $n / 2$ blocks. This used at most $1+\log _{2} n$ blocks at once. Padding proves the result for general $n$. Then, storing $O(\log n)$ blocks of size $B \times d$ requires $O(B d \log n)$ space, which is the claimed space complexity.

### 3.5 Near-Optimal Bounds for Restricted Instances

In this section, we study a restricted variant of the $\ell_{\infty}$ subspace sketch problem, and give near optimal algorithms and lower bounds, i.e., without extra $\log n$ factors.

Definition 3.18 (Restricted $\ell_{\infty}$ Subspace Sketch). We define the restricted $\ell_{\infty}$ subspace sketch problem as follows. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ be a matrix with row norms all $\Theta(1)$. Then, we must design a data structure $Q$ that receives a row arrival stream of $\mathbf{A}$ and answers queries $\mathbf{x} \in \mathbb{R}^{d}$ at the end of the stream. Furthermore, we must output

$$
Q(\mathbf{x}) \leq \kappa\|\mathbf{A} \mathbf{x}\|_{\infty}
$$

for all $\mathbf{x} \in \mathbb{R}^{d}$, while we must output

$$
Q(\mathbf{x}) \geq\|\mathbf{A} \mathbf{x}\|_{\infty}
$$

when $\mathbf{x}$ is an input point, i.e., $\mathbf{x}$ is one of the rows $\mathbf{a}_{i}$ of $\mathbf{A}$.
We show that the lower bound instance of [LWW21] is captured by this restriction, and show an algorithm that matches the lower bound up to logarithmic factors.

### 3.5.1 Lower Bound

We will use the following lemma from coding theory, which has previously been used several times in streaming and communication lower bounds for linear algebraic problems [LWW21, MMWY21].

Lemma 3.19 ([PTB13]). For any $p \geq 1$ and $d=2^{k}-1$ for some integer $k$, there exists a set $S \subseteq\{-1,1\}^{d}$ and a constant $C_{p}$ depending only on $p$ which satisfy

- $|S|=d^{p}$
- For any $s, t \in S$ such that $s \neq t,|\langle s, t\rangle| \leq C_{p} \sqrt{d}$

We then have the following:
Theorem 3.20. Let $n=d^{q}$ for some integer $q$. Suppose that a streaming algorithm $\mathcal{A}$ solves the restricted $\ell_{\infty}$ subspace sketch problem (Definition 3.18) with $\kappa=c \sqrt{d}$ for some sufficiently small constant $c>0$. Then, $\mathcal{A}$ must use $\Omega(n)$ bits of space.

Proof. We show the result by reduction from the INDEX problem (Theorem 2.12).
Let $S \subseteq\{-1,1\}^{d}$ be the set of vectors given by Lemma 3.19 with $n=d^{q}$. Suppose that Alice has a subset $A \subseteq[n]$. Then, Alice can feed the vectors of $S$ corresponding to her subset $A$, normalized to have norm $\Theta(1)$, and then pass the memory state of $\mathcal{A}$ to Bob. Now suppose that Bob has the index $b \in[n]$. Then, Bob queries the subspace sketch data structure the vector $\mathbf{x}_{b} \in S$ corresponding to the index $b$.

If $b \in A$, then we have that $Q\left(\mathbf{x}_{b}\right) \geq\left\|\mathbf{A} \mathbf{x}_{b}\right\|_{\infty}=\left\|\mathbf{x}_{b}\right\|_{2}^{2}=\Theta(1)$. On the other hand, if $b \notin A$, then we have that

$$
Q\left(\mathbf{x}_{b}\right) \leq \kappa\|\mathbf{A} \mathbf{x}\|_{\infty} \leq c \sqrt{d} \cdot \frac{1}{\Theta(\sqrt{d})}=\Theta(c)
$$

Thus for $c$ sufficiently small, Bob can distinguish whether $b \in A$ or not and thus $\mathcal{A}$ must use at least $\Omega(n)$ bits of space.

Remark 3.21. By replacing our use of Lemma 3.19 with $n$ random unit vectors in d dimensions, we can instead get a collection of vectors with inner product $\Theta(\sqrt{(\log n) / d})$, which leads to an $\Omega(n)$ bit lower bound for distortions better than $O(\sqrt{d / \log n})$, even for $n$ larger than $\operatorname{poly}(d)$.

### 3.5.2 Upper Bound

In this section, we design an algorithm solving the restricted $\ell_{\infty}$ subspace sketch problem (Definition 3.18). Our algorithm is given in Algorithm 4.

```
Algorithm 4 Restricted \(\ell_{\infty}\) Subspace Sketch
input: \(\mathbf{A} \in \mathbb{R}^{n \times d}\) in a row arrival stream of \(\Theta(1)\) norm rows.
output: Coreset \(S \subseteq[n]\).
    \(S \leftarrow \varnothing\)
    for \(i \in[n]\) do
        if there is no \(j \in S\) s.t. \(\left|\left\langle\mathbf{a}_{j} /\left\|\mathbf{a}_{j}\right\|_{2}, \mathbf{a}_{i} /\left\|\mathbf{a}_{i}\right\|_{2}\right\rangle\right| \geq 1 / \sqrt{2 d-1}\) then
            \(S \leftarrow S \cup\{i\}\)
```

Our analysis will use the well-known Welch bound from coding theory.
Theorem 3.22 (Inner Product Lower Bound [Wel74]). Let $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{M} \in \mathbb{R}^{d}$ be a set of $M$ unit vectors. Let $k \geq 1$ be an integer. Then,

$$
\max _{i \neq j}\left|\left\langle\mathbf{a}_{i}, \mathbf{a}_{j}\right\rangle\right|^{2 k} \geq \frac{1}{M-1}\left[\frac{M}{\binom{d+k-1}{k}}-1\right]
$$

Using Theorem 3.22, we show the following.
Theorem 3.23. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ be a matrix with rows with norm $\Theta(1)$. Then, Algorithm 4 outputs a coreset $S \subseteq[n]$ such that

$$
C \sqrt{d}\left\|\mathbf{A}_{S} \mathbf{a}_{i}\right\|_{\infty} \geq\left\|\mathbf{A} \mathbf{a}_{i}\right\|_{\infty}
$$

for all $i \in[n]$, for some $C>0$ a sufficiently large constant. Furthermore, Algorithm 4 uses $O\left(d^{2} \log n\right)$ bits of space.

Before proving Theorem 3.23, note that the result implies that Algorithm 4 solves the restricted $\ell_{\infty}$ subspace sketch problem, since trivially, we have that

$$
C \sqrt{d}\left\|\mathbf{A}_{S} \mathbf{x}\right\|_{\infty} \leq C \sqrt{d}\|\mathbf{A} \mathbf{x}\|_{\infty}
$$

for all $\mathbf{x} \in \mathbb{R}^{d}$.
Proof of Theorem 3.23. First note that by assuming that $\mathbf{a}_{i}$ are unit vectors, we only lose $\Theta(1)$ factors in the distortion parameter $\kappa$, so we make this assumption without loss of generality.

Note that the correctness guarantee is trivial from the construction of the algorithm, since every input point that doesn't satisfy line 3 is kept by the coreset. It suffices to argue the space complexity of the algorithm.

We will argue that the algorithm keeps at most $O(d)$ points in $S$. If we apply Theorem 3.22 with $k=1$ and $M=2 d$, we get that for any set of $M=2 d$ unit vectors $\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{M} \in \mathbb{R}^{d}$,

$$
\max _{i \neq j}\left|\left\langle\mathbf{a}_{i}, \mathbf{a}_{j}\right\rangle\right|^{2} \geq \frac{1}{2 d-1}\left[\frac{2 d}{d}-1\right]=\frac{1}{2 d-1}
$$

and thus the algorithm cannot keep more than $2 d-1$ points. Storing these points only requires $O\left(d^{2} \log n\right)$ bits of space.

## 4 Applications to Streaming Algorithms for Geometric Problems in High Dimensions

We show that our techniques for the streaming subspace sketch problem yield the first one pass poly $(d)$ space algorithms for a wide variety of geometric approximation problems that are symmetric with respect to the origin. For these problems, the previously known techniques typically only yielded space bounds of the form $\varepsilon^{-\Theta(d)}$ for a $(1+\varepsilon)$ approximation. In contrast, we show how to obtain poly $(d)$ approximations using poly (d) bits of space.

### 4.1 Directional Width

The most direct application of our results is that of approximating the directional height oh a point set, which is a symmetric version of the more well-known directional width:

Definition 4.1 (Directional width and height). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$. The directional width [AHV05] of A with respect to a unit vector $\mathbf{x}$ is defined to be

$$
\omega(\mathbf{x}, \mathbf{A})=\max _{i \in[n]}\left\langle\mathbf{x}, \mathbf{a}_{i}\right\rangle-\min _{i \in[n]}\left\langle\mathbf{x}, \mathbf{a}_{i}\right\rangle
$$

and the directional height [IMGR20, MRWZ20] of A with respect to a unit vector $\mathbf{x}$ is defined to be

$$
h(\mathbf{x}, \mathbf{A})=\max _{i \in[n]}\left|\left\langle\mathbf{x}, \mathbf{a}_{i}\right\rangle\right| .
$$

The definition of directional height is equivalent to an $\ell_{\infty}$ subspace sketch data structure, which means that Theorem 3.10 directly yields the result by providing a coreset result for the problem in the highdimensional regime. Furthermore, Theorem 3.20 improves the lower bound of [AS15] for directional width from $\Omega\left(d^{1 / 3}\right)$ to $\Omega\left(d^{1 / 2}\right)$. This in turn shows a lower bound of a $\Omega\left(d^{1 / 2}\right)$ factor distortion for convex hull as well.

By using the "peeling" technique of [AHY08], we extend this to $k$-robust directional width. We define this for centrally symmetric instances as follows:

Definition 4.2 (Centrally Symmetric $k$-Robust Directional Width [AHY08]). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ be a set of $n$ points in d dimensions. We consider each row $\mathbf{a}_{i} \in \mathbb{R}^{d}$ as representing both $\mathbf{a}_{i}$ and $-\mathbf{a}_{i}$, so that the input instance is centrally symmetric. Define the level of $\mathbf{a} \in \mathbb{R}^{d}$ in the direction $\mathbf{x} \in \mathbb{R}^{d}$ to be

$$
\left|\left\{i \in[n]:\left|\left\langle\mathbf{a}_{i}, \mathbf{x}\right\rangle\right|>\langle\langle\mathbf{a}, \mathbf{x}\rangle\rangle\right\}\right|
$$

and let $\mathbf{A}^{\ell}[\mathbf{x}]$ denote the point (or row) of $\mathbf{A}$ at level $\ell^{9}$. Then, the $k$-robust directional width is defined to be

$$
\mathcal{E}_{k}(\mathbf{x}, \mathbf{A}):=\left|\left\langle\mathbf{A}^{k}[\mathbf{x}], \mathbf{x}\right\rangle\right| .
$$

[^6]We now turn to showing Theorem 1.8, which uses the reduction of [AHY08] to turn coresets for directional width for coresets for $k$-robust directional width, even in one-pass streams.

Theorem 1.8 ( $k$-Robust Directional Width in Polynomial Space). Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ such that

$$
\frac{1}{\Delta} \mathcal{E}_{k}(\mathbf{x}, \mathbf{A}) \leq \mathcal{E}_{k}\left(\mathbf{x},\left.\mathbf{A}\right|_{S}\right) \leq \mathcal{E}_{k}(\mathbf{x}, \mathbf{A})
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(k d \log n)$, and $\mathcal{A}$ uses $O\left(k d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(k d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

Proof. We follow the reduction described in [AHY08]. We first discuss an algorithm running in $k+1$ passes, and then describe how this can be implemented in one pass. In $k+1$ iterations, we consider a decreasing sequence of sets of rows $[n]=S_{0} \supseteq S_{1} \supseteq \ldots \supseteq S_{k}$, where $S_{i+1}=S_{i} \backslash \mathcal{T}_{i}$, where $\mathcal{T}_{i} \subseteq S_{i}$ is a coreset for directional width as constructed by our Theorem 3.10. The coreset we output is then $\mathcal{T}:=\bigcup_{i=0}^{k} \mathcal{T}_{i}$.

We first argue correctness. Consider an arbitrary direction $\mathbf{x} \in \mathbb{R}^{d}$. Say that the $i$ th iteration is successful if $\mathbf{A}^{j}[\mathbf{x}] \in \mathcal{T}_{i}$ for some $j \in\{0,1, \ldots, k\}$, and unsuccessful otherwise. Now if $\mathbf{A}^{j}[\mathbf{x}] \in \mathcal{T}$ for every $j$, then we already have that $\mathcal{E}_{k}\left(\mathbf{x},\left.\mathbf{A}\right|_{\mathcal{T}_{i}}\right) \geq \mathcal{E}_{k}(\mathbf{x}, \mathbf{A})$, so we assume that there exists some $j$ such that $\mathbf{A}^{j}[\mathbf{x}] \notin \mathcal{T}$. It then follows that $\mathbf{A}^{j}[\mathbf{x}] \notin \mathcal{T}_{i}$ for every iteration $i$. Then, let $i$ be any iteration in which the algorithm is unsuccessful in the direction $\mathbf{x}$. Then,

$$
\begin{array}{rlrl}
\mathcal{E}_{0}\left(\mathbf{x},\left.\mathbf{A}\right|_{\mathcal{T}_{i}}\right) & \geq \frac{1}{\Delta} \mathcal{E}_{0}\left(\mathbf{x},\left.\mathbf{A}\right|_{S_{i}}\right) & & \text { since } \mathcal{T}_{i} \text { is a core } \\
& \geq \frac{1}{\Delta} \mathcal{E}_{j}(\mathbf{x}, \mathbf{A}) & & \text { since } \mathbf{A}^{j}[\mathbf{x}] \in S_{i} \\
& \geq \frac{1}{\Delta} \mathcal{E}_{k}(\mathbf{x}, \mathbf{A}) &
\end{array}
$$

Furthermore, the $\left.\mathbf{A}\right|_{\mathcal{T}_{i}} ^{0}[\mathbf{x}]$ witnessing the above inequality is not one of the $\mathbf{A}^{j}[\mathbf{x}]$ of the entire dataset $\mathbf{A}$, since this iteration was unsuccessful. Thus, no matter whether the iteration is successful or unsuccessful, the final coreset $\mathcal{T}$ gains a vector $\mathbf{a} \in \mathbb{R}^{d}$ with $|\langle\mathbf{a}, \mathbf{x}\rangle| \geq \mathcal{E}_{k}(\mathbf{x}, \mathbf{A}) / \Delta$ in each iteration.

To turn this into a one-algorithm, we can follow Section 2.4 of [AHY08] and maintain $k+1$ copies of our coreset data structure in parallel, where the $i$ th data structure gets inserted with a row a if either the $(i-1)$ th copy of the algorithm does not add a to $\mathcal{T}_{i-1}$. Note that our base coreset algorithm does not delete points, so we do not need to handle this as [AHY08] does.

### 4.2 Volume Maximization

The work of [MRWZ20] shows how to convert coresets for directional height into coresets for volume maximization. Using this observation, we show the following result:

Theorem 1.12 (Polynomial Space Streaming Volume Maximization). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ with entries bounded by $\operatorname{poly}(n)$ and $k \geq 1$. Let $1<C<(\log n) / k$ and $r=(\log n) / C$. There is a one-pass streaming algorithm that computes a subset $S \subseteq[n]$ of $k$ points such that

$$
\operatorname{Pr}\left\{O\left(r^{2} C k \log ^{2} n\right)^{k / 2} \operatorname{Vol}\left(\left.\mathbf{A}\right|_{S}\right) \geq \operatorname{Vol}\left(\left.\mathbf{A}\right|_{S_{*}}\right)\right\} \geq \frac{2}{3}
$$

where $\operatorname{Vol}\left(\left.\mathbf{A}\right|_{S}\right)$ is the volume of the parallelepiped spanned by the rows $\left.\mathbf{A}\right|_{S}$ indexed by $S$ and $\left.\mathbf{A}\right|_{S_{*}}$ is a set of $k$ rows that maximizes the volume. The algorithm uses $O\left(r d \log ^{2} n\right)$ bits of space.

If only the indices (rather than the d-dimensional rows) are required, there is an algorithm using $O\left(k^{2} \log ^{3} n\right)$ bits of space with $O(k \log n)^{k}$ distortion.

Proof. The following is shown in [MRWZ20]:

Lemma 4.3 (Lemmas 5.13, 5.14 of [MRWZ20]). Let $r=\Theta((\log n) / C)$. Let $\mathbf{G} \in \mathbb{R}^{d \times r}$ have each entry drawn i.i.d. from the Gaussian distribution $\mathcal{N}(0,1 / r)$. Then:

- The volume of the optimal $k$-subset $\left.\mathbf{A}\right|_{S_{*}}$ satisfies

$$
\operatorname{Pr}\left\{2^{k} \operatorname{Vol}\left(\left.\mathbf{A G}\right|_{S_{*}}\right) \geq \operatorname{Vol}\left(\left.\mathbf{A}\right|_{S_{*}}\right)\right\} \geq \frac{9}{10}
$$

$\bullet$

$$
\operatorname{Pr}\left\{\forall S \in\binom{[n]}{k}, \operatorname{Vol}\left(\left.\mathbf{A G}\right|_{S}\right) \leq O(C k)^{k / 2} \operatorname{Vol}\left(\left.\mathbf{A}\right|_{S}\right)\right\} \geq \frac{9}{10}
$$

Thus, up to a $O(C k)^{k / 2}$ factor loss in the approximation factor, we may replace $\mathbf{A}$ by the $n \times r$ matrix AG. Now applying the observation of Section 4.1, we can obtain a directional height coreset for AG from our Theorem 3.10, which produces a set $T \subseteq[n]$ of size $|T| \leq O(r \log n)$ with distortion $\kappa=O(\sqrt{r \log n})$. Observation 5.9 of [MRWZ20] and Lemma 3.3 of [IMGR19] then shows that the maximum volume subset of the directional height coreset approximates the maximum volume subset of $\mathbf{A}$ up to a factor of $\kappa^{2 k}=\left(\kappa^{4}\right)^{k / 2}$. The total approximation factor is thus $O\left(\kappa^{4} C k\right)^{k / 2}$, while the space complexity is $O(d r \log n+|T| d \log n)=$ $O(|T| d \log n)$ for storing $\mathbf{G}$ and the coreset.

If we only need to output the indices of the coreset, then we can first replace the Gaussian matrix $\mathbf{G}$ with a subspace embedding with a small seed as in, e.g., [KMN11]. Then by setting $\delta=\exp \left(-\Theta\left(k^{2} \log n\right)\right)$, we have an $O\left(\log \frac{1}{\delta}\right) \times d$ matrix $\mathbf{S}$ such that, with probability at least $1-n^{-k}$, for any fixed $d \times k$ matrix $\mathbf{R}$, $\|\mathbf{S R x}\|_{2}=\Theta(1)\|\mathbf{R} \mathbf{x}\|_{2}$ for all $\mathbf{x} \in \mathbb{R}^{k}$, where $\mathbf{S}$ can be generated from a seed of length $\tilde{O}\left(\log k+\log \frac{1}{\delta}\right)$. In particular, $\|\mathbf{S R}\|_{2}=\Theta(1)\|\mathbf{R}\|_{2}$ under this event. We now consider any subset $S \in\binom{[n]}{k}$. Then by the same reasoning as in [MRWZ20], we have that the volume spanned by $\left.\mathbf{A}\right|_{S}=\mathbf{U} \boldsymbol{\Sigma V}^{\top}$ written in the SVD is

$$
\sqrt{\operatorname{det}\left(\left.\left.\mathbf{A}\right|_{S} \mathbf{A}\right|_{S} ^{\top}\right)}=\sqrt{\operatorname{det}\left(\boldsymbol{\Sigma}^{2}\right)}
$$

while the volume of the embedded matrix $\left.\mathbf{A}\right|_{S} \mathbf{S}^{\top}$ is at most

$$
\sqrt{\operatorname{det}\left(\left.\left.\mathbf{A}\right|_{S} \mathbf{S}^{\top} \mathbf{S A}\right|_{S} ^{\top}\right)}=\sqrt{\operatorname{det}\left(\boldsymbol{\Sigma} \mathbf{V}^{\top} \mathbf{S}^{\top} \mathbf{S V} \boldsymbol{\Sigma}\right)} \leq\|\mathbf{S V}\|_{2}^{k} \sqrt{\operatorname{det}\left(\boldsymbol{\Sigma}^{2}\right)}
$$

Conditioned on the operator norm preservation of $\mathbf{V}$ by $\mathbf{S}$ for all $\binom{n}{k}$ subsets $S$, this is at most

$$
O\left(\|\mathbf{V}\|_{2}\right)^{k} \sqrt{\operatorname{det}\left(\boldsymbol{\Sigma}^{2}\right)} \leq \exp (O(k)) \sqrt{\operatorname{det}\left(\boldsymbol{\Sigma}^{2}\right)}
$$

The fact that the volume of the maximal volume subset $S_{*}$ does not shrink by more than $\exp (O(k))$ follows similarly as in [MRWZ20]. Then, we repeat the reasoning as before with $r=O\left(k^{2} \log n\right)$ on using the directional height coresets, so that our total space usage is just the seed length for the subspace embedding and the storage of the directional height coreset, which is $O(|T| \log n)=O\left(r \log ^{2} n\right)=O\left(k^{2} \log ^{3} n\right)$. The total distortion is $O(\sqrt{r \log n})^{2 k}=O(k \log n)^{k}$.

### 4.3 Convex Hulls

In this section, we note that our coreset results for the streaming $\ell_{\infty}$ subspace sketch problem in fact immediately yield streaming algorithms for computing coresets for convex hulls. This follows from the observation that for a matrix $\mathbf{A} \in \mathbb{R}^{n \times d}$ the polar body of the polytope $\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A} \mathbf{x}\|_{\infty} \leq 1\right\}$ is the symmetric convex hull $\operatorname{conv}\left(\left\{ \pm \mathbf{a}_{1}, \pm \mathbf{a}_{2}, \ldots, \pm \mathbf{a}_{n}\right\}\right)$ of the rows.

The following are standard elementary facts about polars that we will need:
Lemma 4.4 (Polars and their properties, Exercises 1.1.14, 2.3.2 of [HW20], Section 3.5 of [Tod16]). Let $K \subset \mathbb{R}^{d}$ be a convex body and define the polar $K^{\circ}$ as

$$
K^{\circ}:=\left\{\mathbf{x} \in \mathbb{R}^{d}: \forall \mathbf{x}^{\prime} \in \mathbb{R}^{d},\left\langle\mathbf{x}, \mathbf{x}^{\prime}\right\rangle \leq 1\right\}
$$

Then, the following hold:

- if $K \subset L$, then $K^{\circ} \supset L^{\circ}$
- for $r>0,(r \cdot K)^{\circ}=r^{-1} \cdot K^{\circ}$
- if $0 \in \operatorname{int} K$, then $\left(K^{\circ}\right)^{\circ}=K$
- for $\mathbf{A} \in \mathbb{R}^{n \times d}, \operatorname{conv}\left(\left\{\mathbf{a}_{1}, \mathbf{a}_{2}, \ldots, \mathbf{a}_{n}\right\}\right)^{\circ}=\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A} \mathbf{x}\|_{\infty} \leq 1\right\}$
- for an ellipsoid $E=\left\{\mathbf{x} \in \mathbb{R}^{d}: \mathbf{x}^{\top} \mathbf{H} \mathbf{x} \leq 1\right\}$, $E^{\circ}$ is the ellipsoid $E^{\circ}=\left\{\mathbf{x} \in \mathbb{R}^{d}: \mathbf{x}^{\top} \mathbf{H}^{-1} \mathbf{x} \leq 1\right\}$

This observation, combined with Theorem 3.10, yields the first polynomial space algorithm for approximating convex hulls in the worst case:

Theorem 1.9 (Streaming Convex Hulls in Polynomial Space). Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ such that

$$
\operatorname{conv}\left(\left\{ \pm \mathbf{a}_{i}\right\}_{i \in S}\right) \subseteq \operatorname{conv}\left(\left\{ \pm \mathbf{a}_{i}\right\}_{i=1}^{n}\right) \subseteq \Delta \operatorname{conv}\left(\left\{ \pm \mathbf{a}_{i}\right\}_{i \in S}\right)
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

Proof. Let $S \subseteq[n]$ be the coreset computed by Algorithm 1. Let $K=\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A} \mathbf{x}\|_{\infty} \leq 1\right\}$ and let $K_{S}=\left\{\mathbf{x} \in \mathbb{R}^{d}:\left\|\left.\mathbf{A}\right|_{S} \mathbf{x}\right\|_{\infty} \leq 1\right\}$. By Theorem 3.10, we are guaranteed that

$$
K \subseteq K_{S} \subseteq \Delta K
$$

for $\Delta=O(\sqrt{d \log n})$ in the row arrival streaming model and $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ in the online coreset model. Then by Lemma 4.4, we may take polars on this chain of inclusions to conclude that

$$
K^{\circ} \supseteq K_{S}^{\circ} \supseteq \frac{1}{\Delta} K^{\circ}
$$

Since $K^{\circ}=\operatorname{conv}\left(\left\{ \pm \mathbf{a}_{i}\right\}_{i=1}^{n}\right)$ and $K_{S}^{\circ}=\operatorname{conv}\left(\left\{ \pm \mathbf{a}_{i}\right\}_{i \in S}\right)$, we conclude.

### 4.4 Löwner-John Ellipsoids

We consider the problem of computing an approximate Löwner-John ellipsoid of a convex symmetric polytope, also known as the problem of minimum volume enclosing ellipsoid (MVEE). We define our notion of approximation of Löwner-John ellipsoids as follows:

Definition 4.5. Let $K \subseteq \mathbb{R}^{d}$ be a convex body and let $E$ be the Löwner-John ellipsoid of $K$. We say that an ellipsoid $E^{\prime}$ is an $\alpha$-approximate Löwner-John ellipsoid for $K$ if

$$
E \subseteq E^{\prime} \subseteq \alpha E
$$

### 4.4.1 Upper Bound

In the literature, there are two closely related variations to this problem (see Equations (1.1.1) and (1.1.2) of [Tod16]). In one, more common in the computational geometry community, the input data set $\mathbf{A} \in \mathbb{R}^{n \times d}$ is interpreted as the convex hull of the $n$ rows, i.e., $K=\operatorname{conv}\left(\left\{ \pm \mathbf{a}_{1}, \pm \mathbf{a}_{2}, \ldots, \pm \mathbf{a}_{n}\right\}\right)$. In the other, more common in the optimization community, the $\mathbf{A}$ is interpreted as a set of $n$ linear constraints, and the input polytope is $K=\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A} \mathbf{x}\|_{\infty} \leq 1\right\}$. As noted in Section 4.3, these two interpretations are polars of each other.

Our results for the streaming $\ell_{\infty}$ subspace sketch problem in Theorem 3.10 apply most readily to the latter interpretation, i.e. the linear inequalities interpretation, and we immediately obtain the following:

Theorem 1.10 (Löwner-John Ellipsoids in Polynomial Space). Let $\mathbf{A}$ be an $n \times d$ matrix presented in one pass over a row arrival stream. Define the polytope $K=\left\{\mathbf{x} \in \mathbb{R}^{d}:\|\mathbf{A} \mathbf{x}\|_{\infty} \leq 1\right\}$. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ from which we can compute an ellipsoid $E^{\prime}$ such that

$$
E^{\prime} \subseteq K \subseteq \Delta E^{\prime}
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

Since $K \subseteq E \subseteq \sqrt{d} K, E^{\prime}$ is an $O(\Delta \sqrt{d})$-approximate Löwner-John ellipsoid.
The proof is sketched in Remark 3.11.
We also show that we can also get results in the convex hull interpretation, by using the fact that these two interpretations of the input matrix A are polars of each other. See Section 3.5 of [Tod16] for a discussion on polars and Löwner-John ellipsoids.

Using basic facts about polars (Lemma 4.4), we obtain the following:
Corollary 4.6. Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. Define the polytope $K=\operatorname{conv}\left(\left\{ \pm \mathbf{a}_{1}, \pm \mathbf{a}_{2}, \ldots, \pm \mathbf{a}_{n}\right\}\right)$. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ from which we can compute an ellipsoid $E^{\prime \prime}$ such that

$$
E^{\prime} \subseteq K \subseteq \Delta E^{\prime} .
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

Since $K \subseteq E \subseteq \sqrt{d} K, E^{\prime}$ is an $O(\Delta \sqrt{d})$-approximate Löwner-John ellipsoid.
Proof. We claim that we can just interpret the row arrival stream as in Theorem 1.10, and then simply invert the quadratic form of the ellipsoid. Using Theorem 1.10 and Lemma 4.4, we obtain some ellipsoid $E$ such that

$$
E \subseteq K^{\circ} \subseteq \lambda E
$$

for some $\lambda$. Then, the ellipsoid with the inverse quadratic form of $E$ is $E^{\circ}$ and satisfies

$$
E^{\circ} \supseteq K \supseteq \frac{1}{\lambda} E^{\circ}
$$

by Lemma 4.4. Scaling by $\lambda$ gives the desired conclusion.

### 4.4.2 Lower Bound

In this section, we show the negative result that approximate Löwner-John ellipsoids cannot be maintained in the row arrival model with small space, if the desired approximation is much smaller than $\sqrt{d}$.

Our main result of the section is the following.
Theorem 4.7. Let $n=d^{c}$, where $c \geq 1$ is any constant integer. Suppose an algorithm $\mathcal{A}$ computes an $\alpha$-approximate Löwner-John ellipsoid of any $n \times d$ matrix $\mathbf{A}$ with probability at least $2 / 3$, for $\alpha=c^{\prime} \sqrt{d}$ for a sufficiently small constant $c^{\prime}$, in one pass over a row arrival stream. Then, $\mathcal{A}$ must use $\Omega(n)$ bits of space.
Proof. We show the result by reduction from the INDEX problem (Theorem 2.12).
Let $S$ be the set constructed in Lemma 3.19 with $p$ in the lemma set to $c$, so that $|S|=d^{c}=n$. Then, Alice constructs an $|A| \times d$ matrix $\mathbf{A}$ by choosing the vectors of $S$ corresponding to the indices $i \in A$. Alice then runs the algorithm $\mathcal{A}$ on the rows of $\mathbf{A}$, then passes the working memory of the algorithm to Bob.

Let $i_{*} \in[n]$ be the index given to Bob. We claim that Bob can then figure out whether $i_{*} \in A$ or not using this working memory. Let $\mathbf{b} \in S$ be the vector in $S$ indexed by $i_{*}$. Let $\mathbf{u}_{1}, \mathbf{u}_{2}, \ldots, \mathbf{u}_{d-1} \in \mathbb{R}^{d}$ be an orthonormal basis to the orthogonal complement $\left\{\mathbf{x} \in \mathbb{R}^{d}:\langle\mathbf{b}, \mathbf{x}\rangle=0\right\}$ of $\mathbf{b}$. Then, Bob inserts the following rows into the working memory of $\mathcal{A}$ :

- $4(d-1)$ rows $\pm d \cdot \mathbf{u}_{i} \pm \mathbf{b} / \sqrt{d}$ for $i \in[d-1]$
- $2(d-1)$ rows $\pm R \cdot \mathbf{u}_{i}$ for $i \in[d-1]$, for a large $R=\operatorname{poly}(d)$ to be determined

Bob will then report that $i_{*} \in A$ if and only if $\mathbf{b}$ belongs to the $\alpha$-approximate Löwner-John ellipsoid that is output by $\mathcal{A}$.

If $i_{*} \in A$, then it is obvious that $\mathbf{b}$ must be in the Löwner-John ellipsoid, so suppose that $i_{*} \notin A$. By rotating, we assume without loss of generality that $\mathbf{b}=\sqrt{d} \cdot \mathbf{e}_{1}$ and $\mathbf{u}_{i}=\mathbf{e}_{i+1}$ for $i \in[d-1]$. Now consider the exact Löwner-John ellipsoid $E$ of the input dataset including all rows added by both Alice and Bob, and let $g$ be the largest magnitude achieved by a point $\mathbf{g} \in E$, in the direction of $\mathbf{b}$. Suppose for contradiction that $g \geq 2$.

Replacing Alice's points by a box. Let $V=\left\{ \pm d \cdot \mathbf{u}_{i} \pm \mathbf{b} / \sqrt{d}: i \in[d-1]\right\}$ be the rows added by Bob. We first show that the Löwner-John ellipsoid does not change if we remove all of Alice's points, by showing that the convex hull of $V$ must contain Alice's points. Note that Alice's points all have $\ell_{2}$ norm at most $\sqrt{d}$ and $\mathbf{e}_{1}$ component at most 1 . If $\mathbf{x}$ is any point with $\mathbf{x}_{1}=0$, then $d \cdot \mathbf{x} /\|\mathbf{x}\|_{1}$ is a convex combination of $\pm d \cdot \mathbf{e}_{i}$. The $\ell_{2}$ norm of this point is at least

$$
\left\|d \cdot \frac{\mathbf{x}}{\|\mathbf{x}\|_{1}}\right\|_{2}=d \frac{\|\mathbf{x}\|_{2}}{\|\mathbf{x}\|_{1}} \geq \sqrt{d}
$$

Thus, applying this to any of Alice's points $\mathbf{x}$ with the first coordinate removed, these points must lie in $\operatorname{conv}(V)$, since $d \cdot \mathbf{x} /\|\mathbf{x}\|_{1} \in \operatorname{conv}(V)$ is a vector in the same direction with a greater magnitude as $\mathbf{x}$ that is also in $\operatorname{conv}(V)$. It follows that $\mathbf{x}$ must lie in $\operatorname{conv}(V)$ as well.

Reduction to a two-dimensional ellipse. Note that $V$ is symmetric with respect to flipping signs on coordinates, and so is $\operatorname{conv}(V)$, and thus so is the Löwner-John ellipsoid of $\operatorname{conv}(V)$. Now let $\mathbf{v} \in V$ be any vertex of $\operatorname{conv}(V)$, and consider the two-dimensional ellipse $E^{\prime}$ obtained by intersecting $E$ with the plane spanned by $\mathbf{v}$, and $\mathbf{b}$. Write this ellipse as $E^{\prime}=\left\{(x, y): a x^{2}+b y^{2} \leq 1\right\}$, where the cross term disappears due to symmetry of the ellipse. We will think of the $x$ direction as the $\mathbf{b}$ direction, and refer to this coordinate system as the $E^{\prime}$ coordinate system.

Bounds on the ellipse. If the $V$ vertices do not contact the ellipsoid, then they can be removed from the Löwner-John ellipsoid, which means that the Löwner-John ellipsoid would be degenerate since it would lie on a $(d-1)$-dimensional space. Thus, the vertices of $V$ must contact the ellipsoid. Similarly, for large enough $R$, the points $\pm R \cdot \mathbf{u}_{i}$ must also contact the ellipsoid, since otherwise removing them would lead to a John ellipse of bounded radius. Note that the $\ell_{2}$ diameter of $\operatorname{conv}(V)$ is at most $O(d)$, so a Löwner-John ellipsoid of $\operatorname{conv}(V)$ would have radius at most $O\left(d^{3 / 2}\right)$, which means the above holds when $R$ is chosen to be larger than some $O\left(d^{3 / 2}\right)$. Also, we have a point $(g, 0) \in E^{\prime}$ for $g>2$. Then, we have that $a=1 / g^{2}$ and $b=1 / R^{2}$ so that

$$
E^{\prime}=\left\{(x, y): \frac{1}{g^{2}} x^{2}+\frac{1}{R^{2}} y^{2} \leq 1\right\} .
$$

Note that the $V$ vertices have the form $( \pm d, \pm 1)$ in the $E^{\prime}$ coordinate system. However, we then have that

$$
\frac{1}{g^{2}}+\frac{d^{2}}{R^{2}} \ll 1
$$

so they in fact cannot contact the ellipse. We conclude that $g>2$ is impossible.
Finally, even if we have an $\alpha$-approximate Löwner-John ellipsoid, $\mathbf{b}$ will still not be contained in the ellipsoid, so the Bob will still output the correct answer.

Remark 4.8. By replacing our use of Lemma 3.19 with $n$ random unit vectors in dimensions, we can instead get a collection of vectors with inner product $\Theta(\sqrt{(\log n) / d})$, which leads to an $\Omega(n)$ bit lower bound for distortions better than $O(\sqrt{d / \log n})$, even for $n$ larger than poly $(d)$.

Remark 4.9. Note that the above lower bound holds even if Alice and Bob compute a general convex body $K$ such that

$$
E \subseteq K \subseteq \alpha E
$$

since such a $K$ can still detect whether Bob's point is in Alice's point set or not.

### 4.5 Minimum-Width Spherical Shell

As mentioned earlier, our proof of Theorem 1.13 for minimum-width spherical shells requires additional care to handle general instances, rather than just centrally symmetric instances.

Theorem 1.13 (Minimum Width Spherical Shell in Polynomial Space). Let A be an $n \times d$ matrix presented in one pass over a row arrival stream. There is an algorithm $\mathcal{A}$ which maintains a coreset $S \subseteq[n]$ from which we can compute find a center $\hat{\mathbf{c}}$, inner radius $\hat{r}$ and outer radius $\hat{R}$ such that $\sigma(\hat{\mathbf{c}}, \hat{r}, \hat{R}) \supseteq\left\{\mathbf{a}_{i}\right\}_{i=1}^{n}$ and

$$
\hat{R}-\hat{r} \leq \Delta^{3 / 2} \min _{\sigma(\mathbf{c}, r, R) \supseteq\left\{\mathbf{a}_{i}\right\}_{i=1}^{n}} R-r
$$

where

- in the streaming model, $\Delta=O(\sqrt{d \log n}),|S|=O(d \log n)$, and $\mathcal{A}$ uses $O\left(d^{2} \log ^{2} n\right)$ bits of space.
- in the online coreset model, $\Delta=O\left(\sqrt{d \log \left(n \kappa^{\mathrm{OL}}\right)}\right)$ and $|S|=O\left(d \log \left(n \kappa^{\mathrm{OL}}\right)\right)$.

Proof. We will always store the first point $\mathbf{a}_{1}$ in order to translate our input instance to the origin. Now for each $i \in[n]$, define the vector $\mathbf{b}_{i} \in \mathbb{R}^{d+1}$ by setting the first $d$ coordinates to be $-2\left(\mathbf{a}_{i}-\mathbf{a}_{1}\right)$ and the last coordinate to be $\left\|\mathbf{a}_{i}-\mathbf{a}_{1}\right\|_{2}^{2}$. Given $\mathbf{a}_{1}$, we can always compute $\mathbf{b}_{i}$ if we have stored $\mathbf{a}_{i}$. Similarly, define $\mathbf{b}_{i}^{\prime \prime} \in \mathbb{R}^{d+2}$ to be $\mathbf{b}_{i}$ with an additional 1 appended as the $(d+2)$ th coordinate.

We now proceed by a variation on the standard linearization trick [AHV04]. Suppose that we wish to compute the width $R-r$ of the minimum-width spherical shell $\sigma(\mathbf{c}, r, R)$ containing $\left\{\mathbf{a}_{i}\right\}_{i=1}^{n}$, centered at some arbitrary $\mathbf{c} \in \mathbb{R}^{d}$. Note that the inner radius is given by $r=\min _{j=1}^{n}\left\|\mathbf{c}-\mathbf{a}_{j}\right\|_{2}$ while the outer radius is given by $R=\max _{i=1}^{n}\left\|\mathbf{c}-\mathbf{a}_{i}\right\|_{2}$. Now note that

$$
\begin{aligned}
R^{2}-r^{2} & =\max _{i=1}^{n}\left\|\mathbf{c}-\mathbf{a}_{i}\right\|_{2}^{2}-\min _{j=1}^{n}\left\|\mathbf{c}-\mathbf{a}_{j}\right\|_{2}^{2} \\
& =\max _{i=1}^{n}\|\mathbf{c}\|_{2}^{2}-2\left\langle\mathbf{c}, \mathbf{a}_{i}\right\rangle+\left\|\mathbf{a}_{i}\right\|_{2}^{2}-\min _{j=1}^{n}\|\mathbf{c}\|_{2}^{2}-2\left\langle\mathbf{c}, \mathbf{a}_{j}\right\rangle+\left\|\mathbf{a}_{j}\right\|_{2}^{2} \\
& =\max _{i=1}^{n}-2\left\langle\mathbf{c}, \mathbf{a}_{i}\right\rangle+\left\|\mathbf{a}_{i}\right\|_{2}^{2}-\min _{j=1}^{n}-2\left\langle\mathbf{c}, \mathbf{a}_{j}\right\rangle+\left\|\mathbf{a}_{j}\right\|_{2}^{2} \\
& =\max _{i=1}^{n}\left\langle\mathbf{b}_{i}, \mathbf{c}^{\prime}\right\rangle-\min _{j=1}^{n}\left\langle\mathbf{b}_{j}, \mathbf{c}^{\prime}\right\rangle
\end{aligned}
$$

where $\mathbf{c}^{\prime}=[\mathbf{c}, 1]$. Then by the discussion in Section 1.2 .4 , our $\ell_{\infty}$ subspace sketch coreset result of Theorem 3.10 can estimate this up to a factor of $\Delta$ both in the row arrival streaming model and the online coreset model. Similarly, note that

$$
\begin{aligned}
R^{2} & =\max _{i=1}^{n}\left\|\mathbf{c}-\mathbf{a}_{i}\right\|_{2}^{2} \\
& =\max _{i=1}^{n}\|\mathbf{c}\|_{2}^{2}-2\left\langle\mathbf{c}, \mathbf{a}_{i}\right\rangle+\left\|\mathbf{a}_{i}\right\|_{2}^{2} \\
& =\max _{i=1}^{n}\left\langle\mathbf{b}_{i}^{\prime \prime}, \mathbf{c}^{\prime \prime}\right\rangle
\end{aligned}
$$

where $\mathbf{c}^{\prime \prime}=\left[\mathbf{c}, 1,\|\mathbf{c}\|_{2}^{2}\right]$. We estimate this quantity up to a $\Delta$ factor using Theorem 3.10 as well. Note then that

$$
R-r=\frac{R^{2}-r^{2}}{R+r}=\Theta\left(\frac{R^{2}-r^{2}}{R}\right)
$$

and we obtain a $\Delta$ factor approximation to the numerator, while we obtain a $\sqrt{\Delta}$ factor approximation to the denominator. Thus, overall, we obtain a $\Delta^{3 / 2}$-approximation to the entire quantity.

## 5 An Elementary Proof of the Lewis-Tomczak-Jaegermann [LT80] Change of Density

In this section, we obtain a short and elementary proof of Theorem 1.22 via Lewis weights, by proving Theorem 1.23.

### 5.1 Lewis Weight Switching

We first show the following crucial identity, which shows that one can reweight a matrix by $\ell_{p}$ Lewis weights, so that the $\ell_{q}$ Lewis weights of the resulting matrix coincides with the $\ell_{p}$ Lewis weights of the original matrix. Note that this identity is true by definition for $q=2$ (Definition 2.2), since $\ell_{2}$ Lewis weights are just leverage scores. Thus, this result shows that although Lewis weights are defined by normalizing a change of density with respect to $\ell_{2}$ (see [CP15]), they actually simultaneously satisfy the analogous property for all $\ell_{q}$ as well.

Lemma 5.1 (Lewis weight switching). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $p, q>0$. Let $\mathbf{B}:=\mathbf{W}^{p}(\mathbf{A})^{1 / q-1 / p} \mathbf{A}$. Then, for each $i \in[n]$,

$$
\mathbf{w}_{i}^{q}(\mathbf{B})=\mathbf{w}_{i}^{p}(\mathbf{A})
$$

Furthermore, the two Lewis bases coincide.
Proof. We have that

$$
\begin{aligned}
\boldsymbol{\tau}_{i}\left(\mathbf{W}^{p}(\mathbf{A})^{1 / 2-1 / q} \mathbf{B}\right) & =\boldsymbol{\tau}_{i}\left(\mathbf{W}^{p}(\mathbf{A})^{1 / 2-1 / q} \cdot \mathbf{W}^{p}(\mathbf{A})^{1 / q-1 / p} \mathbf{A}\right) \\
& =\boldsymbol{\tau}_{i}\left(\mathbf{W}^{p}(\mathbf{A})^{1 / 2-1 / p} \mathbf{A}\right)=\mathbf{w}_{i}^{p}(\mathbf{A})
\end{aligned}
$$

so

$$
\mathbf{w}_{i}^{q}\left(\mathbf{W}^{p}(\mathbf{A})^{1 / q-1 / p} \mathbf{A}\right)=\mathbf{w}_{i}^{p}(\mathbf{A})
$$

by uniqueness of Lewis weights [CP15]. The Lewis bases coincide since

$$
\mathbf{W}^{p}(\mathbf{A})^{1 / 2-1 / p} \mathbf{A R}=\mathbf{W}^{p}(\mathbf{A})^{1 / 2-1 / q} \mathbf{W}^{p}(\mathbf{A})^{1 / q-1 / p} \mathbf{A R}=\mathbf{W}^{p}(\mathbf{A})^{1 / 2-1 / q} \mathbf{B R}
$$

In fact, given only one-sided $\ell_{p}$ Lewis weights (Definition 2.3), we can prove a similar inequality:
Lemma 5.2 (One-sided Lewis weight switching). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $p, q>0$. Let $\mathbf{v} \in \mathbb{R}^{n}$ be one-sided $\ell_{p}$ Lewis weights for $\mathbf{A}$ and let $\mathbf{R}$ be the corresponding one-sided $\ell_{p}$ Lewis basis. Let $\mathbf{V}=\operatorname{diag}(\mathbf{v})$ and $\mathbf{B}:=\mathbf{V}^{1 / q-1 / p} \mathbf{A}$. Then, $\mathbf{v}$ are one-sided $\ell_{q}$ Lewis weights and $\mathbf{R}$ is a one-sided $\ell_{q}$ Lewis basis for $\mathbf{B}$, i.e.,

$$
\boldsymbol{\tau}_{i}\left(\mathbf{V}^{1 / 2-1 / q} \mathbf{B}\right) \leq \mathbf{v}_{i}
$$

Proof. We have that $\mathbf{V}^{1 / 2-1 / p} \mathbf{A R}$ is orthonormal, which means

$$
\mathbf{V}^{1 / 2-1 / q} \mathbf{B R}=\mathbf{V}^{1 / 2-1 / q} \mathbf{V}^{1 / q-1 / p} \mathbf{A R}=\mathbf{V}^{1 / 2-1 / p} \mathbf{A R}
$$

is as well. Then,

$$
\boldsymbol{\tau}_{i}\left(\mathbf{V}^{1 / 2-1 / q} \mathbf{B}\right)=\left\|\mathbf{e}_{i}^{\top} \mathbf{V}^{1 / 2-1 / q} \mathbf{B R}\right\|_{2}^{2}=\left\|\mathbf{e}_{i}^{\top} \mathbf{V}^{1 / 2-1 / p} \mathbf{A R}\right\|_{2}^{2}=\boldsymbol{\tau}_{i}\left(\mathbf{V}^{1 / 2-1 / p} \mathbf{A}\right) \leq \mathbf{v}_{i}
$$

as desired.

### 5.2 Proof of Change of Density

Using the above, we show that reweighting the rows of $\mathbf{A}$ by a scalar multiple of the $\ell_{p}$ Lewis weights provide optimal approximations of $\ell_{p}$ by $\ell_{q}$. The following lemmas show the upper bounds and lower bounds. The proofs roughly follow, but are still slightly different from, the estimates in Lemma 2.6 of [JLS22] and Lemma 8 in Chapter III.B of [Woj91], which show the analogous results for $q=2$. The estimates are an elementary combination of Lewis weight switching (Lemma 5.1/Lemma 5.2), sensitivity bounds (Lemma 2.9/Lemma 2.10), and Hölder's inequality.

Lemma 5.3 (Upper bound, $p \geq q$ ). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $p \geq q>0$. Let $\mathbf{v} \in \mathbb{R}^{n}$ be one-sided $\ell_{p}$ Lewis weights for $\mathbf{A}$. Let $\mathbf{V}=\operatorname{diag}(\mathbf{v})$. For all $\mathbf{x} \in \mathbb{R}^{d}$,

$$
\|\mathbf{A} \mathbf{x}\|_{p} \leq\|\mathbf{v}\|_{1}^{[0 \vee(1 / 2-1 / q)](p-q) / p}\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}
$$

Proof. For $i \in[n]$, we have that

$$
\begin{aligned}
|[\mathbf{A} \mathbf{x}](i)| & =\mathbf{v}_{i}^{1 / p-1 / q} \cdot\left[\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right](i) \\
& \leq \mathbf{v}_{i}^{1 / p-1 / q} \cdot\left[\|\mathbf{v}\|_{1}^{0 \vee(q / 2-1)} \cdot \mathbf{v}_{i} \cdot\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}^{q}\right]^{1 / q} \\
& =\|\mathbf{v}\|_{1}^{0 \vee(1 / 2-1 / q)} \cdot \mathbf{v}_{i}^{1 / p}\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}
\end{aligned}
$$

Then,

$$
\begin{aligned}
\|\mathbf{A} \mathbf{x}\|_{p}^{p} & =\sum_{i=1}^{n}|[\mathbf{A} \mathbf{x}](i)|^{p}=\sum_{i=1}^{n}|[\mathbf{A} \mathbf{x}](i)|^{p-q} \cdot|[\mathbf{A} \mathbf{x}](i)|^{q} \\
& \leq \sum_{i=1}^{n}\|\mathbf{v}\|_{1}^{[0 \vee(1 / 2-1 / q)](p-q)} \cdot \mathbf{v}_{i}^{(p-q) / p}\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}^{p-q} \cdot|[\mathbf{A} \mathbf{x}](i)|^{q} \\
& =\|\mathbf{v}\|_{1}^{[0 \vee(1 / 2-1 / q)](p-q)}\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}^{p-q} \sum_{i=1}^{n} \mathbf{v}_{i}^{q(1 / q-1 / p)} \cdot \|\left.[\mathbf{A} \mathbf{x}](i)\right|^{q} \\
& =\|\mathbf{v}\|_{1}^{[0 \vee(1 / 2-1 / q)](p-q)}\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}^{p-q} \cdot\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}^{q} \\
& =\|\mathbf{v}\|_{1}^{[0 \vee(1 / 2-1 / q)](p-q)}\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}^{p}
\end{aligned}
$$

Taking $p$ th roots on both sides gives the desired result.
Lemma 5.4 (Upper bound, $q \geq p$ ). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $q \geq p>0$. Let $\kappa \geq 1$ and let $\mathbf{w} \in \mathbb{R}^{n}$ be $\alpha$-approximate $\ell_{p}$ Lewis weights for $\mathbf{A}$. Let $\mathbf{W}=\operatorname{diag}(\mathbf{w})$. For all $\mathbf{x} \in \mathbb{R}^{d}$,

$$
\|\mathbf{A} \mathbf{x}\|_{p} \leq(\alpha d)^{1 / p-1 / q}\left\|\mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}
$$

Proof. We have

$$
\begin{aligned}
\|\mathbf{A} \mathbf{x}\|_{p}^{p} & =\sum_{i=1}^{n} \mathbf{w}_{i}^{1-p / q} \cdot\left[\mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right](i)^{p} \\
& =\left[\sum_{i=1}^{n} \mathbf{w}_{i}^{(1-p / q) /(1-p / q)}\right]^{1-p / q}\left[\sum_{i=1}^{n}\left[\mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right](i)^{q}\right]^{p / q} \quad \text { Hölder's inequality } \\
& =(\alpha d)^{1-p / q}\left\|\mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}^{p}
\end{aligned}
$$

Taking $p$ th roots on both sides gives the desired result.

Lemma 5.5 (Lower bound, $p \geq q$ ). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $p \geq q>0$. Let $\kappa \geq 1$ and let $\mathbf{w} \in \mathbb{R}^{n}$ be $\alpha$-approximate $\ell_{p}$ Lewis weights for $\mathbf{A}$. Let $\mathbf{W}=\operatorname{diag}(\mathbf{w})$. For all $\mathbf{x} \in \mathbb{R}^{d}$,

$$
\left\|\mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq(\alpha d)^{1 / q-1 / p}\|\mathbf{A} \mathbf{x}\|_{p}
$$

Proof. We have

$$
\begin{aligned}
\left\|\mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}^{q} & =\sum_{i=1}^{n} \mathbf{w}_{i}^{1-q / p}[\mathbf{A} \mathbf{x}](i)^{q} \\
& \leq\left[\sum_{i=1}^{n} \mathbf{w}_{i}^{(1-q / p) /(1-q / p)}\right]^{1-q / p}\left[\sum_{i=1}^{n}[\mathbf{A} \mathbf{x}](i)^{p}\right]^{q / p} \\
& \leq(\alpha d)^{1-q / p}\|\mathbf{A} \mathbf{x}\|_{p}^{q}
\end{aligned} \quad \text { Hölder's inequality } \quad \text { Definition 2.4. }
$$

Taking $q$ th roots on both sides gives the desired result.
Lemma 5.6 (Lower bound, $q \geq p$ ). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $q \geq p>0$. Let $\mathbf{v} \in \mathbb{R}^{n}$ be one-sided $\ell_{p}$ Lewis weights for $\mathbf{A}$. Let $\mathbf{W}=\operatorname{diag}(\mathbf{w})$. For all $\mathbf{x} \in \mathbb{R}^{d}$,

$$
\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq\|\mathbf{v}\|_{1}^{[0 \vee(1 / 2-1 / p)](q-p) / q}\|\mathbf{A} \mathbf{x}\|_{p}
$$

Proof. We have

$$
\begin{align*}
\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q}^{q} & =\sum_{i=1}^{n} \mathbf{v}_{i}^{1-q / p}[\mathbf{A} \mathbf{x}](i)^{q}=\sum_{i=1}^{n} \mathbf{v}_{i}^{1-q / p}[\mathbf{A} \mathbf{x}](i)^{q-p}[\mathbf{A} \mathbf{x}](i)^{p} \\
& \leq \sum_{i=1}^{n} \mathbf{v}_{i}^{1-q / p}\left[\|\mathbf{v}\|_{1}^{0 \vee(p / 2-1)} \mathbf{v}_{i}\|\mathbf{A} \mathbf{x}\|_{p}^{p}\right]^{(q-p) / p}[\mathbf{A} \mathbf{x}](i)^{p}  \tag{Lemma 2.10}\\
& =\|\mathbf{A} \mathbf{x}\|_{p}^{q-p}\|\mathbf{v}\|_{1}^{[0 \vee(p / 2-1)](q-p) / p} \sum_{i=1}^{n}[\mathbf{A} \mathbf{x}](i)^{p}=\|\mathbf{v}\|_{1}^{[0 \vee(p / 2-1)](q-p) / p}\|\mathbf{A} \mathbf{x}\|_{p}^{q}
\end{align*}
$$

Taking $q$ th roots on both sides gives the desired result.
Combining the above lemmas yields the following conclusion.
Theorem 1.23 (Change of density via approximate Lewis weights). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $0<p, q<\infty$. Let $\mathbf{w} \in \mathbb{R}^{n}$ be $\alpha$-approximate $\ell_{p}$ Lewis weight overestimates (Definition 2.4) and $\mathbf{W}=\operatorname{diag}(\mathbf{w})$. For $p \geq q$, let

$$
\begin{aligned}
& \kappa_{d, p, q}:=(\alpha d)^{1 / q-1 / p} \\
& \lambda_{d, p, q}:=(\alpha d)^{[0 \vee(1 / 2-1 / q)](p-q) / p}
\end{aligned}
$$

and let $\kappa_{d, p, q}:=\kappa_{d, q, p}^{-1}, \lambda_{d, p, q}:=\lambda_{d, q, p}^{-1}$ if $q \leq p$. Then for all $\mathbf{x} \in \mathbb{R}^{d}$ we have the following:

$$
\begin{array}{ll}
\|\mathbf{A} \mathbf{x}\|_{p} \leq\left\|\lambda_{d, p, q} \cdot \mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq \kappa_{d, p, q} \lambda_{d, p, q}\|\mathbf{A} \mathbf{x}\|_{p} & \text { if } p \geq q \\
\|\mathbf{A} \mathbf{x}\|_{p} \leq\left\|\kappa_{d, p, q} \cdot \mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq \kappa_{d, p, q} \lambda_{d, p, q}\|\mathbf{A} \mathbf{x}\|_{p} & \text { if } q \geq p
\end{array}
$$

Note that

$$
\kappa_{d, p, q} \lambda_{d, p, q}= \begin{cases}(\alpha d)^{\left|\frac{1}{q}-\frac{1}{p}\right|} & \text { if } \min (p, q) \leq 2 \\ (\alpha d)^{\frac{1}{2}\left(1-\frac{p \wedge q}{p \vee q}\right)} & \text { if } \min (p, q) \geq 2\end{cases}
$$

By instantiating with $\alpha=1$, i.e., exact Lewis weights, we exactly recover the guarantees of Theorem 1.22.

Proof. Let $\mathbf{v}$ be the one-sided $\ell_{p}$ Lewis weights such that $\mathbf{w} \geq \mathbf{v}$. First consider the case of $p \geq q>0$. Note that in this case, $1 / q-1 / p \geq 0$ so Lemmas 5.3 and 5.5 yield that

$$
\|\mathbf{A} \mathbf{x}\|_{p} \leq \lambda_{d, p, q}\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq \lambda_{d, p, q}\left\|\mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq \kappa_{d, p, q} \lambda_{d, p, q}\|\mathbf{A} \mathbf{x}\|_{p}
$$

On the other hand, if $q \geq p>0$, then $1 / q-1 / p \leq 0$ so Lemmas 5.4 and 5.6 yield that

$$
\|\mathbf{A} \mathbf{x}\|_{p} \leq \kappa_{d, p, q}\left\|\mathbf{W}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq \kappa_{d, p, q}\left\|\mathbf{V}^{1 / q-1 / p} \mathbf{A} \mathbf{x}\right\|_{q} \leq \kappa_{d, p, q} \lambda_{d, p, q}\|\mathbf{A} \mathbf{x}\|_{p}
$$

For $p \geq q$, we have that the total distortion is $(\alpha d)^{\beta}$, for

$$
\beta=\left[\frac{1}{2}-\frac{1}{q}\right] \frac{p-q}{p}+\left[\frac{1}{q}-\frac{1}{p}\right]=\left[\frac{1}{2}-\frac{1}{q}\right] \frac{p-q}{p}+\frac{1}{q} \frac{p-q}{p}=\frac{p-q}{2 p}=\frac{1}{2}\left(1-\frac{q}{p}\right)
$$

if $q \geq 2$, and $(\alpha d)^{\frac{1}{q}-\frac{1}{p}}$ if $q \leq 2$. Next, when $q \geq p>0$, then we have that the total distortion is $(\alpha d)^{\beta}$ for

$$
\beta=\left[\frac{1}{2}-\frac{1}{p}\right] \frac{q-p}{q}+\left[\frac{1}{p}-\frac{1}{q}\right]=\left[\frac{1}{2}-\frac{1}{p}\right] \frac{q-p}{q}+\frac{1}{p} \frac{q-p}{q}=\frac{q-p}{2 q}=\frac{1}{2}\left(1-\frac{p}{q}\right)
$$

if $p \geq 2$, and $(\alpha d)^{\frac{1}{p}-\frac{1}{q}}$ if $p \leq 2$. These yield the claimed bounds.

## 6 Applications to Numerical Linear Algebra

In this section, we show applications of the embeddings in Section 5 to various problems in numerical linear algebra. In general, we will obtain smaller space/dimension compared to existing results by trading off for larger distortions.

### 6.1 Subspace Embeddings from $\ell_{p}$ to $\ell_{q}$

By composing the embedding of Theorem 1.23 with subspace embeddings for $\ell_{q}$ [BLM89, CP15], we obtain new subspace embeddings from $\ell_{p}$ into $\ell_{q}$. Our results add to an old and long line of work in geometric functional analysis on embedding subspaces of $L_{p}$ into $\ell_{q}^{r}$, including [JS82, Sch85, Sch87, BLM89, Tal90, Ta195, Zva00, SZ01, Sch11, LT11, LWW21]. See also the surveys of [JS01, KKLT21] on this topic.
Theorem 6.1. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $2 \leq q \leq p<\infty$. Then, there is an algorithm which outputs a matrix $\mathbf{S} \in \mathbb{R}^{s \times n}$ such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq\|\mathbf{S A} \mathbf{x}\|_{q} \leq \kappa\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq 1-\delta
$$

for

$$
\kappa=O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right), \quad s=d^{q / 2} \operatorname{poly}\left(\log d, \log \delta^{-1}\right)
$$

with running time $\tilde{O}\left(\mathrm{nnz}(\mathbf{A})+d^{\omega}\right)$.
Proof. By Theorem 1.23, one can use the $\ell_{p}$ Lewis weights of $\mathbf{A}$ to compute a diagonal matrix $\mathbf{D}$ such that

$$
\|\mathbf{A} \mathbf{x}\|_{p} \leq\|\mathbf{D} \mathbf{A} \mathbf{x}\|_{q} \leq \kappa\|\mathbf{A} \mathbf{x}\|_{p}
$$

for $\kappa=O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right)$. Then by Theorem 2.11, one can use the $\ell_{q}$ Lewis weights of $\mathbf{A}$ to sample an $s \times n$ matrix $\mathbf{R}$ such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{D A} \mathbf{x}\|_{p} \leq\|\mathbf{R D A} \mathbf{x}\|_{q} \leq O(1)\|\mathbf{D A} \mathbf{x}\|_{p}\right\} \geq 1-\delta
$$

with $s=d^{q / 2} \operatorname{poly}\left(\log d, \log \delta^{-1}\right)$. Chaining together these estimates leads to the conclusion of the theorem, with $\mathbf{S}=\mathbf{R D}$.

The running time is dominated by the computation of $\ell_{p}$ and $\ell_{q}$ Lewis weights, which is $\tilde{O}\left(\mathrm{nnz}(\mathbf{A})+d^{\omega}\right)$ by Theorem 2.6.

Note that subspace embeddings immediately imply algorithms for the subspace sketch problem (see Section 7, as well as [LWW21]). Thus, lower bounds for the subspace sketch problem imply lower bounds for subspace embeddings. It then follows from Theorem 7.1 that the tradeoff between the distortion $\kappa$ and the sketching dimension $s$ in Theorem 6.1 is optimal up to constant factors.

## 6.2 $\ell_{p}$ Regression

It is well-known that subspace embeddings can be used to speed up algorithms for $\ell_{p}$ regression [Sar06, $\mathrm{DDH}^{+} 09, \mathrm{CW} 13$, NN13, WZ13, MM13, CP15, CDM $\left.{ }^{+} 16\right]$. See also the surveys [Mah11, Woo14, MT20]. By using the $\ell_{p}-\ell_{q}$ subspace embeddings from the previous section, we obtain faster algorithms for $\ell_{p}$ linear regression, if one is willing to accept larger multiplicative errors.

In the high precision regime, the following is known for solving $\ell_{p}$ regression:
Theorem 6.2 (Fast $\ell_{p}$ Regression Solvers). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $\mathbf{b} \in \mathbb{R}^{n}$ and let $2 \leq p<\infty$. Let $\varepsilon>0$ be an accuracy parameter. Then, there is an algorithm which outputs $\hat{\mathbf{x}} \in \mathbb{R}^{d}$ such that

$$
\|\mathbf{A} \hat{\mathbf{x}}-\mathbf{b}\|_{p} \leq(1+\varepsilon) \min _{\mathbf{x} \in \mathbb{R}^{d}}\|\mathbf{A x}-\mathbf{b}\|_{p}
$$

running in time $\tilde{O}\left(n^{\max \{\omega, 7 / 3\}} \log \varepsilon^{-1}\right)$ [AKPS19]. For the current value of $\omega \approx 2.37286$ [AW21], this algorithm runs in time $\tilde{O}\left(n^{\omega} \log \varepsilon^{-1}\right)$.

Composing the above result with the subspace embedding in Theorem 6.1 yields the following:
Theorem 6.3. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $\mathbf{b} \in \mathbb{R}^{n}$ and let $2 \leq p<\infty$. Let $2 \leq q \leq p$. Then, there is an algorithm which outputs $\hat{\mathbf{x}} \in \mathbb{R}^{d}$ such that

$$
\|\mathbf{A} \hat{\mathbf{x}}-\mathbf{b}\|_{p} \leq O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right) \min _{\mathbf{x} \in \mathbb{R}^{d}}\|\mathbf{A} \mathbf{x}-\mathbf{b}\|_{p}
$$

running in time $\tilde{O}\left(\operatorname{nnz}(\mathbf{A})+d^{\max \{\omega, 7 / 3\} \cdot q / 2}\right)$.
Proof. We use the standard sketch-and-solve framework for $\ell_{p}$ regression. Let $\mathbf{A}^{\prime}:=[\mathbf{A} \mathbf{b}]$ be the $n \times(d+1)$ matrix obtained by concatenating $\mathbf{A}$ with $\mathbf{b}$. Let $\mathbf{S} \in \mathbb{R}^{s \times n}$ be the subspace embedding sketch of Theorem 6.1 for the matrix $\mathbf{A}^{\prime}$. Then by using Theorem 6.2 , we obtain $\hat{\mathbf{x}} \in \mathbb{R}^{d}$ such that

$$
\|\mathbf{S A} \hat{\mathbf{x}}-\mathbf{S b}\|_{q} \leq O(1) \min _{\mathbf{x} \in \mathbb{R}^{d}}\|\mathbf{S A x}-\mathbf{S b}\|_{q}
$$

in time $\tilde{O}\left(s^{\max \{\omega, 7 / 3\}}\right)=\tilde{O}\left(d^{\max \{\omega, 7 / 3\} \cdot q / 2}\right)$. Now let $\mathbf{x}_{*}:=\arg \min _{\mathbf{x} \in \mathbb{R}^{d}}\|\mathbf{A} \mathbf{x}-\mathbf{b}\|_{p}$. Then, this $\hat{\mathbf{x}}$ satisfies

$$
\begin{array}{rlr}
\|\mathbf{A} \hat{\mathbf{x}}-\mathbf{b}\|_{p} & \leq\|\mathbf{S A} \hat{\mathbf{x}}-\mathbf{S b}\|_{q} & \\
& \leq O(1) \min _{\mathbf{x} \in \mathbb{R}^{d}}\|\mathbf{S A} \mathbf{A} \mathbf{x}-\mathbf{S b}\|_{q} & \\
& \leq O(1)\left\|\mathbf{S A} \mathbf{A} \mathbf{x}_{*}-\mathbf{S b}\right\|_{q} & \\
& \leq O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right)\left\|\mathbf{A} \mathbf{x}_{*}-\mathbf{b}\right\|_{p} & \text { Theorem } 6.1 \\
& =O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right) \min _{\mathbf{x} \in \mathbb{R}^{d}}\|\mathbf{A x}-\mathbf{b}\|_{p} &
\end{array}
$$

as claimed.

## 6.3 $\ell_{p}$ Low Rank Approximation

A useful application of fast algorithms for $\ell_{p}$ regression with large errors is in $\ell_{p}$ low rank approximation via column subset selection, for which algorithms already provably must have poly $(k)$ factor error, where $k$ is the desired rank parameter $\left[\mathrm{CGK}^{+} 17\right.$, $\left.\mathrm{DWZ}^{+} 19\right]$.

More formally, in the $\ell_{p}$ column subset selection problem, we are given an $n \times d$ matrix $\mathbf{A}, p>0$, and a rank parameter $k$, and we seek a rank $k$ approximation of $\mathbf{A}$ by selecting a set of $k$ columns $S$ of $\mathbf{A}$ that minimizes

$$
\left\|\mathbf{A}-\mathbf{A}_{S} \cdot \mathbf{V}\right\|_{p}
$$

where $\mathbf{A}_{S}$ is the $k$ selected columns, $\mathbf{V} \in \mathbb{R}^{k \times d}$, and $\|\cdot\|_{p}$ is the entrywise $\ell_{p}$ norm for matrices.
The work of $\left[\mathrm{CGK}^{+} 17\right]$ designed a bicriteria algorithm for $\ell_{p}$ column subset selection which repeatedly samples $2 k$ random columns $R$ of $\mathbf{A}$, solves $\ell_{p}$ regression with the columns of $\mathbf{A}$ outside of $R$ as the target vectors and the columns inside $R$ as the design matrix, and selects the columns with low fitting error. This algorithm selects a total of $O(k \log d)$ columns $S$ of $\mathbf{A}$ with high probability, and gives an $O(k)$ factor approximation relative to the best rank $k$ approximation, that is,

$$
\left\|\mathbf{A}-\mathbf{A}_{S}\right\|_{p} \leq(k+1) \min _{\operatorname{rank} k \mathbf{x}}\|\mathbf{A}-\mathbf{X}\|_{p}
$$

This algorithm was re-analyzed in $\left[\mathrm{DWZ}^{+} 19\right]$ with an improved guarantee, giving a $O\left(k^{1 / p \vee(1-1 / p)}\right)$ factor approximation.

We now show an improved running time for this algorithm at a cost of a slightly larger distortion, by using Theorem 6.3.

Following the notation of $\left[\mathrm{CGK}^{+} 17, \mathrm{DWZ}^{+}\right.$19], we write

$$
\boldsymbol{\Delta}:=\mathbf{A}-\mathbf{A}_{*}
$$

where $\mathbf{A}_{*}=\arg \min _{\operatorname{rank} k} \mathbf{x}\|\mathbf{A}-\mathbf{X}\|_{p}$. As in the proof of Theorem 7 of [CGK ${ }^{+} 17$ ], we assume that our algorithm knows $\|\boldsymbol{\Delta}\|_{p}^{p}$ up to a factor of 2 , by paying a factor of $O(\log n)$ in the running time.

Definition 6.4 (Approximate coverage, Definition 5 [CGK ${ }^{+}$17], Definition D. 1 [DWZ ${ }^{+}$19]). Let $S$ be a subset of $k$ column indices. We say that column $\mathbf{A}_{i}$ is $(\kappa, p)$-approximately covered by $S$ if for $p \in[1, \infty)$ we have

$$
\min _{\mathbf{x} \in \mathbb{R}^{k}}\left\|\mathbf{A}_{S} \mathbf{x}-\mathbf{A}_{i}\right\|_{p}^{p} \leq \kappa \frac{(k+1)^{1 \vee(p-1)}}{d}\|\boldsymbol{\Delta}\|_{p}^{p}
$$

or for $p=\infty$ we have

$$
\min _{\mathbf{x} \in \mathbb{R}^{k}}\left\|\mathbf{A}_{S} \mathbf{x}-\mathbf{A}_{i}\right\|_{\infty} \leq \kappa(k+1)\|\boldsymbol{\Delta}\|_{\infty}
$$

```
Algorithm \(5 \ell_{p}\) Column Subset Selection (Algorithm 3 of [CGK \({ }^{+}\)17], Algorithm 2 of [DWZ \({ }^{+}\)19])
input: \(\mathbf{A} \in \mathbb{R}^{n \times d}, p>2\), rank \(k, 2 \leq q \leq p\).
output: \(O(k \log d)\) columns of \(\mathbf{A}\).
SelectColumns(A, \(p, k\) )
    if \(d \leq 2 k\) then
        return all columns of \(\mathbf{A}\)
    \(\kappa \leftarrow O\left(k^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right)\)
    repeat
        Let \(R\) be a uniformly random set of \(2 k\) columns of \(\mathbf{A}\)
    until \(1 / 10\) fraction of columns of \(\mathbf{A}\) are \(\left(\kappa^{p}, p\right)\)-approximately covered (using Theorem 6.3)
    Let \(\mathbf{A}_{\bar{R}}\) be the columns not covered by \(R\)
    return \(\mathbf{A}_{R} \cup \operatorname{Select} \operatorname{Columns}\left(\mathbf{A}_{\bar{R}}, p, k\right)\)
```

Theorem 6.5. Let $\mathbf{A} \in \mathbb{R}^{n \times d}, p>2$, and $2 \leq q \leq p$. Algorithm 5 outputs a set of $O(k \log d)$ columns $S \subseteq[d]$ of $\mathbf{A}$ such that

$$
\left\|\mathbf{A}-\mathbf{A}_{S} \cdot \mathbf{V}\right\|_{p} \leq O\left(k^{1-\frac{1}{p}+\frac{1}{2}\left(1-\frac{q}{p}\right)}\right)\|\boldsymbol{\Delta}\|_{p}=O\left(k^{\frac{3}{2}-\frac{1+q / 2}{p}}\right)\|\boldsymbol{\Delta}\|_{p}
$$

and runs in time

$$
\tilde{O}\left(\operatorname{nnz}(\mathbf{A}) d+k^{\max \{\omega, 7 / 3\} \cdot q / 2} d\right)
$$

Proof. We only briefly outline the proof of $\left[\mathrm{CGK}^{+} 17, \mathrm{DWZ}^{+} 19\right]$, leaving rest of the details to these works. The work of $\left[\mathrm{CGK}^{+} 17\right]$ first shows the existence of $k$ columns which achieves a distortion of $O(k)$, and that $O(k \log d)$ columns achieving this value can be identified using Algorithm 5. Their argument roughly proceeds as follows. If we select $2 k$ columns of $\mathbf{A}$, then a random column has a regression cost of roughly $O\left(k^{p}\right)\|\Delta\|_{p}^{p} / d$ on average, which means that a constant fraction of the columns have regression cost roughly $O\left(k^{p}\right)\|\Delta\|_{p}^{p} / d$. These columns can be identified by using an $\ell_{p}$ regression solver. The work of [DWZ $\left.{ }^{+} 19\right]$ improves upon this result by showing the existence of $k$ columns achieving a distortion of $O\left(k^{1 / p \vee(1-1 / p)}\right)=O\left(k^{1-1 / p}\right)$ for $p>2$, which immediately yields the improved distortion result using the same algorithm.

When we replace the use of exact $\ell_{p}$ regression solvers with our Theorem 6.3, we distort the regression costs by a factor of $O\left(k^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right)$, which means we must consider larger errors to be covered, which is reflected in line 6 . Finally, the running time follows from solving $\ell_{p}$ regression with $O(k)$ columns for a total of $\tilde{O}(d)$ times.

## 7 The Subspace Sketch Problem with Large Approximation

Using our embedding result from Section 5, we show new tight upper bounds on the subspace sketch problem in the large approximation regime.

The following lower bound is known, due to results given in Section 4 of [LWW21] ${ }^{10}$ :
Theorem 7.1 (Section 4 of [LWW21]). Let $\mathbf{A} \in \mathbb{R}^{n \times d}, p \geq 2$, and let $Q_{p}$ be a data structure which compresses $\mathbf{A}$ to support queries of the form $Q_{p}(\mathbf{x})$ for $\mathbf{x} \in \mathbb{R}^{d}$. Then:

- For each guarantee: If

$$
\operatorname{Pr}\left\{Q_{p}(\mathbf{x}) \leq\|\mathbf{A} \mathbf{x}\|_{p} \leq \frac{\sqrt{d}}{N^{1 / p}} Q_{p}(\mathbf{x})\right\} \geq \frac{2}{3}
$$

for each $\mathbf{x} \in \mathbb{R}^{d}$, then $Q_{p}$ must use $\Omega(N)$ bits of space.

- For all guarantee: If

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d}, Q_{p}(\mathbf{x}) \leq\|\mathbf{A} \mathbf{x}\|_{p} \leq \frac{\sqrt{d}}{N^{1 / p}} Q_{p}(\mathbf{x})\right\} \geq \frac{2}{3}
$$

then $Q_{p}$ must use $\Omega(N d)$ bits of space.
By letting $N=\Theta\left(d^{q / 2}\right)$ for $q \leq p$, this gives the following tradeoff:

- For each guarantee: If

$$
\operatorname{Pr}\left\{Q_{p}(\mathbf{x}) \leq\|\mathbf{A} \mathbf{x}\|_{p} \leq d^{\frac{p-q}{2 p}} Q_{p}(\mathbf{x})\right\} \geq \frac{2}{3}
$$

for each $\mathbf{x} \in \mathbb{R}^{d}$, then $Q_{p}$ must use $\Omega\left(d^{q / 2}\right)$ bits of space.

- For all guarantee: If

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d}, Q_{p}(\mathbf{x}) \leq\|\mathbf{A} \mathbf{x}\|_{p} \leq d^{\frac{p-q}{2 p}} Q_{p}(\mathbf{x})\right\} \geq \frac{2}{3}
$$

then $Q_{p}$ must use $\Omega\left(d^{q / 2+1}\right)$ bits of space.
We use our new embedding result to show the following upper bounds that match the lower bounds of Theorem 7.1 up to constant factors:

Theorem 7.2. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $p \geq q \geq 2$. Then:

[^7]- For each guarantee: There exists a data structure $Q_{p}$ such that

$$
\operatorname{Pr}\left\{Q_{p}(\mathbf{x}) \leq\|\mathbf{A} \mathbf{x}\|_{p} \leq O\left(d^{\frac{p-q}{2 p}}\right) Q_{p}(\mathbf{x})\right\} \geq \frac{2}{3}
$$

for each $\mathbf{x} \in \mathbb{R}^{d}$, using at most $O\left(d^{q / 2}\right.$ poly $\left.\log n\right)$ bits of space.

- For all guarantee: There exists a data structure $Q_{p}$ such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d}, Q_{p}(\mathbf{x}) \leq\|\mathbf{A} \mathbf{x}\|_{p} \leq O\left(d^{\frac{p-q}{2 p}}\right) Q_{p}(\mathbf{x})\right\} \geq \frac{2}{3}
$$

using at most $O\left(d^{q / 2+1}\right.$ poly $\left.\log n\right)$ bits of space.
Proof. In the for all model, our result follows from Theorem 6.1. In the for each model, we further compose with a frequency moments sketch as in Remark 4.4 of [LWW21] (using Theorem 2.13) to further reduce the number of rows to $r^{1-2 / q}=\tilde{O}\left(d^{q / 2-1}\right)$, so that the final space bound is $O\left(d^{q / 2}\right.$ poly $\left.\log n\right)$ bits of space. Note that in order to ensure that our space complexity only uses a bit complexity of $O(\log n)$, we may add $1 / n$ to Lewis weights and round them, since Theorem 6.1 only requires $O(1)$-approximate $\ell_{p}$ Lewis weights.

## 8 Streaming Computation of Lewis Weights

### 8.1 Rounding and Approximation

We record some easy definitions and lemmas for rounding and approximation that will be useful for our streaming algorithms.

Definition 8.1. Let $\delta>0$. We define $\operatorname{round}_{\delta}(a):=\delta\lceil a / \delta\rceil$.
Note the following:
Lemma 8.2. We have that

$$
a \leq \operatorname{round}_{\delta}(a)<a+\delta .
$$

Definition 8.3. Let $\alpha \geq 1$. If $x, y \geq 0$, we write $x \approx_{\alpha} y$ if

$$
\frac{1}{\alpha} x \leq y \leq \alpha x \text {. }
$$

If $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$ have nonnegative entries, we write $\mathbf{x} \approx_{\alpha} \mathbf{y}$ if $\mathbf{x}_{i} \approx_{\alpha} \mathbf{y}_{i}$ for every $i \in[n]$. If $\mathbf{X}, \mathbf{Y} \in \mathbb{R}^{n \times n}$ are PSD matrices, we write $\mathbf{X} \approx_{\alpha} \mathbf{Y}$ if

$$
\frac{1}{\alpha} \mathbf{X} \preceq \mathbf{Y} \preceq \alpha \mathbf{X}
$$

in the usual Löwner order.
Lemma 8.4 (Fact 3.1 [CP15]). Let $\mathbf{X}, \mathbf{Y} \in \mathbb{R}^{d \times d}$ and $\mathbf{A} \in \mathbb{R}^{n \times d}$. The following hold:

- If $\mathbf{X}, \mathbf{Y}$ are positive definite, then $\mathbf{X} \approx_{\alpha} \mathbf{Y} \Longrightarrow \mathbf{X}^{-1} \approx_{\alpha} \mathbf{Y}^{-1}$.
- $\mathbf{X} \approx_{\alpha} \mathbf{Y} \Longrightarrow \mathbf{A}^{\top} \mathbf{X A} \approx_{\alpha} \mathbf{A}^{\top} \mathbf{Y A}$.

The following lemma shows that rounding large numbers gives relative error approximations.
Lemma 8.5. Let $\alpha \geq 1$ and $\delta>0$. Let $x, y \geq L$ for some $L>2 \delta$. If $x \approx_{\alpha} y$, then

$$
\operatorname{round}_{\delta}(x) \approx_{\alpha(1+2 \delta / L)} \operatorname{round}_{\delta}(y)
$$

Proof. Note that $1 /(1+2 x) \leq 1-x$ on $x \in[0,1 / 2]$. We then have that

$$
\begin{aligned}
\operatorname{round}_{\delta}(y) & \geq y \geq \frac{1}{\alpha} x \geq \frac{1}{\alpha}\left(\operatorname{round}_{\delta}(x)-\delta\right) \geq \frac{1}{\alpha}\left(\operatorname{round}_{\delta}(x)-\delta \frac{\operatorname{round}_{\delta}(x)}{L}\right) \\
& =\frac{1}{\alpha}\left(1-\frac{\delta}{L}\right) \operatorname{round}_{\delta}(x) \geq \frac{1}{\alpha(1-2 \delta / L)} \operatorname{round}_{\delta}(x)
\end{aligned}
$$

and

$$
\begin{aligned}
\operatorname{round}_{\delta}(y) & \leq y+\delta \leq \alpha x+\delta \leq \alpha \operatorname{round}_{\delta}(x)+\delta \frac{\operatorname{round}_{\delta}(x)}{L} \\
& =\alpha\left(1+\frac{\delta}{L}\right) \operatorname{round}_{\delta}(x) \leq \alpha(1+2 \delta / L) \operatorname{round}_{\delta}(x)
\end{aligned}
$$

## 8.2 $O(\log \log n)$ Pass Algorithm for $0<p<4$

We first note for $0<p<4$, by carefully implementing the fast iterative algorithm of [CP15] in a stream, one can obtain an $O(\log \log n)$ pass algorithm. In Lemma 2.4, [CP15] show that repeatedly performing the update

$$
\mathbf{w}_{i}^{\prime} \leftarrow\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2}
$$

for all $i \in[n]$ quickly yields constant factor solutions in $O(\log \log n)$ iterations. Naively, this requires $\tilde{\Theta}(n)$ space even to just maintain the weights $\mathbf{w}^{\prime}$. We show that by carefully just maintaining the quadratic form $\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}$, we obtain an algorithm using only $O\left(d^{2} \log n\right)$ bits of space.

```
Algorithm 6 Lewis quadratic in a stream
input: \(\mathbf{A} \in \mathbb{R}^{n \times d}\) in a row arrival stream, \(0<p<4\), number of passes \(T\).
output: Lewis quadratic \(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\).
    \(\delta \leftarrow \Theta\left(\min \left\{1, \Theta(d / n)^{1-2 / p}\right\}\right)\) an integer power of 2
    \(\mathbf{M} \leftarrow 0 \quad \triangleright \mathbf{M}\) will maintain \(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\)
    for \(i \in[n]\) do
        \(\mathbf{M} \leftarrow \mathbf{M}+\mathbf{a}_{i} \mathbf{a}_{i}^{\top} \quad \triangleright\) Compute \(\mathbf{M}=\mathbf{A}^{\top} \mathbf{A}\), i.e., \(\mathbf{W}=\operatorname{diag}\left(\mathbf{1}_{n}\right)\)
    for \(t \in[T]\) do
        \(\mathbf{Q} \leftarrow 0\)
        for \(i \in[n]\) do
            \(w \leftarrow \operatorname{round}_{\delta}\left(\max \left\{\Theta(d / n),\left[\mathbf{a}_{i}^{\top} \mathbf{M}^{-1} \mathbf{a}_{i}\right]^{p / 2}\right\}^{1-2 / p}\right) \quad \triangleright\) Compute \(\mathbf{W}^{1-2 / p}\) with new \(\mathbf{W}\)
            \(\mathbf{Q} \leftarrow \mathbf{Q}+w \cdot \mathbf{a}_{i} \mathbf{a}_{i}^{\top} \quad \triangleright\) Compute \(\mathbf{Q}=\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\) with new \(\mathbf{W}\)
        \(\mathbf{M} \leftarrow \mathbf{Q}\)
    return M
```

Lemma 8.6 (Lewis quadratic in a stream). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $0<p<4$ be a constant. Then, there is an $O(\log \log n)$ pass $O\left(d^{2} \log n\right)$ bit space algorithm (Algorithm 6) in the row arrival model, which computes $\mathbf{M}=\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A} \in \mathbb{R}^{d \times d}$, where $\mathbf{W}$ are $O(1)$-approximate $\ell_{p}$ Lewis weights of $\mathbf{A}$. Furthermore, we may recover $O(1)$-approximations to $\mathbf{W}$ given $\mathbf{M}$ by computing

$$
\begin{equation*}
\tilde{\mathbf{w}}_{i}=\max \left\{\gamma,\left(\mathbf{a}_{i}^{\top} \mathbf{M}^{-1} \mathbf{a}_{i}\right)^{p / 2}\right\} \tag{3}
\end{equation*}
$$

for some $\gamma=1 / \operatorname{poly}(n)$.
Before proving Lemma 8.6 in Section 8.2.1, we show the theorem which follows for solving the subspace sketch problem in a stream.

Theorem 8.7 (Subspace sketch in a stream, $2<p<4$ ). Let $\mathbf{A} \in \mathbb{R}^{n \times d}, 2<p<4$. Let $2 \leq q \leq p$. Then, there is a $O(\log \log n)$ pass streaming algorithm which uses $O\left(d^{q / 2+1} \operatorname{poly}\left(\log n, \varepsilon^{-1}\right)\right)$ space and outputs a data structure $Q_{p}$ such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq Q_{p}(\mathbf{x}) \leq O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right)\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq \frac{2}{3}
$$

Proof. We first obtain the Lewis quadratic $\mathbf{M}=\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}$ for $O(1)$-approximate $\ell_{p}$ weights $\mathbf{w}$ by Lemma 8.6 using $O(\log \log n)$ passes and $O\left(d^{2} \log n\right)$ bits of space. Furthermore, given the row $\mathbf{a}_{i}$, we recover the corresponding weight, up to constant factors, by using the formula of Equation (3). Thus, given a row arrival stream of $\mathbf{A}$ and $\mathbf{M}$, we can simulate a row arrival stream of a matrix $\mathbf{B}$ such that

$$
\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq\|\mathbf{B} \mathbf{x}\|_{q} \leq O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right)\|\mathbf{A} \mathbf{x}\|_{p}
$$

by Theorem 1.23.
It then suffices to apply Theorem 3.17 for $\ell_{q}$ to obtain a subspace sketch of $\mathbf{B}$ with $O(1)$ distortion, as in the proof of the "for all" model algorithm of Theorem 7.2.

### 8.2.1 Proof of Lemma 8.6

Our proof will follow the analysis of Section 3 in [CP15], while making appropriate modifications to handle bit complexity.

Thresholded Lewis weights. We first analyze the limit of the process which repeatedly performs the update

$$
\mathbf{w}_{i}^{\prime} \leftarrow \max \left\{\gamma,\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2}\right\}
$$

for some $\gamma>0$, for each $i \in[n]$. Note that the thresholding by $\gamma=1 / \operatorname{poly}(n)$ is necessary in order to get bounded bit complexity, so that rounding to the nearest $1 / \operatorname{poly}(n)$ will be a relative error approximation.

Lemma 8.8. Let $\mathbf{A} \in \mathbb{R}^{n \times d}, 0<p<4$, and $\gamma \geq 0$. Define $f: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ via

$$
\begin{equation*}
f_{i}(\mathbf{w})=\max \left\{\gamma,\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2}\right\} \tag{4}
\end{equation*}
$$

Then for any $\mathbf{v}, \mathbf{w} \in \mathbb{R}^{n}$ with nonnegative entries such that $\mathbf{v} \approx_{\alpha} \mathbf{w}$, we have that $f(\mathbf{v}) \approx_{\alpha^{|p / 2-1|}} f(\mathbf{w})$.
Proof. The result was shown in Lemma 3.2 of [CP15] for $\gamma=0$. Note then that the thresholding by $\gamma$ can only move points closer together. That is,

$$
\begin{aligned}
\mathbf{v} \approx_{\alpha} \mathbf{w} & \Longrightarrow\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{V}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2} \approx_{\alpha^{|p / 2-1|}}\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2} \\
& \Longrightarrow \max \left\{\gamma,\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{V}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2}\right\} \approx_{\alpha^{|p / 2-1|}} \max \left\{\gamma,\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2}\right\}
\end{aligned}
$$

From the above result, the Banach fixed point theorem applied to the log weights yields a unique solution $\mathbf{w} \in \mathbb{R}^{n}$ which satisfies

$$
\begin{equation*}
\mathbf{w}_{i}=\max \left\{\gamma,\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2}\right\} \tag{5}
\end{equation*}
$$

for each $i \in[n]$. This fixed point satisfies the following bounds:
Note then that the $\mathbf{w}$ are one-sided $\ell_{p}$ Lewis weights (Definition 2.3). Furthermore, we have the following bound on the sum of these one-sided Lewis weights:

Lemma 8.9. Let $\mathbf{w} \in \mathbb{R}^{n}$ be the fixed point of the map of Equation 4. Then,

$$
\mathbf{w}_{i}=\max \left\{\boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right), \gamma\right\} \geq \boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)
$$

for each $i \in[n]$. In particular,

$$
d \leq\|\mathbf{w}\|_{1} \leq d+\gamma n
$$

Proof. For each $i \in[n]$, we have that

$$
\mathbf{w}_{i}=\max \left\{\gamma,\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2}\right\} \geq\left(\mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1} \mathbf{a}_{i}\right)^{p / 2}
$$

Rearranging then yields that

$$
\mathbf{w}_{i} \geq\left(\mathbf{w}_{i}^{1 / 2-1 / p} \mathbf{a}_{i}^{\top}\right)\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1}\left(\mathbf{w}_{i}^{1 / 2-1 / p} \mathbf{a}_{i}\right)=\boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)
$$

Furthermore, for every $i \in[n]$ such that the max is achieved by the latter term of the max, we have that

$$
\mathbf{w}_{i}=\left(\mathbf{w}_{i}^{1 / 2-1 / p} \mathbf{a}_{i}^{\top}\right)\left(\mathbf{A}^{\top} \mathbf{W}^{1-2 / p} \mathbf{A}\right)^{-1}\left(\mathbf{w}_{i}^{1 / 2-1 / p} \mathbf{a}_{i}\right)=\boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)
$$

Thus, $\mathbf{w}_{i}=\max \left\{\boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right), \gamma\right\}$. Summing over $i \in[n]$ gives that

$$
d \leq \sum_{i=1}^{n} \boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right) \leq\|\mathbf{w}\|_{1} \leq \sum_{i=1}^{n}\left[\boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)+\gamma\right]=d+\gamma n
$$

by Lemma 2.7.

Approximating thresholded Lewis weights with bounded bit complexity. Next, we show that the rounding done in Algorithm 6 will give us relative error estimates on the thresholded Lewis weights. We start with the initial distortion, by adapting Lemma 3.5 of [CP15].

Lemma 8.10. Let $\mathbf{w} \in \mathbb{R}^{n}$ be the fixed point of the map of Equation 4. Then,

$$
\max \left\{\gamma,\left[\boldsymbol{\tau}_{i}(\mathbf{A})\right]^{p / 2}\right\} \approx_{n^{|p / 2-1|}} \mathbf{w}_{i}
$$

Proof. The proof of Lemma 3.5 of [CP15] essentially goes through. Let $\mathbf{U}=\mathbf{A R} \in \mathbb{R}^{n \times d}$ be the one-sided Lewis basis for $\mathbf{w}$. We will prove the result with $\mathbf{A}$ replaced by $\mathbf{U}$, since leverage scores depend only on the column span of a matrix and not on any particular basis for the space, and $\mathbf{w}$ is only defined in terms of leverage scores.

Let $\mathbf{B}=\mathbf{W}^{1 / 2-1 / p} \mathbf{U}$, so that

$$
\mathbf{B}^{\top} \mathbf{B}=\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{U}\right)^{\top}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{U}\right)=\mathbf{I}
$$

We first show that $\mathbf{U}^{\top} \mathbf{U}=\left(\mathbf{W}^{1 / p-1 / 2} \mathbf{B}\right)^{\top}\left(\mathbf{W}^{1 / p-1 / 2} \mathbf{B}\right) \approx_{n^{|1-2 / p|}} \mathbf{I}$. For a unit vector $\mathbf{x} \in \mathbb{R}^{d}$,

$$
1=\|\mathbf{x}\|_{2}^{2}=\|\mathbf{B} \mathbf{x}\|_{2}^{2}=\sum_{i=1}^{n}\left(\mathbf{x}^{\top} \mathbf{b}_{i}\right)^{2}=\sum_{i=1}^{n} \mathbf{w}_{i} \frac{\left(\mathbf{x}^{\top} \mathbf{b}_{i}\right)^{2}}{\mathbf{w}_{i}}
$$

and

$$
\|\mathbf{U} \mathbf{x}\|_{2}^{2}=\left\|\mathbf{W}^{1 / p-1 / 2} \mathbf{B} \mathbf{x}\right\|_{2}^{2}=\sum_{i=1}^{n} \mathbf{w}_{i}^{2 / p-1}\left(\mathbf{x}^{\top} \mathbf{b}_{i}\right)^{2}=\sum_{i=1}^{n} \mathbf{w}_{i}^{2 / p} \frac{\left(\mathbf{x}^{\top} \mathbf{b}_{i}\right)^{2}}{\mathbf{w}_{i}}
$$

Then by the Cauchy-Schwarz inequality,

$$
\frac{\left(\mathbf{x}^{\top} \mathbf{b}_{i}\right)^{2}}{\mathbf{w}_{i}} \leq \frac{\|\mathbf{x}\|_{2}^{2}\left\|\mathbf{b}_{i}\right\|_{2}^{2}}{\mathbf{w}_{i}}=\frac{\boldsymbol{\tau}_{i}(\mathbf{B})}{\mathbf{w}_{i}} \leq \frac{\mathbf{w}_{i}}{\mathbf{w}_{i}}=1
$$

so the distortion between $\|\mathbf{B} \mathbf{x}\|_{2}^{2}$ and $\|\mathbf{U} \mathbf{x}\|_{2}^{2}$ is bounded by the distortion between $\|\mathbf{w}\|_{1}$ and $\|\mathbf{w}\|_{2 / p}^{2 / p}$, which is $n^{|1-2 / p|}$.

By inverting the matrices and applying the quadratic form to $\mathbf{u}_{i}$ and raising to the $p / 2$ th power, we find that

$$
\left[\boldsymbol{\tau}_{i}(\mathbf{U})\right]^{p / 2}=\left[\mathbf{u}_{i}^{\top}\left(\mathbf{U}^{\top} \mathbf{U}\right)^{-1} \mathbf{u}_{i}\right]^{p / 2} \approx_{n^{|p / 2-1|}}\left[\mathbf{u}_{i}^{\top}\left(\mathbf{U}^{\top} \mathbf{W}^{1-2 / p} \mathbf{U}\right)^{-1} \mathbf{u}_{i}\right]^{p / 2}
$$

Since thresholding by $\gamma$ can only decrease the distortion, we have that

$$
\max \left\{\gamma, \boldsymbol{\tau}_{i}(\mathbf{U})^{p / 2}\right\} \approx_{n^{|p / 2-1|}} \max \left\{\gamma,\left[\mathbf{u}_{i}^{\top}\left(\mathbf{U}^{\top} \mathbf{W}^{1-2 / p} \mathbf{U}\right)^{-1} \mathbf{u}_{i}\right]^{p / 2}\right\}=\mathbf{w}_{i}
$$

as claimed.
We are now ready to prove Lemma 8.6 by putting the previous pieces together.
Proof of Lemma 8.6. We follow Lemma 2.4 of [CP15]. Note first that before rounding, $w$ on line 8 is in $\left[1, \Theta(\varepsilon d / n)^{1-2 / p}\right]$ for $p<2$ and $\left[\Theta(d / n)^{1-2 / p}, 1\right]$ for $p>2$. Let $L=\min \left\{1, \Theta(d / n)^{1-2 / p}\right\}$. Then if we round $\mathbf{w}_{i}^{1-2 / p}$ to the nearest multiple of $\delta$ in line 8 , then this is only a $(1+\beta)$-factor distortion, for $\beta=2 \delta / L$. This translates to a $(1+\beta)^{|1-2 / p|}$-factor distortion of $\mathbf{w}_{i}$. Then by Lemma 8.8, if $\mathbf{v} \approx_{\alpha} \mathbf{w}$, then the resulting $f(\mathbf{v})$ and $f(\mathbf{w})$ after this rounding process are distorted by a factor of

$$
(1+\beta)^{|1-2 / p|} \alpha^{|p / 2-1|} .
$$

Note also that by Lemma 8.10, we initially have an $n^{|p / 2-1|}$ factor approximation. Then, the distortion from the initial approximation is $n^{|p / 2-1|^{T}}$ while the distortion from the rounding is at most $(1+$ $\beta)^{|1-2 / p| /(1-|p / 2-1|)}$. Then, with $T=O\left(\log _{|p / 2-1|} \log n\right)=O(\log \log n)$, the distortion from the initial approximation is at most $n^{O(1 / \log n)}=O(1)$, and with

$$
\delta=O\left(\frac{1-|p / 2-1|}{|1-2 / p|} L\right)=O(L)
$$

the distortion from the rounding is at most $O(1)$. Since $L=1 / \operatorname{poly}(n)$, we can choose $\delta$ to be an integer power of 2 so that the bit complexity is $O(\log n)$.

We only store $\mathbf{M}$ which is a $d \times d$ matrix with entries bounded by $O(\log n)$ bits, so the total space usage is $O\left(d^{2} \log n\right)$. The number of passes is $T=O(\log \log n)$.

## 8.3 $O(\log \log n)$ Pass Algorithm for $p \geq 4$

We now extend the $O(\log \log n)$-pass algorithm from the previous section to arbitrary constant $p$. To do this, we use the observation of $\left[\mathrm{MMM}^{+} 22\right]$ of using the $\ell_{p / k}$ Lewis weights of the $n \times d^{k}$ matrix $\mathbf{A}^{\otimes k}$, where $\mathbf{A}^{\otimes k}$ is the Khatri-Rao product of $\mathbf{A}$ with itself $k$ times, obtained by assigning the $i$ th row to be the vector tensor product $\mathbf{a}_{i}^{\otimes k}=\mathbf{a}_{i} \otimes \mathbf{a}_{i} \cdots \otimes \mathbf{a}_{i}$. This follows from the identity

$$
\left|\left\langle\mathbf{a}^{\otimes k}, \mathbf{x}^{\otimes k}\right\rangle\right|^{p / k}=\left|\langle\mathbf{a}, \mathbf{x}\rangle^{k}\right|^{p / k}=|\langle\mathbf{a}, \mathbf{x}\rangle|^{p}
$$

which means that $\|\mathbf{A x}\|_{p}^{p}=\left\|\mathbf{A}^{\otimes k} \mathbf{x}^{\otimes k}\right\|_{p / k}^{p / k}$. By taking $k$ to be an integer large enough so that $p / k<4$ (i.e., $k=\lfloor p / 4\rfloor+1$ ), we can then use the $O(\log \log n)$-pass algorithm of Theorem 8.7.

Naively, this requires $O\left(d^{2 k} \log n\right)$ space, obtained by applying Theorem 8.7 with $d$ set instead to $d^{k}$. We will now show how to improve this to $O\left(d^{k+1} \log n\right)$ space, by maintaining a coreset for the Lewis quadratic via leverage score sampling (which are equivalent to $\ell_{2}$ Lewis weights), using Theorem 3.17. By storing a coreset of $\tilde{O}\left(d^{k}\right)$ rows, we can implicitly maintain this by storing the original rows of $\mathbf{A}$ rather than their $k$-fold tensor products, which allows us to replace a factor of $d^{k}$ by $d$.
Lemma 8.11. Let $\mathbf{B} \in \mathbb{R}^{n \times d}, k \geq 1$ an integer, $\varepsilon>0$ an accuracy paramter, and $\delta>0$ a failure rate parameter. Then, there is a one pass streaming algorithm using at most $O\left(d^{k+1} \operatorname{poly}\left(\log n, \varepsilon^{-1}\right)\right)$ bits, which outputs an $s \times d$ matrix $\mathbf{C}$ with $s=O\left(d^{k} \operatorname{poly}\left(\log n, \varepsilon^{-1}\right)\right)$ such that

$$
\operatorname{Pr}\left\{\left(\mathbf{C}^{\otimes k}\right)^{\top} \mathbf{C}^{\otimes k} \preceq\left(\mathbf{B}^{\otimes k}\right)^{\top} \mathbf{B}^{\otimes k} \preceq(1+\varepsilon)\left(\mathbf{C}^{\otimes k}\right)^{\top} \mathbf{C}^{\otimes k}\right\} \geq 1-\delta
$$

where for a matrix $\mathbf{M} \in \mathbb{R}^{m \times d}, \mathbf{M}^{\otimes k}$ denotes the $k$-fold Khatri-Rao product of $\mathbf{M}$ with itself.

Proof. We apply Theorem 3.17 with $p=2$ to obtain our $s \times d$ matrix $\mathbf{C}$, by taking $\mathbf{C}$ to be the original rows of $\mathbf{A}$ rather than the $k$-fold tensor products. Note then that

$$
\forall \mathbf{x} \in \mathbb{R}^{d}, \quad \mathbf{x}^{\top} \mathbf{C}^{\top} \mathbf{C} \mathbf{x}=\|\mathbf{C} \mathbf{x}\|_{2}^{2}=(1 \pm \varepsilon)\|\mathbf{B} \mathbf{x}\|_{2}^{2}=(1 \pm \varepsilon) \mathbf{x}^{\top} \mathbf{B}^{\top} \mathbf{B} \mathbf{x}
$$

which is equivalent to the desired conclusion.
Note that for symmetric positive definite matrices $\mathbf{K}$ and $\mathbf{L}$,

$$
\mathbf{L} \preceq \mathbf{K} \preceq(1+\varepsilon) \mathbf{L} \Longleftrightarrow(1+\varepsilon)^{-1} \mathbf{L}^{-1} \preceq \mathbf{K}^{-1} \preceq \mathbf{L}^{-1} .
$$

Thus, by applying Lemma 8.11 with $\mathbf{B}=\mathbf{W}^{1 / 2-1 / p} \mathbf{A}$, we can implement the algorithm of Lemma 8.6, up to a loss of $(1+\varepsilon)$ factors. We thus obtain the following:

Theorem 8.12 (Subspace sketch in a stream, $p \geq 4$ ). Let $\mathbf{A} \in \mathbb{R}^{n \times d}, p \geq 4$. Let $k=\lfloor p / 4\rfloor+1$. Then, there is a $O(\log \log n)$ pass streaming algorithm which uses $O\left(d^{q / 2+1}+d^{k+1}\right) \operatorname{poly}\left(\log n, \varepsilon^{-1}\right)$ bits of space and outputs a data structure $Q_{p}$ such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq Q_{p}(\mathbf{x}) \leq O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right)\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq \frac{2}{3}
$$

## 8.4 $O(\log n)$ Pass Algorithm for $p \geq 4$

In this section, we implement an alternative $\ell_{p}$ Lewis weight computation algorithm of [Lee16] for $p \geq 2$ to obtain an algorithm with a higher number of passes with $O(\log n)$ passes, but with lower space complexity. Note that this algorithm is only useful for $p \geq 4$, given the guarantees of Algorithm 6 found in Lemma 8.6. We follow the presentation of a similar algorithm by [JLS22], which gives a simplified analysis. As with our adaptation of the [CP15], we require some modifications in order to implement the algorithm with small bit complexity. The algorithm is very similar to Algorithm 6, except that we need more passes, use a slightly different recursion, and need to output every iterate of the Lewis quadratic rather than the last iterate, since the final weights are the average iterate of the weights rather than the last iterate.

Recall that the algorithms of [Lee16, JLS22] find an approximate fixed point of the recursion

$$
\begin{equation*}
\mathbf{w}_{i}^{\prime} \leftarrow \boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right) \tag{6}
\end{equation*}
$$

Our modified implementation of this algorithm is then found in Algorithm 7.

```
Algorithm 7 Lewis quadratic in a stream
input: \(\mathbf{A} \in \mathbb{R}^{n \times d}\) in a row arrival stream, \(p \geq 2\), number of passes \(T\).
output: \(T+1\) Lewis quadratics \(\mathbf{Q}_{(t)}=\mathbf{A}^{\top} \mathbf{W}_{(t)}^{1-2 / p} \mathbf{A}\) for \(t \in[T] \cup\{0\}\).
    \(\delta \leftarrow \Theta(d / n)\) an integer power of 2
    \(\mathbf{Q}_{(0)} \leftarrow 0 \quad \triangleright \mathbf{Q}_{(t)}\) will maintain \(\mathbf{A}^{\top} \mathbf{W}_{(t)}^{1-2 / p} \mathbf{A}\)
    for \(i \in[n]\) do
        \(\mathbf{Q}_{(0)} \leftarrow \mathbf{Q}_{(0)}+(d / n) \mathbf{a}_{i} \mathbf{a}_{i}^{\top} \quad \triangleright\) Compute \(\mathbf{M}=\mathbf{A}^{\top} \mathbf{A}\), i.e., \(\mathbf{W}_{(0)}=\operatorname{diag}\left((d / n) \cdot \mathbf{1}_{n}\right)\)
    for \(t \in[T]\) do
        \(\mathbf{Q}_{(t)} \leftarrow 0\)
        for \(i \in[n]\) do
            \(w \leftarrow d / n\)
            for \(k \in[t]\) do
                \(w \leftarrow \operatorname{round}_{\delta}\left(\max \left\{\Theta(d / n),\left(w \cdot \mathbf{a}_{i}\right)^{\top} \mathbf{Q}_{(k-1)}^{-1}\left(w \cdot \mathbf{a}_{i}\right)\right\}\right) \quad \triangleright w\) maintains \(\left(\mathbf{W}_{(k)}\right)_{i, i}\)
                \(\mathbf{Q}_{(t)} \leftarrow \mathbf{Q}_{(t)}+w \cdot \mathbf{a}_{i} \mathbf{a}_{i}^{\top} \quad \triangleright\) Compute \(\mathbf{Q}_{(t)}=\mathbf{A}^{\top} \mathbf{W}_{(t)}^{1-2 / p} \mathbf{A}\) with new \(\mathbf{W}_{(t)}\)
    return \(\mathbf{Q}_{(t)}, t \in[T] \cup\{0\}\)
```

Note that compared to the recursion of Equation (6), the recursion in Algorithm 7 on line 10 needs to threshold by some $1 / \operatorname{poly}(n)$, just as in Algorithm 6.

Lemma 8.13 (Lewis quadratic in a stream). Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and let $2 \leq p<\infty$ be a constant. Then, there is an $O(\log \log n)$ pass $O\left(d^{2} \log ^{2} n\right)$ bit space algorithm (Algorithm 7) in the row arrival model, which computes $T=O(\log n)$ quadratics $\mathbf{Q}_{(t)}=\mathbf{A}^{\top} \mathbf{W}_{(t)}^{1-2 / p} \mathbf{A} \in \mathbb{R}^{d \times d}$ for $t \in[T]$. Furthermore, the weights $\mathbf{W}_{(t)}$ and the quadratics $\mathbf{Q}_{(t)}$ satisfy

$$
\mathbf{w}_{(t)}(i)=\operatorname{round}_{\delta}\left(\max \left\{\Theta(d / n),\left(\mathbf{w}_{(t-1)}(i) \cdot \mathbf{a}_{i}\right)^{\top} \mathbf{Q}_{(t-1)}^{-1}\left(\mathbf{w}_{(t-1)}(i) \cdot \mathbf{a}_{i}\right)\right\}\right)
$$

(see line 10) and

$$
\mathbf{w}:=\frac{3}{2 T} \sum_{t=1}^{T} \mathbf{w}_{(t)}
$$

are $O(1)$-approximate $\ell_{p}$ Lewis weights.
Proof. The number of passes is immediate from the pseudocode of Algorithm 7. The space complexity follows from the fact that we maintain $O(\log n)$ matrices that are each $d \times d$ with entries bounded by $O(\log n)$ bits.

The proof for correctness almost exactly follows the analysis in [JLS22]. We include the details for completeness. For the bound on $\|\mathbf{w}\|_{1}$, we have that

$$
\begin{aligned}
\|\mathbf{w}\|_{1} & =\left\|\frac{3}{2 T} \sum_{t=1}^{T} \mathbf{w}_{(t)}\right\|_{1} \leq \frac{3}{2 T} \sum_{t=1}^{T}\left\|\mathbf{w}_{(t)}\right\|_{1} \leq \frac{3}{2 T} \sum_{t=1}^{T} \sum_{i=1}^{n} \mathbf{w}_{(t)}(i) \\
& \leq \frac{3}{2 T} \sum_{t=1}^{T} \sum_{i=1}^{n}\left(\Theta(d / n)+\boldsymbol{\tau}_{i}\left(\mathbf{W}_{(t)}^{1 / 2-1 / p} \mathbf{A}\right)\right)=\frac{3}{2 T} \sum_{t=1}^{T} \Theta(d)=\Theta(d)
\end{aligned}
$$

Next, we prove that $\mathbf{w}_{i} \geq \boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)$. Define $\phi_{i}: \mathbb{R}_{\geq 0}^{n} \rightarrow \mathbb{R}$ by

$$
\phi_{i}(\mathbf{v})=\log \left(\frac{\boldsymbol{\tau}_{i}\left(\operatorname{diag}(\mathbf{v})^{1 / 2-1 / p} \mathbf{A}\right)}{\mathbf{v}_{i}}\right)
$$

Lemma A. 2 of [JLS22] shows that $\phi_{i}$ is convex. Then,

$$
\begin{aligned}
\phi_{i}\left(\frac{1}{T} \sum_{t=1}^{T} \mathbf{w}_{(t)}\right) & \leq \frac{1}{T} \sum_{t=1}^{T} \phi_{i}\left(\mathbf{w}_{(t)}\right)=\frac{1}{T} \sum_{t=1}^{T} \log \left(\frac{\boldsymbol{\tau}_{i}\left(\operatorname{diag}\left(\mathbf{w}_{(t)}\right)^{1 / 2-1 / p} \mathbf{A}\right)}{\mathbf{w}_{(t)}(i)}\right) \\
& \leq \frac{1}{T} \sum_{t=1}^{T}\left(\log (1.1)+\log \left(\frac{\mathbf{w}_{(t+1)}(i)}{\mathbf{w}_{(t)}(i)}\right)\right) \\
& \leq 0.1+\frac{1}{T} \log \frac{\mathbf{w}_{(T)}(i)}{\mathbf{w}_{(0)}(i)} \leq 0.1+\frac{1}{T} \log \frac{n}{d} \leq 0.2
\end{aligned}
$$

In the above, we use that for an appropriate choice of $\delta$, rounding to the nearest $\delta$ in line 10 gives a 1.1approximation of $\max \left\{\Theta(d / n), \boldsymbol{\tau}_{i}\left(\operatorname{diag}\left(\mathbf{w}_{(t)}\right)^{1 / 2-1 / p} \mathbf{A}\right)\right\}$, and that $(1.1) \mathbf{w}_{(t+1)}(i) \geq \boldsymbol{\tau}_{i}\left(\operatorname{diag}\left(\mathbf{w}_{(t)}\right)^{1 / 2-1 / p} \mathbf{A}\right)$. It follows that

$$
\mathbf{w}_{i} \geq \frac{3}{2} \exp (-0.2) \boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right) \geq \boldsymbol{\tau}_{i}\left(\mathbf{W}^{1 / 2-1 / p} \mathbf{A}\right)
$$

Thus, $\mathbf{w}$ are $O(1)$-approximate $\ell_{p}$ Lewis weights.
Then, Lemma 8.13 gives Theorem 8.14, just as Lemma 8.6 gave Theorem 8.7. We omit the proof, as it is the same as before.

Theorem 8.14 (Subspace sketch in a stream, $4 \leq p<\infty)$. Let $\mathbf{A} \in \mathbb{R}^{n \times d}, 4 \leq p<\infty$. Let $2 \leq q \leq p$. Then, there is a $O(\log n)$ pass streaming algorithm which uses $O\left(d^{q / 2+1} \operatorname{poly}\left(\log n, \varepsilon^{-1}\right)\right)$ space and outputs a data structure $Q_{p}$ such that

$$
\operatorname{Pr}\left\{\forall \mathbf{x} \in \mathbb{R}^{d},\|\mathbf{A} \mathbf{x}\|_{p} \leq Q_{p}(\mathbf{x}) \leq O\left(d^{\frac{1}{2}\left(1-\frac{q}{p}\right)}\right)\|\mathbf{A} \mathbf{x}\|_{p}\right\} \geq \frac{2}{3}
$$

## 9 Acknowledgements

David P. Woodruff and Taisuke Yasuda were supported by ONR grant N00014-18-1-2562 and a Simons Investigator Award. We thank Timothy Chan, Sariel Har-Peled, Piotr Indyk, and Jeff Phillips for helpful feedback and suggestions. We thank Naren Manoj and Max Ovsiankin for pointing out an error in the proof of Theorem 3.10 in an earlier version of the draft. We thank anonymous reviewers for suggestions which helped improve the presentation of the draft.

## References

[AAHS99] Pankaj K. Agarwal, Boris Aronov, Sariel Har-Peled, and Micha Sharir. Approximation and exact algorithms for minimum-width annuli and shells. In Victor Milenkovic, editor, Proceedings of the Fifteenth Annual Symposium on Computational Geometry, Miami Beach, Florida, USA, June 13-16, 1999, pages 380-389. ACM, 1999. 4
[ABKS21] Deeksha Adil, Brian Bullins, Rasmus Kyng, and Sushant Sachdeva. Almost-linear-time weighted $\ell_{p}$-norm solvers in slightly dense graphs via sparsification. In Nikhil Bansal, Emanuela Merelli, and James Worrell, editors, 48 th International Colloquium on Automata, Languages, and Programming, ICALP 2021, July 12-16, 2021, Glasgow, Scotland (Virtual Conference), volume 198 of LIPIcs, pages 9:1-9:15. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2021. 6
[AdFM17] Sunil Arya, Guilherme Dias da Fonseca, and David M. Mount. Optimal approximate polytope membership. In Philip N. Klein, editor, Proceedings of the Twenty-Eighth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2017, Barcelona, Spain, Hotel Porta Fira, January 16-19, pages 270-288. SIAM, 2017. 1
[AG13] Kook Jin Ahn and Sudipto Guha. Linear programming in the semi-streaming model with application to the maximum matching problem. Inf. Comput., 222:59-79, 2013. 4
[AHV04] Pankaj K. Agarwal, Sariel Har-Peled, and Kasturi R. Varadarajan. Approximating extent measures of points. J. ACM, 51(4):606-635, 2004. (document), 1, 1, 1.2.4, 1.2.4, 1.2.4, 4.5
[AHV05] Pankaj K. Agarwal, Sariel Har-Peled, and Kasturi R. Varadarajan. Geometric approximation via coresets. Combinatorial and computational geometry, 52(1-30):3, 2005. 1, 1, 1.2.4, 1.2.4, 1.2.4, 4.1
[AHY08] Pankaj K. Agarwal, Sariel Har-Peled, and Hai Yu. Robust shape fitting via peeling and grating coresets. Discret. Comput. Geom., 39(1-3):38-58, 2008. 1.2.4, 4.1, 4.2, 9, 4.1, 4.1
[AKL21] Sepehr Assadi, Sanjeev Khanna, and Yang Li. Tight bounds for single-pass streaming complexity of the set cover problem. SIAM J. Comput., 50(3), 2021. 4
[AKPS19] Deeksha Adil, Rasmus Kyng, Richard Peng, and Sushant Sachdeva. Iterative refinement for $\ell_{p}$-norm regression. In Timothy M. Chan, editor, Proceedings of the Thirtieth Annual ACMSIAM Symposium on Discrete Algorithms, SODA 2019, San Diego, California, USA, January 6-9, 2019, pages 1405-1424. SIAM, 2019. 1, 6, 6.2
[AKZ19] Sepehr Assadi, Nikolai Karpov, and Qin Zhang. Distributed and streaming linear programming in low dimensions. In Dan Suciu, Sebastian Skritek, and Christoph Koch, editors, Proceedings of the 38th ACM SIGMOD-SIGACT-SIGAI Symposium on Principles of Database Systems, PODS 2019, Amsterdam, The Netherlands, June 30 - July 5, 2019, pages 236-253. ACM, 2019. 4
[AMS99] Noga Alon, Yossi Matias, and Mario Szegedy. The space complexity of approximating the frequency moments. J. Comput. Syst. Sci., 58(1):137-147, 1999. 2.3.2
[And17] Alexandr Andoni. High frequency moments via max-stability. In 2017 IEEE International Conference on Acoustics, Speech and Signal Processing, ICASSP 2017, New Orleans, LA, USA, March 5-9, 2017, pages 6364-6368. IEEE, 2017. 1
[APS19] Deeksha Adil, Richard Peng, and Sushant Sachdeva. Fast, provably convergent IRLS algorithm for p-norm linear regression. In Hanna M. Wallach, Hugo Larochelle, Alina Beygelzimer, Florence d'Alché-Buc, Emily B. Fox, and Roman Garnett, editors, Advances in Neural Information Processing Systems 32: Annual Conference on Neural Information Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada, pages 14166-14177, 2019. 6
[AS98] Pankaj K. Agarwal and Micha Sharir. Efficient algorithms for geometric optimization. ACM Comput. Surv., 30(4):412-458, 1998. 4
[AS15] Pankaj K. Agarwal and R. Sharathkumar. Streaming algorithms for extent problems in high dimensions. Algorithmica, 72(1):83-98, 2015. 1, 1.2.1, 1.2.1, 1.2.4, 1.2.4, 4.1
[AS20] Deeksha Adil and Sushant Sachdeva. Faster $p$-norm minimizing flows, via smoothed $q$-norm problems. In Shuchi Chawla, editor, Proceedings of the 2020 ACM-SIAM Symposium on Discrete Algorithms, SODA 2020, Salt Lake City, UT, USA, January 5-8, 2020, pages 892-910. SIAM, 2020. 6
[AVu97] Noga Alon and Văn H. Vũ. Anti-Hadamard matrices, coin weighing, threshold gates, and indecomposable hypergraphs. J. Combin. Theory Ser. A, 79(1):133-160, 1997. 1.2.3
[AW21] Josh Alman and Virginia Vassilevska Williams. A refined laser method and faster matrix multiplication. In Dániel Marx, editor, Proceedings of the 2021 ACM-SIAM Symposium on Discrete Algorithms, SODA 2021, Virtual Conference, January 10-13, 2021, pages 522-539. SIAM, 2021. 3, 2.6, 6.2
$\left[\mathrm{BBB}^{+} 19\right]$ Frank Ban, Vijay Bhattiprolu, Karl Bringmann, Pavel Kolev, Euiwoong Lee, and David P. Woodruff. A PTAS for $\ell_{p}$-low rank approximation. In Timothy M. Chan, editor, Proceedings of the Thirtieth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2019, San Diego, California, USA, January 6-9, 2019, pages 747-766. SIAM, 2019. 6
$\left[\mathrm{BBK}^{+} 18\right]$ Avrim Blum, Vladimir Braverman, Ananya Kumar, Harry Lang, and Lin F. Yang. Approximate convex hull of data streams. In Ioannis Chatzigiannakis, Christos Kaklamanis, Dániel Marx, and Donald Sannella, editors, 45 th International Colloquium on Automata, Languages, and Programming, ICALP 2018, July 9-13, 2018, Prague, Czech Republic, volume 107 of LIPIcs, pages 21:1-21:13. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2018. 1, 1.2.4
[BCLL18] Sébastien Bubeck, Michael B. Cohen, Yin Tat Lee, and Yuanzhi Li. An homotopy method for $\ell_{p}$ regression provably beyond self-concordance and in input-sparsity time. In Ilias Diakonikolas, David Kempe, and Monika Henzinger, editors, Proceedings of the 50th Annual ACM SIGACT Symposium on Theory of Computing, STOC 2018, Los Angeles, CA, USA, June 25-29, 2018, pages 1130-1137. ACM, 2018. 6
$\left[\mathrm{BDM}^{+} 20\right]$ Vladimir Braverman, Petros Drineas, Cameron Musco, Christopher Musco, Jalaj Upadhyay, David P. Woodruff, and Samson Zhou. Near optimal linear algebra in the online and sliding window models. In 61st IEEE Annual Symposium on Foundations of Computer Science, FOCS 2020, Durham, NC, USA, November 16-19, 2020, pages 517-528. IEEE, 2020. (document), 1, $1.2 .1,1.2 .1,1.2 .2,1.2 .3,1.2 .3,1.3 .2,3.1,3.1,3.3,3.8,3.1,3.2 .2,3.4$
[BJKS04] Ziv Bar-Yossef, T. S. Jayram, Ravi Kumar, and D. Sivakumar. An information statistics approach to data stream and communication complexity. J. Comput. Syst. Sci., 68(4):702-732, 2004. 1.4
[BKLZ20] Aditya Bhaskara, Amin Karbasi, Silvio Lattanzi, and Morteza Zadimoghaddam. Online MAP inference of determinantal point processes. In Hugo Larochelle, Marc'Aurelio Ranzato, Raia

Hadsell, Maria-Florina Balcan, and Hsuan-Tien Lin, editors, Advances in Neural Information Processing Systems 33: Annual Conference on Neural Information Processing Systems 2020, NeurIPS 2020, December 6-12, 2020, virtual, 2020. 1.2.4, 4
[BKPS15] Grey Ballard, Tamara G. Kolda, Ali Pinar, and C. Seshadhri. Diamond sampling for approximate maximum all-pairs dot-product (MAD) search. In Charu C. Aggarwal, Zhi-Hua Zhou, Alexander Tuzhilin, Hui Xiong, and Xindong Wu, editors, 2015 IEEE International Conference on Data Mining, ICDM 2015, Atlantic City, NJ, USA, November 14-17, 2015, pages 11-20. IEEE Computer Society, 2015. 1
[BKW17] Karl Bringmann, Pavel Kolev, and David P. Woodruff. Approximation algorithms for lo-low rank approximation. In Isabelle Guyon, Ulrike von Luxburg, Samy Bengio, Hanna M. Wallach, Rob Fergus, S. V. N. Vishwanathan, and Roman Garnett, editors, Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017, December 4-9, 2017, Long Beach, CA, USA, pages 6648-6659, 2017. 6
[BLM89] J. Bourgain, J. Lindenstrauss, and V. Milman. Approximation of zonoids by zonotopes. Acta Math., 162(1-2):73-141, 1989. 1, 1.5, 2.2.2, 2.2.2, 6.1
[BLVZ19] Aditya Bhaskara, Silvio Lattanzi, Sergei Vassilvitskii, and Morteza Zadimoghaddam. Residual based sampling for online low rank approximation. In David Zuckerman, editor, 60th IEEE Annual Symposium on Foundations of Computer Science, FOCS 2019, Baltimore, Maryland, USA, November 9-12, 2019, pages 1596-1614. IEEE Computer Society, 2019. 1
[Car81] B. Carl. Inequalities between absolutely ( $p, q$ )-summing norms. Studia Math., 69(2):143-148, 1980/81. 6
[CC07] Timothy M. Chan and Eric Y. Chen. Multi-pass geometric algorithms. Discret. Comput. Geom., 37(1):79-102, 2007. 4
[CCDS20] Rachit Chhaya, Jayesh Choudhari, Anirban Dasgupta, and Supratim Shit. Streaming coresets for symmetric tensor factorization. In Proceedings of the 37th International Conference on Machine Learning, ICML 2020, 13-18 July 2020, Virtual Event, volume 119 of Proceedings of Machine Learning Research, pages 1855-1865. PMLR, 2020. 1.4
[CCLY19] Michael B. Cohen, Ben Cousins, Yin Tat Lee, and Xin Yang. A near-optimal algorithm for approximating the John ellipsoid. In Alina Beygelzimer and Daniel Hsu, editors, Conference on Learning Theory, COLT 2019, 25-28 June 2019, Phoenix, AZ, USA, volume 99 of Proceedings of Machine Learning Research, pages 849-873. PMLR, 2019. 1.4
[CD21] Xue Chen and Michal Derezinski. Query complexity of least absolute deviation regression via robust uniform convergence. In Mikhail Belkin and Samory Kpotufe, editors, Conference on Learning Theory, COLT 2021, 15-19 August 2021, Boulder, Colorado, USA, volume 134 of Proceedings of Machine Learning Research, pages 1144-1179. PMLR, 2021. 1.4
$\left[\mathrm{CDM}^{+} 16\right]$ Kenneth L. Clarkson, Petros Drineas, Malik Magdon-Ismail, Michael W. Mahoney, Xiangrui Meng, and David P. Woodruff. The fast Cauchy transform and faster robust linear regression. SIAM J. Comput., 45(3):763-810, 2016. 6.2
[CDW18] Graham Cormode, Charlie Dickens, and David P. Woodruff. Leveraging well-conditioned bases: Streaming and distributed summaries in Minkowski p-norms. In Jennifer G. Dy and Andreas Krause, editors, Proceedings of the 35th International Conference on Machine Learning, ICML 2018, Stockholmsmässan, Stockholm, Sweden, July 10-15, 2018, volume 80 of Proceedings of Machine Learning Research, pages 1048-1056. PMLR, 2018. (document), 1, 1, 1.3.2, 1.3.3, 3.4
$\left[\mathrm{CGK}^{+} 17\right]$ Flavio Chierichetti, Sreenivas Gollapudi, Ravi Kumar, Silvio Lattanzi, Rina Panigrahy, and David P. Woodruff. Algorithms for $\ell_{p}$ low-rank approximation. In Doina Precup and Yee Whye Teh, editors, Proceedings of the 34th International Conference on Machine Learning, ICML

2017, Sydney, NSW, Australia, 6-11 August 2017, volume 70 of Proceedings of Machine Learning Research, pages 806-814. PMLR, 2017. 1, 6, 6.3, 6.4, 5, 6.3
[Cha02] Timothy M. Chan. Approximating the diameter, width, smallest enclosing cylinder, and minimum-width annulus. Int. J. Comput. Geom. Appl., 12(1-2):67-85, 2002. 4
[Cha06] Timothy M. Chan. Faster core-set constructions and data-stream algorithms in fixed dimensions. Comput. Geom., 35(1-2):20-35, 2006. 1, 1.2.4, 1.2.4, 1.2.4, 4
[Cha16] Timothy M. Chan. Dynamic streaming algorithms for epsilon-kernels. In Sándor P. Fekete and Anna Lubiw, editors, 32nd International Symposium on Computational Geometry, SoCG 2016, June 14-18, 2016, Boston, MA, USA, volume 51 of LIPIcs, pages 27:1-27:11. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2016. 1.2.4
[Cla05] Kenneth L. Clarkson. Subgradient and sampling algorithms for $\ell_{1}$ regression. In Proceedings of the Sixteenth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA '05, pages 257-266, USA, 2005. Society for Industrial and Applied Mathematics. 6
$\left[\mathrm{CLM}^{+} 15\right]$ Michael B. Cohen, Yin Tat Lee, Cameron Musco, Christopher Musco, Richard Peng, and Aaron Sidford. Uniform sampling for matrix approximation. In Tim Roughgarden, editor, Proceedings of the 2015 Conference on Innovations in Theoretical Computer Science, ITCS 2015, Rehovot, Israel, January 11-13, 2015, pages 181-190. ACM, 2015. 2.1, 2.6, 3.3
[CMP20] Michael B. Cohen, Cameron Musco, and Jakub Pachocki. Online row sampling. Theory Comput., $16: 1-25,2020.1,1.2 .1,1.2 .1,1.2 .2,1.2 .3,3.1,3.1,3.3,3.1,3.2 .2,3.2 .3, \mathrm{~A}, \mathrm{~A}, 8, \mathrm{~A}$, A
[CP14] Timothy M. Chan and Vinayak Pathak. Streaming and dynamic algorithms for minimum enclosing balls in high dimensions. Comput. Geom., 47(2):240-247, 2014. 1, 1.2.1
[CP15] Michael B. Cohen and Richard Peng. Lp row sampling by lewis weights. In Rocco A. Servedio and Ronitt Rubinfeld, editors, Proceedings of the Forty-Seventh Annual ACM on Symposium on Theory of Computing, STOC 2015, Portland, OR, USA, June 14-17, 2015, pages 183-192. ACM, 2015. 1, 1, 1, 1, 1.3.2, 1.4, 1.5, 1.5, 2.2, 2.5, 2.6, 2.2.2, 2.2.2, 5.1, 5.1, 6.1, 6.2, 8.4, 8.2, 8.2.1, 8.2.1, 8.2.1, 8.2.1, 8.4
[CW09] Kenneth L. Clarkson and David P. Woodruff. Numerical linear algebra in the streaming model. In Michael Mitzenmacher, editor, Proceedings of the 41 st Annual ACM Symposium on Theory of Computing, STOC 2009, Bethesda, MD, USA, May 31-June 2, 2009, pages 205-214. ACM, 2009. 1.2.3
[CW13] Kenneth L. Clarkson and David P. Woodruff. Low rank approximation and regression in input sparsity time. In Dan Boneh, Tim Roughgarden, and Joan Feigenbaum, editors, Symposium on Theory of Computing Conference, STOC'13, Palo Alto, CA, USA, June 1-4, 2013, pages 81-90. ACM, 2013. 6.2
[CWW19] Kenneth L. Clarkson, Ruosong Wang, and David P. Woodruff. Dimensionality reduction for tukey regression. In Kamalika Chaudhuri and Ruslan Salakhutdinov, editors, Proceedings of the 36th International Conference on Machine Learning, ICML 2019, 9-15 June 2019, Long Beach, California, USA, volume 97 of Proceedings of Machine Learning Research, pages 12621271. PMLR, 2019. 1.4
[ $\left.\mathrm{DDH}^{+} 09\right]$ Anirban Dasgupta, Petros Drineas, Boulos Harb, Ravi Kumar, and Michael W. Mahoney. Sampling algorithms and coresets for $\ell_{p}$ regression. SIAM J. Comput., 38(5):2060-2078, 2009. 6, 6.2
[DJT95] Joe Diestel, Hans Jarchow, and Andrew Tonge. Absolutely summing operators, volume 43 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1995. 1.4, 5
[DLS18] David Durfee, Kevin A. Lai, and Saurabh Sawlani. \$ $\$$ ell_1 $\$$ regression using lewis weights preconditioning and stochastic gradient descent. In Sébastien Bubeck, Vianney Perchet, and Philippe Rigollet, editors, Conference On Learning Theory, COLT 2018, Stockholm, Sweden, 69 July 2018, volume 75 of Proceedings of Machine Learning Research, pages 1626-1656. PMLR, 2018. 1.4
[DWZ $\left.{ }^{+} 19\right]$ Chen Dan, Hong Wang, Hongyang Zhang, Yuchen Zhou, and Pradeep Ravikumar. Optimal analysis of subset-selection based l_p low-rank approximation. In Hanna M. Wallach, Hugo Larochelle, Alina Beygelzimer, Florence d'Alché-Buc, Emily B. Fox, and Roman Garnett, editors, Advances in Neural Information Processing Systems 32: Annual Conference on Neural Information Processing Systems 2019, NeurIPS 2019, December 8-14, 2019, Vancouver, BC, Canada, pages 2537-2548, 2019. 1, 6, 6.3, 6.4, 5, 6.3
[DYH19] Qin Ding, Hsiang-Fu Yu, and Cho-Jui Hsieh. A fast sampling algorithm for maximum inner product search. In Kamalika Chaudhuri and Masashi Sugiyama, editors, The 22nd International Conference on Artificial Intelligence and Statistics, AISTATS 2019, 16-18 April 2019, Naha, Okinawa, Japan, volume 89 of Proceedings of Machine Learning Research, pages 3004-3012. PMLR, 2019. 1
[FLPS22] Maryam Fazel, Yin Tat Lee, Swati Padmanabhan, and Aaron Sidford. Computing lewis weights to high precision. In Joseph (Seffi) Naor and Niv Buchbinder, editors, Proceedings of the 2022 ACM-SIAM Symposium on Discrete Algorithms, SODA 2022, Virtual Conference / Alexandria, VA, USA, January 9-12, 2022, pages 2723-2742. SIAM, 2022. 1.4, 2.5, 2.2.1
[GK10] Eugene Gover and Nishan Krikorian. Determinants and the volumes of parallelotopes and zonotopes. Linear Algebra Appl., 433(1):28-40, 2010. 3.1, 3.7
[GW18] Sumit Ganguly and David P. Woodruff. High probability frequency moment sketches. In Ioannis Chatzigiannakis, Christos Kaklamanis, Dániel Marx, and Donald Sannella, editors, 45 th International Colloquium on Automata, Languages, and Programming, ICALP 2018, July 9-13, 2018, Prague, Czech Republic, volume 107 of LIPIcs, pages 58:1-58:15. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2018. 2.3.2, 2.13
[HW20] Daniel Hug and Wolfgang Weil. Lectures on convex geometry, volume 286 of Graduate Texts in Mathematics. Springer, Cham, [2020] © 2020. 1.2.4, 4.4
[IMGR19] Piotr Indyk, Sepideh Mahabadi, Shayan Oveis Gharan, and Alireza Rezaei. Composable coresets for determinant maximization: A simple near-optimal algorithm. In Kamalika Chaudhuri and Ruslan Salakhutdinov, editors, Proceedings of the 36th International Conference on Machine Learning, ICML 2019, 9-15 June 2019, Long Beach, California, USA, volume 97 of Proceedings of Machine Learning Research, pages 4254-4263. PMLR, 2019. 1.2.4, 1.2.4, 1.3.2, 4.2
[IMGR20] Piotr Indyk, Sepideh Mahabadi, Shayan Oveis Gharan, and Alireza Rezaei. Composable coresets for determinant maximization problems via spectral spanners. In Shuchi Chawla, editor, Proceedings of the 2020 ACM-SIAM Symposium on Discrete Algorithms, SODA 2020, Salt Lake City, UT, USA, January 5-8, 2020, pages 1675-1694. SIAM, 2020. 1.2.4, 4.1
$\left[\mathrm{IMR}^{+} 17\right]$ Piotr Indyk, Sepideh Mahabadi, Ronitt Rubinfeld, Jonathan R. Ullman, Ali Vakilian, and Anak Yodpinyanee. Fractional set cover in the streaming model. In Klaus Jansen, José D. P. Rolim, David Williamson, and Santosh S. Vempala, editors, Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques, APPROX/RANDOM 2017, August 16-18, 2017, Berkeley, CA, USA, volume 81 of LIPIcs, pages 12:1-12:20. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2017. 4
[Ind06] Piotr Indyk. Stable distributions, pseudorandom generators, embeddings, and data stream computation. J. ACM, 53(3):307-323, 2006. 1
[JLL ${ }^{+}$21] Shuli Jiang, Dennis Li, Irene Mengze Li, Arvind V. Mahankali, and David P. Woodruff. Streaming and distributed algorithms for robust column subset selection. In Marina Meila and Tong Zhang, editors, Proceedings of the 38th International Conference on Machine Learning, ICML 2021, 18-24 July 2021, Virtual Event, volume 139 of Proceedings of Machine Learning Research, pages 4971-4981. PMLR, 2021. 6, 2.2.2
[JLS22] Arun Jambulapati, Yang P. Liu, and Aaron Sidford. Improved iteration complexities for overconstrained $p$-norm regression. In Stefano Leonardi and Anupam Gupta, editors, STOC '22: 54th Annual ACM SIGACT Symposium on Theory of Computing, Rome, Italy, June 20-24, 2022, pages 529-542. ACM, 2022. 1.4, 6, 2.3, 7, 2.5, 5.2, 8.4, 8.4
[Joh48] Fritz John. Extremum problems with inequalities as subsidiary conditions. In Studies and Essays Presented to R. Courant on his 60th Birthday, January 8, 1948, pages 187-204. Interscience Publishers, Inc., New York, N. Y., 1948. 1.21, 1.4
[JS82] William B. Johnson and Gideon Schechtman. Embedding $l_{p}^{m}$ into $l_{1}^{n}$. Acta Mathematica, 149(1):71-85, 1982. 6.1
[JS01] William B. Johnson and Gideon Schechtman. Finite dimensional subspaces of $L_{p}$. In Handbook of the geometry of Banach spaces, Vol. I, pages 837-870. North-Holland, Amsterdam, 2001. 1.4, 6.1
[KKLT21] B Kashin, E Kosov, I Limonova, and V Temlyakov. Sampling discretization and related problems. arXiv preprint arXiv:2109.07567, 2021. 6.1
[KMN11] Daniel M. Kane, Raghu Meka, and Jelani Nelson. Almost optimal explicit johnson-lindenstrauss families. In Leslie Ann Goldberg, Klaus Jansen, R. Ravi, and José D. P. Rolim, editors, Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques - 14th International Workshop, APPROX 2011, and 15th International Workshop, RANDOM 2011, Princeton, NJ, USA, August 17-19, 2011. Proceedings, volume 6845 of Lecture Notes in Computer Science, pages 628-639. Springer, 2011. 4.2
[KNR99] Ilan Kremer, Noam Nisan, and Dana Ron. On randomized one-round communication complexity. Comput. Complex., 8(1):21-49, 1999. 2.12
[Lee16] Yin Tat Lee. Faster algorithms for convex and combinatorial optimization. PhD thesis, Massachusetts Institute of Technology, 2016. 1.4, 2.5, 2.6, 8.4
[Lew78] D. R. Lewis. Finite dimensional subspaces of $L_{p}$. Studia Mathematica, 63(2):207-212, 1978. 1, 1, 1.21, 1.4, 1.5, 2.2, 2.2.2
[LLV20] Aditi Laddha, Yin Tat Lee, and Santosh S. Vempala. Strong self-concordance and sampling. In Konstantin Makarychev, Yury Makarychev, Madhur Tulsiani, Gautam Kamath, and Julia Chuzhoy, editors, Proccedings of the 52nd Annual ACM SIGACT Symposium on Theory of Computing, STOC 2020, Chicago, IL, USA, June 22-26, 2020, pages 1212-1222. ACM, 2020. 1.4
[LP21] Stephan S. Lorenzen and Ninh Pham. Revisiting wedge sampling for budgeted maximum inner product search (extended abstract). In Zhi-Hua Zhou, editor, Proceedings of the Thirtieth International Joint Conference on Artificial Intelligence, IJCAI 2021, Virtual Event / Montreal, Canada, 19-27 August 2021, pages 4789-4793. ijcai.org, 2021. 1
[LS19] Yin Tat Lee and Aaron Sidford. Solving linear programs with sqrt(rank) linear system solves. CoRR, abs/1910.08033, 2019. 1.4
[LT80] D. R. Lewis and Nicole Tomczak-Jaegermann. Hilbertian and complemented finite-dimensional subspaces of Banach lattices and unitary ideals. J. Functional Analysis, 35(2):165-190, 1980. (document), 1, 1.20, 1.22, 1.4, 6, 6, 5
[LT11] Michel Ledoux and Michel Talagrand. Probability in Banach spaces. Classics in Mathematics. Springer-Verlag, Berlin, 2011. 1.5, 6.1
[LWW21] Yi Li, Ruosong Wang, and David P. Woodruff. Tight bounds for the subspace sketch problem with applications. SIAM J. Comput., 50(4):1287-1335, 2021. 1, 3, 1.3.1, 1.4, 1.5, 2.2.2, 3.5, 3.5.1, 6.1, 6.1, 7, 7.1, 10, 10
[LWYZ20] Yi Li, Ruosong Wang, Lin Yang, and Hanrui Zhang. Nearly linear row sampling algorithm for quantile regression. In Proceedings of the 37th International Conference on Machine Learning, ICML 2020, 13-18 July 2020, Virtual Event, volume 119 of Proceedings of Machine Learning Research, pages 5979-5989. PMLR, 2020. 1.4
[Mah11] Michael W. Mahoney. Randomized algorithms for matrices and data. Found. Trends Mach. Learn., 3(2):123-224, 2011. 6.2
[Mau74] Bernard Maurey. Théorèmes de factorisation pour les opérateurs linéaires à valeurs dans les espaces $L^{p}$. Number 11 in Astérisque. Société Mathématique de France, Paris, 1974. 5, 6
[MM13] Xiangrui Meng and Michael W. Mahoney. Low-distortion subspace embeddings in input-sparsity time and applications to robust linear regression. In Dan Boneh, Tim Roughgarden, and Joan Feigenbaum, editors, Symposium on Theory of Computing Conference, STOC'13, Palo Alto, CA, USA, June 1-4, 2013, pages 91-100. ACM, 2013. 6.2
$\left[\mathrm{MMM}^{+} 22\right]$ Raphael A. Meyer, Cameron N. Musco, Christopher P. Musco, David P. Woodruff, and Samson Zhou. Fast regression for structured inputs. In International Conference on Learning Representations, 2022. 8.3
[MMO22] Yury Makarychev, Naren Sarayu Manoj, and Max Ovsiankin. Streaming algorithms for ellipsoidal approximation of convex polytopes. In Po-Ling Loh and Maxim Raginsky, editors, Conference on Learning Theory, 2-5 July 2022, London, UK, volume 178 of Proceedings of Machine Learning Research, pages 3070-3093. PMLR, 2022. 1.6
[MMR21] Tung Mai, Cameron Musco, and Anup Rao. Coresets for classification - simplified and strengthened. In Marc'Aurelio Ranzato, Alina Beygelzimer, Yann N. Dauphin, Percy Liang, and Jennifer Wortman Vaughan, editors, Advances in Neural Information Processing Systems 34: Annual Conference on Neural Information Processing Systems 2021, NeurIPS 2021, December 6-14, 2021, virtual, pages 11643-11654, 2021. 1.4
[MMWY21] Cameron Musco, Christopher Musco, David P. Woodruff, and Taisuke Yasuda. Active sampling for linear regression beyond the $\ell_{2}$ norm. CoRR, abs/2111.04888, 2021. 1.4, 2.5, 2.2.2, 2.9, 8 , 2.2.2, 3.5.1
[MRWZ20] Sepideh Mahabadi, Ilya P. Razenshteyn, David P. Woodruff, and Samson Zhou. Non-adaptive adaptive sampling on turnstile streams. In Konstantin Makarychev, Yury Makarychev, Madhur Tulsiani, Gautam Kamath, and Julia Chuzhoy, editors, Proccedings of the 52nd Annual ACM SIGACT Symposium on Theory of Computing, STOC 2020, Chicago, IL, USA, June 22-26, 2020, pages 1251-1264. ACM, 2020. 1.2.4, 1.11, 4.1, 4.2, 4.2, 4.3, 4.2
[MSS10] Asish Mukhopadhyay, Animesh Sarker, and Tom Switzer. Approximate ellipsoid in the streaming model. In Weili Wu and Ovidiu Daescu, editors, Combinatorial Optimization and Applications - 4th International Conference, COCOA 2010, Kailua-Kona, HI, USA, December 18-20, 2010, Proceedings, Part II, volume 6509 of Lecture Notes in Computer Science, pages 401-413. Springer, 2010. 1, 1.2.1, 1.2.4, 1.6
[MT20] Per-Gunnar Martinsson and Joel A. Tropp. Randomized numerical linear algebra: Foundations and algorithms. Acta Numer., 29:403-572, 2020. 6.2
[MW21] Arvind V. Mahankali and David P. Woodruff. Optimal $\ell_{1}$ column subset selection and a fast PTAS for low rank approximation. In Dániel Marx, editor, Proceedings of the 2021 ACM-SIAM Symposium on Discrete Algorithms, SODA 2021, Virtual Conference, January 10-13, 2021, pages 560-578. SIAM, 2021. 1.4, 6
[NN13] Jelani Nelson and Huy L. Nguyen. OSNAP: faster numerical linear algebra algorithms via sparser subspace embeddings. In 54th Annual IEEE Symposium on Foundations of Computer Science, FOCS 2013, 26-29 October, 2013, Berkeley, CA, USA, pages 117-126. IEEE Computer Society, 2013. 6.2
[Pie80] Albrecht Pietsch. Operator ideals, volume 20 of North-Holland Mathematical Library. NorthHolland Publishing Co., Amsterdam-New York, 1980. 6
[PPP21] Aditya Parulekar, Advait Parulekar, and Eric Price. L1 regression with lewis weights subsampling. In Mary Wootters and Laura Sanità, editors, Approximation, Randomization, and Combinatorial Optimization. Algorithms and Techniques, APPROX/RANDOM 2021, August 16-18, 2021, University of Washington, Seattle, Washington, USA (Virtual Conference), volume 207 of LIPIcs, pages 49:1-49:21. Schloss Dagstuhl - Leibniz-Zentrum für Informatik, 2021. 1.4
[PTB13] Udaya Parampalli, Xiaohu Tang, and Serdar Boztas. On the construction of binary sequence families with low correlation and large sizes. IEEE Trans. Inf. Theory, 59(2):1082-1089, 2013. 3.19
[Sar06] Tamás Sarlós. Improved approximation algorithms for large matrices via random projections. In 47 th Annual IEEE Symposium on Foundations of Computer Science (FOCS 2006), 21-24 October 2006, Berkeley, California, USA, Proceedings, pages 143-152. IEEE Computer Society, 2006. 6.2
[Sch85] Gideon Schechtman. Fine embeddings of finite-dimensional subspaces of $L_{p}, 1 \leq p<2$, into $l_{1}^{m}$. Proc. Amer. Math. Soc., 94(4):617-623, 1985. 6.1
[Sch87] Gideon Schechtman. More on embedding subspaces of $L_{p}$ in $l_{r}^{n}$. Compositio Math., 61(2):159169, 1987. 6.1
[Sch11] Gideon Schechtman. Tight embedding of subspaces of $L_{p}$ in $\ell_{p}^{n}$ for even $p$. Proc. Amer. Math. Soc., 139(12):4419-4421, 2011. 1.5, 6.1
[SWZ17] Zhao Song, David P. Woodruff, and Peilin Zhong. Low rank approximation with entrywise $\mathrm{l}_{1}$-norm error. In Hamed Hatami, Pierre McKenzie, and Valerie King, editors, Proceedings of the $49 t h$ Annual ACM SIGACT Symposium on Theory of Computing, STOC 2017, Montreal, QC, Canada, June 19-23, 2017, pages 688-701. ACM, 2017. 6
[SZ01] Gideon Schechtman and Artem Zvavitch. Embedding subspaces of $l_{p}$ into $l_{p}^{n}, 0_{i} \mathrm{pi} 1$. Mathematische Nachrichten, 227(1):133-142, 2001. 1, 1, 1.21, 1.4, 2.2, 2.2.2, 2.2.2, 6.1
[Tal90] Michel Talagrand. Embedding subspaces of $L_{1}$ into $l_{1}^{N}$. Proc. Amer. Math. Soc., 108(2):363-369, 1990. 6.1
[Tal95] M. Talagrand. Embedding subspaces of $L_{p}$ in $l_{p}^{N}$. In Geometric aspects of functional analysis (Israel, 1992-1994), volume 77 of Oper. Theory Adv. Appl., pages 311-325. Birkhäuser, Basel, 1995. 6.1
[Tod16] Michael J. Todd. Minimum volume ellipsoids - theory and algorithms, volume 23 of MOS-SIAM Series on Optimization. SIAM, 2016. 1.2.4, 1.4, 4.4, 4.4.1, 4.4.1
[Tom89] Nicole Tomczak-Jaegermann. Banach-Mazur distances and finite-dimensional operator ideals, volume 38 of Pitman Monographs and Surveys in Pure and Applied Mathematics. Longman Scientific \& Technical, Harlow; copublished in the United States with John Wiley \& Sons, Inc., New York, 1989. 1.4
[Tro09] Joel A. Tropp. Column subset selection, matrix factorization, and eigenvalue optimization. In Claire Mathieu, editor, Proceedings of the Twentieth Annual ACM-SIAM Symposium on Discrete Algorithms, SODA 2009, New York, NY, USA, January 4-6, 2009, pages 978-986. SIAM, 2009. 6
[Tro11] Joel A. Tropp. Freedman's inequality for matrix martingales. Electron. Commun. Probab., 16:262-270, 2011. A
[VVYZ07] Kasturi R. Varadarajan, Srinivasan Venkatesh, Yinyu Ye, and Jiawei Zhang. Approximating the radii of point sets. SIAM J. Comput., 36(6):1764-1776, 2007. 1.1
[VWW20] Santosh S. Vempala, Ruosong Wang, and David P. Woodruff. The communication complexity of optimization. In Shuchi Chawla, editor, Proceedings of the 2020 ACM-SIAM Symposium on Discrete Algorithms, SODA 2020, Salt Lake City, UT, USA, January 5-8, 2020, pages 1733-1752. SIAM, 2020. B, B. 2
[Wel74] Lloyd R. Welch. Lower bounds on the maximum cross correlation of signals (corresp.). IEEE Trans. Inf. Theory, 20(3):397-399, 1974. 3.22
[Woj91] P. Wojtaszczyk. Banach spaces for analysts, volume 25 of Cambridge Studies in Advanced Mathematics. Cambridge University Press, Cambridge, 1991. 6, 5.2
[Woo14] David P. Woodruff. Low rank approximation lower bounds in row-update streams. In Zoubin Ghahramani, Max Welling, Corinna Cortes, Neil D. Lawrence, and Kilian Q. Weinberger, editors, Advances in Neural Information Processing Systems 27: Annual Conference on Neural Information Processing Systems 2014, December 8-13 2014, Montreal, Quebec, Canada, pages 1781-1789, 2014. 6.2
[WY22] David P. Woodruff and Taisuke Yasuda. Online lewis weight sampling. CoRR, abs/2207.08268, 2022. 3.1
[WZ13] David P. Woodruff and Qin Zhang. Subspace embeddings and $\ell_{p}$-regression using exponential random variables. In Shai Shalev-Shwartz and Ingo Steinwart, editors, COLT 2013 - The 26th Annual Conference on Learning Theory, June 12-14, 2013, Princeton University, NJ, USA, volume 30 of JMLR Workshop and Conference Proceedings, pages 546-567. JMLR.org, 2013. 1, 6.2
[ZC06] Hamid Zarrabi-Zadeh and Timothy M. Chan. A simple streaming algorithm for minimum enclosing balls. In Proceedings of the 18th Annual Canadian Conference on Computational Geometry, CCCG 2006, August 14-16, 2006, Queen's University, Ontario, Canada, 2006. 1, 1.2.4
[Zva00] A. Zvavitch. More on embedding subspaces of $L_{p}$ into $l_{p}^{N}, 0<p<1$. In Geometric aspects of functional analysis, volume 1745 of Lecture Notes in Math., pages 269-280. Springer, Berlin, 2000. 6.1

## A Online Spectral Approximation via Leverage Score Sampling

Our result for online spectral approximation is just a tighter analysis of the algorithm from [CMP20]. This is reproduced in Algorithm 8.

We will adapt Lemma 3.3 of [CMP20].
Lemma A.1. Let $\tilde{\mathbf{A}}$ be the matrix returned by Algorithm 8. Then, with probability at least $1-1 / d$,

$$
(1-\varepsilon) \mathbf{A}^{\top} \mathbf{A} \preceq \tilde{\mathbf{A}}^{\top} \tilde{\mathbf{A}} \preceq(1+\varepsilon) \mathbf{A}^{\top} \mathbf{A}
$$

and for each $i \in[n]$,

$$
\tilde{l}_{i} \geq \mathbf{a}_{i}^{\top}\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-} \mathbf{a}_{i}
$$

```
Algorithm 8 Online Spectral Approximation (Figure 1, [CMP20])
input: \(\mathbf{A} \in \mathbb{Z}^{n \times d}\) in a row arrival stream, \(\varepsilon \in(0,1), \delta>0\).
output: Online spectral approximation \(\tilde{\mathbf{A}}\).
    \(c \leftarrow 8 \log d / \varepsilon^{2}\)
    \(\tilde{\mathbf{A}}_{0} \in \mathbb{Z}^{0 \times d}\)
    for \(i \in[n]\) do
        if \(\mathbf{a}_{i} \notin \operatorname{rowspan}\left(\tilde{\mathbf{A}}_{i-1}\right)\) then
            \(l_{i} \leftarrow 1\)
        else
            \(\tilde{l}_{i} \leftarrow \min \left\{(1+\varepsilon) \mathbf{a}_{i}^{\top}\left(\tilde{\mathbf{A}}_{i-1}^{\top} \tilde{\mathbf{A}}_{i-1}\right)^{-} \mathbf{a}_{i}, 1\right\}\)
        \(p_{i} \leftarrow \min \left\{c \tilde{l}_{i}, 1\right\}\)
        \(\tilde{\mathbf{A}}_{i} \leftarrow \begin{cases}{\left[\begin{array}{c}\tilde{\mathbf{A}}_{i-1} \\ \mathbf{a}_{i} / \sqrt{p}\end{array}\right]} & \text { with probability } p_{i} \\ \tilde{\mathbf{A}}_{i-1} & \text { otherwise }\end{cases}\)
    \(\operatorname{return} \tilde{\mathbf{A}}:=\tilde{\mathbf{A}}\)
```

Proof. Let $\mathbf{u}_{i}:=\left(\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-}\right)^{1 / 2} \mathbf{a}_{i}$. We define the matrix martingale $\left\{\mathbf{Y}_{i}\right\}_{i=0}^{n} \subseteq \mathbb{R}^{d \times d}$ exactly as in [CMP20], that is, $\mathbf{Y}_{0}=0$ and has the difference sequence $\{\mathbf{X}\}_{i=1}^{n}$ where if $\left\|\mathbf{Y}_{i-1}\right\|_{2} \geq \varepsilon$, then $\mathbf{X}_{i}:=0$, and otherwise,

$$
\mathbf{X}_{i}:=\left\{\begin{array}{ll}
\left(1 / p_{i}-1\right) \mathbf{u}_{i} \mathbf{u}_{i}^{\top} & \text { if } \mathbf{a}_{i} \text { is sampled in } \tilde{\mathbf{A}} \\
-\mathbf{u}_{i} \mathbf{u}_{i}^{\top} & \text { otherwise }
\end{array} .\right.
$$

We then have

$$
\mathbf{Y}_{i-1}=\left(\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-}\right)^{1 / 2}\left(\tilde{\mathbf{A}}_{i-1}^{\top} \tilde{\mathbf{A}}_{i-1}-\mathbf{A}_{i-1}^{\top} \mathbf{A}_{i-1}\right)\left(\left(\mathbf{A}^{\top} \mathbf{A}\right)^{-}\right)^{1 / 2}
$$

Now note that the row space of $\tilde{\mathbf{A}}_{i}$ and $\mathbf{A}_{i}$ always coincide, so if $\mathbf{a}_{i}$ is not in rowspan $\left(\mathbf{A}_{i-1}\right)$, then $\tilde{l}_{i}=\boldsymbol{\tau}_{i}^{\mathrm{OL}}(\mathbf{A})=1$. Otherwise, let $\left\|\mathbf{Y}_{i-1}\right\|_{2}<\varepsilon$. Then, $\tilde{l}_{i} \geq \mathbf{u}_{i}^{\top} \mathbf{u}_{i}$ exactly as calculated in [CMP20] after restricting to the row space. The predictable quadratic variation process of $\left\{\mathbf{Y}_{i}\right\}$ can then be bounded exactly as in [CMP20], so we conclude by the matrix freedman inequality [Tro11] that

$$
\operatorname{Pr}\left\{\left\|\mathbf{Y}_{n}\right\|_{2} \geq \varepsilon\right\} \leq \frac{1}{d}
$$

This then implies that

$$
(1-\varepsilon) \mathbf{A}^{\top} \mathbf{A} \preceq \tilde{\mathbf{A}}^{\top} \tilde{\mathbf{A}} \preceq(1+\varepsilon) \mathbf{A}^{\top} \mathbf{A}
$$

with probability at least $1-1 / d$.
Next, we adapt Lemma 3.4 of [CMP20]. The techniques closely follow the ideas in the proof of Theorem 1.5.

Lemma A.2. After running Algorithm 8, with probability at least $1-\exp (-d)$,

$$
\sum_{i=1}^{n} \tilde{l}_{i}=O(d \log n)
$$

Proof. Define

$$
\Delta_{i}:=\log \operatorname{pdet}\left(\tilde{\mathbf{A}}_{i}^{\top} \tilde{\mathbf{A}}_{i}\right)-\log \operatorname{pdet}\left(\tilde{\mathbf{A}}_{i-1}^{\top} \tilde{\mathbf{A}}_{i-1}\right),
$$

where we take $\Delta_{1}=\log \left\|\mathbf{a}_{1}\right\|_{2}^{2}$. Note that if $\mathbf{a}_{i}$ is not in $\operatorname{rowspan}\left(\mathbf{A}_{i-1}\right)=\operatorname{rowspan}\left(\tilde{\mathbf{A}}_{i-1}\right)$, then with probability 1 , this quantity is at least $\log \left\|\mathbf{a}_{i}^{\perp}\right\|_{2}^{2}$, where $\mathbf{a}_{i}^{\perp}$ is the projection of $\mathbf{a}_{i}$ onto the orthogonal complement of rowspan $\left(\mathbf{A}_{i-1}\right)$ (see the proof of Theorem 1.5 for more details). In turn, we have that

$$
\underset{i-1}{\mathbf{E}} \exp \left(\tilde{l}_{i} / 8-\Delta_{i}\right) \leq \mathbf{E}_{i-1} \exp \left(1 / 8-\log \left\|\mathbf{a}_{i}^{\perp}\right\|_{2}^{2}\right) \leq \frac{e^{1 / 8}}{\left\|\mathbf{a}_{i}^{\perp}\right\|_{2}^{2}}
$$

Otherwise, we use the matrix pseudodeterminant lemma (Lemma 3.6) in an analogous manner as in [CMP20]. That is, for $i \in[n]$ such that $\mathbf{a}_{i}$ is in the row span of $\tilde{\mathbf{A}}_{i-1}$, we show that $\mathbf{E}_{i-1} \exp \left(\tilde{l}_{i} / 8-\Delta_{i}\right) \leq 1$. Indeed,

$$
\begin{aligned}
\underset{i-1}{\mathbf{E}} \exp \left(\tilde{l}_{i} / 8-\Delta_{i}\right) & =p_{i} \cdot e^{\tilde{i}_{i} / 8}\left(1+\mathbf{a}_{i}^{\top}\left(\tilde{\mathbf{A}}_{i-1}^{\top} \tilde{\mathbf{A}}_{i-1}\right)^{-} \mathbf{a}_{i} / p_{i}\right)^{-1}+\left(1-p_{i}\right) e^{\tilde{l}_{i} / 8} \\
& \leq p_{i} \cdot\left(1+\tilde{l}_{i} / 4\right)\left(1+\mathbf{a}_{i}^{\top}\left(\tilde{\mathbf{A}}_{i-1}^{\top} \tilde{\mathbf{A}}_{i-1}\right)^{-} \mathbf{a}_{i} / p_{i}\right)^{-1}+\left(1-p_{i}\right)\left(1+\tilde{l}_{i} / 4\right)
\end{aligned}
$$

Now if $c \tilde{l}_{i}<1$, then $p_{i}=c \tilde{l}_{i}$ with $\tilde{l}_{i}=(1+\varepsilon) \mathbf{a}_{i}^{\top}\left(\tilde{\mathbf{A}}_{i-1}^{\top} \tilde{\mathbf{A}}_{i-1}\right)^{-} \mathbf{a}_{i}$, so

$$
\begin{aligned}
\underset{i-1}{\mathbf{E}} \exp \left(\tilde{l}_{i} / 8-\Delta_{i}\right) & \leq c \tilde{l}_{i} \cdot\left(1+\tilde{l}_{i} / 4\right)(1+1 /[(1+\varepsilon) c])^{-1}+\left(1-c \tilde{l}_{i}\right)\left(1+\tilde{l}_{i} / 4\right) \\
& =\left(1+\tilde{l}_{i} / 4\right)\left(\tilde{l}_{i}(1+1 /[(1+\varepsilon) c])^{-1}+1-c \tilde{l}_{i}\right) \\
& \leq\left(1+\tilde{l}_{i} / 4\right)\left(1+c \tilde{l}_{i}[1-1 /(4 c)-1]\right) \\
& =\left(1+\tilde{l}_{i} / 4\right)\left(1-\tilde{l}_{i} / 4\right) \\
& \leq 1
\end{aligned}
$$

while if $p_{i}=1$, then

$$
\begin{aligned}
\underset{i-1}{\mathbf{E} \exp \left(\tilde{l}_{i} / 8-\Delta_{i}\right)} & \leq\left(1+\tilde{l}_{i} / 4\right)\left(1+\mathbf{a}_{i}^{\top}\left(\tilde{\mathbf{A}}_{i-1}^{\top} \tilde{\mathbf{A}}_{i-1}\right)^{-} \mathbf{a}_{i}\right)^{-1} \\
& \leq\left(1+\tilde{l}_{i} / 4\right)\left(1+\tilde{l}_{i}\right)^{-1} \\
& \leq 1
\end{aligned}
$$

Now define $S$ as the set of $i \in[n]$ such that $\mathbf{a}_{i}$ is not in the row span of $\mathbf{A}_{i-1}$. Then, we inductively have that

$$
\mathbf{E} \exp \left(\sum_{i=1}^{n} \tilde{l}_{i} / 8-\Delta_{i}\right) \leq \prod_{i \in S} \frac{e^{1 / 8}}{\left\|\mathbf{a}_{i}^{\perp}\right\|_{2}^{2}} \leq \frac{e^{d / 8}}{\prod_{i \in S}\left\|\mathbf{a}_{i}^{\perp}\right\|_{2}^{2}}
$$

As reasoned in the proof of Theorem 1.5, $\prod_{i \in S}\left\|\mathbf{a}_{i}^{\perp}\right\|_{2}^{2}$ is the determinant of a nonsingular integer matrix and thus at least 1 , so the above quantity is at most $\exp (d / 8)$. Then by Markov's inequality, we have that

$$
\operatorname{Pr}\left\{\sum_{i=1}^{n} \tilde{l}_{i}>d+8 d+8 \sum_{i=1}^{n} \Delta_{i}\right\} \leq \exp (-d)
$$

Now note that

$$
\sum_{i=1}^{n} \Delta_{i}=\log \operatorname{pdet}\left(\tilde{\mathbf{A}}_{n}^{\top} \tilde{\mathbf{A}}_{n}\right) \leq d\left(1+\log \|\mathbf{A}\|_{2}^{2}\right) \leq O(d \log n)
$$

by Lemma A.1, so we conclude that with probability at least $1-\exp (-d)$,

$$
\sum_{i=1}^{n} \tilde{l}_{i}=O(d \log n)
$$

We may now prove Theorem 1.7:
Theorem 1.7 (Online Coreset for Spectral Approximation via Leverage Score Sampling). Let $\mathbf{A} \in \mathbb{Z}^{n \times d}$ have entries bounded by $\operatorname{poly}(n)$. There is an online coreset algorithm which outputs $\tilde{\mathbf{A}}$ such that

$$
\operatorname{Pr}\left\{(1-\varepsilon) \mathbf{A}^{\top} \mathbf{A} \preceq \tilde{\mathbf{A}}^{\top} \tilde{\mathbf{A}} \preceq(1+\varepsilon) \mathbf{A}^{\top} \mathbf{A}\right\} \geq \frac{2}{3}
$$

and the number of rows in $\tilde{\mathbf{A}}$ is $O\left(d(\log d)(\log n) / \varepsilon^{2}\right)$.
Proof. This follows from Lemmas A. 1 and A.2.

## B Additional Lower Bounds for the Subspace Sketch Problem

Note that all of our algorithms for the subspace sketch problem use at least $d^{2}$ space in the "for all" model and $d$ space in the "for each" model. We show that these are necessary to obtain any finite multiplicative distortion.

Theorem B.1. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $0<p \leq \infty$. Suppose that an algorithm $\mathcal{A}$ solves the subspace sketch problem in the "for all" model with any finite distortion $\kappa<\infty$. Then, $\mathcal{A}$ uses at least $\Omega\left(d^{2}\right)$ bits of space.

Proof. We recall the following lemma from [VWW20]:
Lemma B. 2 (Lemma 3.2 of [VWW20]). For any $d>0$ and sufficiently large $t$, there exists a set of matrices $\mathcal{T} \subseteq \mathbb{R}^{d \times(d-1)}$ with integral entries in $[-t, t]$ for which $|\mathcal{T}|=t^{\Omega\left(d^{2}\right)}$ and

1. For any $T \in \mathcal{T}, \operatorname{rank}(T)=d-1$
2. For any $S, T \in \mathcal{T}$ distinct, colspan $([S T])=\mathbb{R}^{d}$

Suppose our input instance is $T^{\top}$ for a uniformly random $T \in \mathcal{T}$. Then, there exists $\mathbf{x}_{T} \in \mathbb{R}^{d}$ such that $T \mathbf{x}_{T}=0$ but $S \mathbf{x}_{T} \neq 0$ for all $S \in \mathcal{T}$ not equal to $T$, since otherwise condition 2 in Lemma B. 2 cannot hold. Thus, by testing $\mathbf{x}_{S}$ for all $S \in \mathcal{T}$ with the subspace sketch data structure, one can recover $T \in \mathcal{T}$ exactly. Then by standard information theoretic arguments, $\mathcal{A}$ must use at least $\Omega\left(d^{2}\right)$ bits of space.

Theorem B.3. Let $\mathbf{A} \in \mathbb{R}^{n \times d}$ and $0<p<\infty$. Suppose that an algorithm $\mathcal{A}$ solves the subspace sketch problem in the "for each" model with any finite distortion $\kappa<\infty$. Then, $\mathcal{A}$ uses at least $\Omega(d)$ bits of space.

Proof. We reduce from INDEX. Let $A \subseteq[d]$ be Alice's subset and let $b \in[d]$ be Bob's index. Then, Alice takes the input matrix $\mathbf{A}$ to be the $1 \times d$ matrix with the one row being the binary indicator vector of $A$. Then, Bob can test whether $b \in A$ or not by querying the $b$ th standard basis vector $\mathbf{e}_{b}$. Thus, $\mathcal{A}$ must use at least $\Omega(d)$ bits of space.


[^0]:    ${ }^{1}$ Here, $\mathbf{A}_{i}$ denotes the $i \times d$ matrix formed by the first $i$ rows of $\mathbf{A}$.

[^1]:    ${ }^{2}$ We also consider algorithms which make multiple passes through the stream, but we will restrict to one pass for now.
    ${ }^{3}$ Although one may define randomized versions of this problem [LWW21], as we consider later, we restrict ourselves to deterministic algorithms in this section.

[^2]:    ${ }^{4}$ The algorithm of [BKLZ20] has polynomial space as well, but has an additive error guarantee

[^3]:    ${ }^{5}$ In fact, they show that these two parameters are equal.
    ${ }^{6}$ See also Proposition 10 in Chapter III.H of [Woj91] for a proof and exposition in English of a similar theorem from [Mau74], which gives the "transposed" result.

[^4]:    ${ }^{7}$ Note that [JLS22] call this definition "overestimates", but we use a different word for this notion to reserve the word "overestimate" for the next definition.

[^5]:    ${ }^{8}$ The polynomial can have degree depending on $p$ for $p \in(0,1)$, see [MMWY21].

[^6]:    ${ }^{9}$ For simplicity, we assume that there is at most one vector at a given level, as done in [AHY08].

[^7]:    ${ }^{10}$ [LWW21] instantiates the result with $N=\Theta\left(d^{p / 2}\right)$, but the proof immediately gives the claimed result.

