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Abstract

We show that for some ǫ > 10−36 and any metric TSP instance, the max entropy algorithm
studied by [KKO21] returns a solution of expected cost at most 3

2 − ǫ times the cost of the
optimal solution to the subtour elimination LP. This implies that the integrality gap of the
subtour LP is at most 3

2 − ǫ.

This analysis also shows that there is a randomized 3
2 − ǫ approximation for the 2-edge-

connected multi-subgraph problem, improving upon Christofides’ algorithm.
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1 Introduction

One of the most fundamental problems in combinatorial optimization is the traveling salesperson
problem (TSP), formalized as early as 1832 (c.f. [App+07, Ch 1]). In an instance of TSP we are
given a set of n cities V along with their pairwise symmetric distances, c : V × V → R≥0. The
goal is to find a Hamiltonian cycle of minimum cost. In the metric TSP problem, which we study
here, the distances satisfy the triangle inequality. Therefore, the problem is equivalent to finding
a closed Eulerian connected walk of minimum cost.

It is NP-hard to approximate TSP within a factor of 123
122 [KLS15]. An algorithm of Christofides-

Serdyukov [Chr76; Ser78] from four decades ago gives a 3
2 -approximation for TSP. Over the

years there have been numerous attempts to improve the Christofides-Serdyukov algorithm and
exciting progress has been made for various special cases of metric TSP, e.g., [OSS11; MS11;
Muc12; SV12; HNR21; KKO20; HN19; Gup+21]. Recently, [KKO21] gave the first improvement
for the general case by demonstrating that the so-called “max entropy" algorithm of [OSS11]
gives a randomized 3

2 − ǫ approximation for some ǫ > 10−36.
The method introduced in [KKO21] exploits the optimum solution to the following linear pro-

gramming relaxation of metric TSP studied by [DFJ59; HK70; GB93], also known as the subtour
elimination LP:

min ∑
u,v

x{u,v}c(u, v)

s.t., ∑
u

x{u,v} = 2 ∀v ∈ V,

∑
u∈S,v/∈S

x{u,v} ≥ 2, ∀S ( V, S 6= ∅

x{u,v} ≥ 0 ∀u, v ∈ V.

(1)

However, [KKO21] did not show that the integrality gap of the subtour elimination polytope
is bounded below 3

2 , and therefore did not make progress towards the “4/3 conjecture" which

posits that the integrality gap of LP (1) is 4
3 . In this work we remedy this discrepancy by proving

the following theorem, improving upon the bound of 3
2 from Wolsey [Wol80] in 1980:

Theorem 1.1. Let x be a solution to LP (1) for a TSP instance. For some absolute constant ǫ > 10−36, the
max entropy algorithm outputs a TSP tour with expected cost at most 3

2 − ǫ times the cost of x. Therefore

the integrality gap of the subtour elimination LP is at most 3
2 − ǫ.

To prove Theorem 1.1, we amend Section 4 of [KKO21] but keep the remainder of the anal-
ysis essentially the same. Unlike [KKO21], this argument now preserves the integrality gap by
avoiding the use of the optimum solution in bounding the cost of the matching. See Section 3 for
a discussion of our new approach.

1.1 Other Consequences

Path TSP In recent exciting work, Traub, Vygen, Zenklusen [TVZ20] showed that an α-approximation
algorithm for metric TSP can be used as a black box to get a α(1+ ǫ) approximation algorithm for
Path TSP. This together with [KKO21] implies that there is a 3/2− ǫ approximation algorithm for
Path TSP (for ǫ > 10−36). On the other hand, it is a folklore result that the integrality gap of the
natural LP relaxation of Path TSP is at least 3/2. Therefore, a consequence of the above theorem
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is that although the best possible approximation factors of the two problem are the same (up to
polynomial reductions), the natural LP relaxation of metric TSP has a strictly smaller integrality
gap.

2-ECSM In the 2-edge-connected multi-subgraph problem, or 2-ECSM for short, we are given
a weighted graph G and we want to find a minimum cost 2-edge-connected spanning subgraph,
where an edge can be chosen multiple times. The classical Christofides-Serdyukov algorithm
gives a 3/2-approximation for 2-ECSM and despite significant attempts [CR98; BFS16; SV14;
Boy+20] improved algorithms were designed only for special cases of the problem. Since in
[GB93] it is shown that LP (1) is a valid relaxation for 2-ECSM, we obtain:

Corollary 1.2. For some absolute constant ǫ > 10−36 the max entropy algorithm is a randomized 3
2 − ǫ

approximation for the 2-edge-connected multi-subgraph problem.

1.2 New techniques and contributions

This paper can be seen as a case study on how to reason about and deal with near minimum cuts.
One can deduce from the classical cactus representation of a graph G [DKL76] (i) the structure of
all min cuts of G and (ii) the structure of the edges of G in the sense that every edge {u, v} maps
to a unique path in the cactus between the images of u and v. Furthermore, such a path intersects
every cycle of the cactus on at most one cactus edge. The theory has found many application
from designing fast algorithms [Kar00; KP09] to the analysis of approximation algorithms for
TSP [KKO20] and connectivity augmentation [BGA20; CTZ21].

Two decades later, the theory of min cuts was extended to near min cuts in works of Benczúr
and Goemans [Ben95; BG08] where they introduced the polygon representation which represents
all cuts of a graph with at most 6

5 k edges, where k is its edge connectivity. Although these
works completely classify the structure of all near min cuts of a given graph G, they do not
characterize the structure of the edges of G with respect to these cuts, which can be important in
applications (for example, in many of the recent applications of min cuts, one also needs to exploit
the structure of the edges in relation to the cactus). The structure on the edges turns out to be
highly relevant in this work as well, and as a byproduct of our analysis we make progress towards
classifying the way in which the edges of G relate to the structure of the polygon representation.

For motivation, consider a generic family of network design problems in which we want
to construct a network such that every pair u, v of vertices has connectivity at least cu,v. A
natural approach is to write an LP relaxation to find a (minimum cost) vector x : E → R≥0

such that for every cut S separating u and v, x(δ(S)) ≥ cu,v. We can round this LP using
independent rounding or a dependent rounding scheme such as sampling from max entropy
distributions. Using classical concentration bounds one can show that if x(δ(S)) ≫ cu,v then
with high probability the rounded solution has at least cu,v edges across this cut. So the main
challenge is to “fix” near tight cuts, i.e., cuts where x(δ(S)) ≈ cu,v. For an explicit instantiation
of this scheme see [Kar+21]. A better understanding of the global structure of the family of
near tight cuts has the potential to significantly simplify or even improve the approximation
factor of such rounding algorithms. A classical technique to design algorithms for such network
design problems is to apply uncrossing to extreme point solutions of the LP. One can view our
contribution as an approximate uncrossing technique that deals with all near tight cuts (instead
of just tight cuts) as we explain next.
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An Approximate Uncrossing Technique. A fundamental technique in the field of approxima-
tion algorithms is the uncrossing technique1 of Jain [Jai01]. Given a graph G = (V, E), a weight
vector x : E→ R≥0, and a function f : V → R, suppose that x(δ(S)) ≥ f (S) for all S ⊆ V. Let N
be the family of sets S such that x(δ(S)) = f (S), i.e., the family of tight sets with respect to f . The
uncrossing technique says that if f is (weakly) supermodular then we can refine N to a laminar
family of sets, H, such that if all sets of H are tight, then all sets of N are tight as well. For a
concrete example, suppose f is a constant function, say f (S) = 2 for all ∅ ( S ( V. Then, sets of
H can be constructed using the cactus representation [DKL76] of cuts in N . The significance of
this method is that if x is a basic feasible solution to a LP with constraints x(δ(S)) ≥ f (S) for all
S, one can use this machinery to argue that the support of x has size O(|V|).

Informally, we prove the following, which can be seen as an approximate uncrossing technique:

Theorem 1.3 (Informal). Suppose we have a vector x : E → R≥0 such that x(δ(S)) ≥ f (S) for all S;
defineN to be sets S where x(δ(S)) ≤ f (S)(1+ ǫ) for some fixed ǫ > 0. If f (.) is constant, say f (S) = 2
for all S, then there is a set N ∗ ⊆ N and a collection of edge sets F1, . . . , Fm ⊆ E such that the following
hold:

• |N ∗| = O(|V|), m = O(|V|).

• x(Fi) ≥ 1− ǫ/2 for all 1 ≤ i ≤ m.

• Every edge e is in at most O(1) of the Fi’s.

• For every set S ∈ N rN ∗ there exists 1 ≤ i < j ≤ m such that Fi ∩ Fj = ∅ and Fi ∪ Fj ⊆ δ(S)
and for every S ∈ N ∗, there exists 1 ≤ i ≤ m such that Fi ⊆ δ(S).

In words, although we cannot simply refine N to a linear number of sets, we can refine the
edges in cuts of N to a linear number of sets F1, . . . , Fm such that we can essentially capture the
edges of δ(S) for any S ∈ N rN ∗ by a pair of disjoint Fi’s. We give a slightly weaker condition
for cuts in N ∗; namely we only capture half of their edges by Fi’s.

Example 1.4. For a simple example of the above theorem, suppose ǫ = 0, i.e. N is the set of min
cuts of a graph G. Furthermore, suppose that every proper cut in N is crossed (recall that S
is proper if 1 < |S| < |V| − 1) and that N has at least one proper cut. Then, one can use an
uncrossing technique, namely that if A, B ∈ N then A ∩ B ∈ N , to prove that G must be cycle,
namely we can order vertices of G, v0, . . . , vn−1 such that x{vi,vi+1 mod n} = 1. In such a case we let
N ∗ = ∅ and Fi = E(vi, vi+1 mod n).

Example 1.5. For a second example, suppose again ǫ = 0 and N is the set of mincuts of a graph
G where N forms a laminar family (no two cuts cross). It turns out that we cannot decompose
edges of cuts of N into a linear sized collection of sets where every edge appears only a constant
number of times. The main reason is that some edges may appear in an unbounded number of
cuts. In this case we let N ∗ = N and for every A ∈ N (with immediate parent B ∈ N in the
laminar family) we add a set FA = δ(A)r δ(B) to our collection. It is straightforward to show,
using the structure of min cuts, that x(FA) ≥ 1; furthermore, since the size of a laminar family is
linear in V, this gives a valid decomposition in the sense of above theorem.

1See e.g. [LRS11] for a number of applications of this technique.
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Lastly, if ǫ = 0 and N is the set of min cuts of an arbitrary graph, one can represent all min
cuts of N by a cactus [DKL76] which can be seen as a tree of cycles. In such a case, one can use
a construction similar to Example 1.4 for each cycle where instead of a vertex vi we have a set
ai ⊆ V and one similar to Example 1.5 for the tree part of the cactus. For a concrete application
of such a decomposition of min cuts see [KKO20].

One of the main challenges in dealing with near min cuts relative to min cuts is that if
x(δ(A)), x(δ(B)) ≤ 2 + ǫ then x(δ(A ∩ B)) ≤ 2 + 2ǫ. Therefore, if ǫ = 0, then min cuts are
closed under intersection, set difference and union, but this is no longer true when ǫ > 0. So,
to employ the classical uncrossing machinery one should be very careful to "uncross" only a
constant number of times (independent of ǫ) to make sure that every cut remains within 2+O(ǫ).
This is the main reason that the polygon representation of near min cuts (see below) is more
sophisticated, e.g., we can no longer argue x(E(ai, ai+1)) ≈ 1, see Fig. 5.

Although we don’t study it here, we believe it may be worthwhile to find generalizations of
Theorem 1.3 which hold for any (weakly) supermodular function.

Remark 1.6. We do not explicitly prove Theorem 1.3 in this extended abstract, as it is not used to
prove Theorem 1.1. However it can be deduced from arguments in Section 5 and Appendix A.

Extensions to the Polygon Representation To obtain our uncrossing framework we prove new
properties of the polygon representation. Given a graph G = (V, E), let k be the edge-connectivity
of G, i.e. the number of edges in a minimum cut of G. For ǫ > 0, consider the set of (1 + ǫ)-
near minimum cuts of G: cuts (S, S) where |E(S, S)| < (1 + ǫ)k. Benczúr [Ben95] and Benczúr,
Goemans [BG08] proved that if ǫ ≤ 1/5 then the near minimum cuts of G admit a polygon
representation. Namely, every connected component C of crossing (1 + ǫ) near min cuts can
be represented by the diagonals of a convex polygon. In this polygon, the vertices of G are
partitioned into sets called atoms, and every atom is mapped to a cell of this polygon defined by
the diagonals and the boundary of the polygon itself (see Section 4 for more details).

The polygon representation can be seen as a generalization of the well-known cactus repre-
sentation [DKL76] of minimum cuts where a cycle of the cactus is replaced by a convex polygon.
Unlike a cycle, some vertices/atoms map to the interior of the polygon, which are called “inside”
atoms. The inside atoms at first look like a mystery and one can ask many questions about them
such as how many can exist and what structures they can exhibit.

Here, we explain two lemmas we proved which might find further applications beyond TSP
in the future. First, we give a necessary condition for a cell of a polygon to contain an inside
atom:

Lemma 1.7 (Informal, see Lemma 4.30). Consider a polygon P for a connected component C of a family
of 1 + ǫ near min cuts for ǫ ≤ 1/5 (where representing diagonals correspond to cuts in C). Any cell of P
that has an inside atom must have at least Ω(1/ǫ) many sides.

This can be seen as a generalization of [BG08, Lem 22] to the case in which the cell is allowed
to be adjacent to vertices of the polygon P.

Now, we explain our second extension: it follows from the cactus representation of minimum
cuts that for a graph G and a min cut S one can partition the set of all min cuts that cross S into
two groupsA = {A1, . . . , Ak} and B = {B1, . . . , Bl} for some k, l ≥ 0 such that S∩ A1 ⊆ S∩ A2 ⊆
. . . S ∩ Ak and, similarly, S ∩ B1 ⊆ · · · ⊆ S ∩ Bl. We prove a generalization of this fact for near
min cuts:

4



Lemma 1.8 (Informal, see Lemma 4.29). Consider the set of 1 + ǫ near min cuts of a graph G for
ǫ ≤ 1/10; for any such near min cut S, one can partition the 1 + ǫ near min cuts crossing S into two
groups A = {A1, . . . , Ak} and B = {B1, . . . , Bl} such that S ∩ A1 ⊆ S ∩ A2 ⊆ · · · ⊆ S ∩ Ak and
similarly for cuts in B.

1.3 Outline of rest of paper

After reviewing preliminaries in Section 2, we give a high-level overview of our proof technique
in Section 3. The main new technical contributions of this paper are in Section 4 and Section 5.
The remaining content of the paper essentially follows from [KKO21].

2 Preliminaries

In the interest of getting quickly to the overview in Section 3, on a first pass reading of this paper,
the reader may wish to skip over the (short) proofs later in this section.

2.1 Algorithm

Let x0 be an optimum solution of LP (1). Without loss of generality we assume x0 has an edge
e0 = {u0, v0} with x0

e0
= 1, c(e0) = 0. (To justify this, consider the following process: given x0,

pick an arbitrary node, u, split it into two nodes u0, v0 and set x{u0,v0} = 1, c(e0) = 0 and assign
half of every edge incident to u to u0 and the other half to v0.)

Let E0 = E ∪ {e0} be the support of x0 and let x be x0 restricted to E and G = (V, E). Note x0

restricted to E is in the spanning tree polytope (2) of G.
For a vector λ : E → R≥0, a λ-uniform distribution µλ over spanning trees of G = (V, E) is

a distribution where for every spanning tree T ⊆ E, Pµλ
[T] = ∏e∈T λe

∑T′ ∏e∈T′ λe
. The second step of the

algorithm is to find a vector λ such that for every edge e ∈ E, PT∼µλ
[e ∈ T] = xe(1± ǫ), for some

ǫ < 2−n. Such a vector λ can be found using the multiplicative weight update algorithm [Asa+10]
(see Theorem 2.1) or by applying interior point methods [SV12] or the ellipsoid method [Asa+10].
(We note that the multiplicative weight update method can only guarantee ǫ < 1/poly(n) in
polynomial time.)

Finally, similar to Christofides’ algorithm, we sample a tree T ∼ µλ and then add the mini-
mum cost matching on the odd degree vertices of T.

Algorithm 1 Max Entropy Algorithm for TSP

Find an optimum solution x0 of Eq. (1), and let e0 = {u0, v0} be an edge with x0
e0
= 1, c(e0) = 0.

Let E0 = E ∪ {e0} be the support of x0 and x be x0 restricted to E and G = (V, E).
Find a vector λ : E→ R≥0 such that for any e ∈ E, PT∼µλ

[e ∈ T] = xe(1± 2−n).
Sample a tree T ∼ µλ.
Let M be the minimum cost matching on odd degree vertices of T.
Output T ∪M.

The above algorithm from [KKO21] is a slight modification of the algorithm proposed in
[OSS11]. While the proof of Theorem 1.1 heavily utilizes properties of max entropy trees, we
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note that Theorem 5.2 (the main contribution of this paper) only uses the fact that the spanning
tree distribution respects the marginals of x.

Theorem 2.1 ([Asa+10]). Let z be a point in the spanning tree polytope (see (2)) of a graph G = (V, E).
For any ǫ > 0, a vector λ : E → R≥0 can be found such that the corresponding λ-uniform spanning tree
distribution, µλ, satisfies

∑
T∈T :T∋e

Pµλ
[T] ≤ (1 + ε)ze, ∀e ∈ E,

i.e., the marginals are approximately preserved. In the above T is the set of all spanning trees of (V, E).
The running time is polynomial in n = |V|, − log mine∈E ze and log(1/ǫ).

2.2 Notation

We write [n] := {1, . . . , n} to denote the set of integers from 1 to n. For a set of edges A ⊆ E and
(a tree) T ⊆ E, we write2

AT = |A ∩ T|.

For a set S ⊆ V, we write
E(S) = {{u, v} ∈ E : u, v ∈ S}

to denote the set of edges in S and we write

δ(S) = {{u, v} ∈ E : |{u, v} ∩ S| = 1}

to denote the set of edges that leave S. For two disjoint sets of vertices A, B ⊆ V, we write

E(A, B) = {{u, v} ∈ E : u ∈ A, v ∈ B}.

For a set A ⊆ E and a function x : E→ R we write

x(A) := ∑
e∈A

xe.

For two sets A, B ⊆ V, we say A crosses B if all of the following sets are non-empty:

A ∩ B, A r B, B r A, A ∪ B.

We write G = (V, E, x) to denote an (undirected) graph G together with special vertices u0, v0

and a weight function x : E → R≥0. Similarly, let G0 = (V, E0, x0) and let G/e0
= G0/{e0}, i.e.

G/e0
is the graph G0 with the edge e0 contracted.

2.3 Polyhedral background

For any graph G = (V, E), Edmonds [Edm70] gave the following description for the convex hull
of spanning trees of a graph G = (V, E), known as the spanning tree polytope.

z(E) = |V| − 1

z(E(S)) ≤ |S| − 1 ∀S ⊆ V

ze ≥ 0 ∀e ∈ E.

(2)

Edmonds [Edm70] proved that the extreme point solutions of this polytope are the characteristic
vectors of the spanning trees of G.

2We put this notation in a box because it is so important and ubiquitous in this paper.
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Fact 2.2. Let x0 be a feasible solution of (1) such that x0
e0
= 1 with support E0 = E ∪ {e0}. Let x be x0

restricted to E; then x is in the spanning tree polytope of G = (V, E).

Proof. For any set S ⊆ V such that u0, v0 /∈ S, x(E(S)) = 2|S|−x0(δ(S))
2 ≤ |S| − 1. If u0 ∈ S, v0 /∈ S,

then x(E(S)) = 2|S|−1−(x0(δ(S))−1)
2 ≤ |S| − 1. Finally, if u0, v0 ∈ S, then x(E(S)) = 2|S|−2−x0(δ(S))

2 ≤
|S| − 2. The claim follows because x(E) = x0(E0)− 1 = n− 1.

Since c(e0) = 0, the following fact is immediate.

Fact 2.3. Let G = (V, E, x) where x is in the spanning tree polytope. If µ is any distribution of spanning
trees with marginals x then ET∼µ [c(T ∪ e0)] = c(x).

To bound the cost of the min-cost matching on the set O of odd degree vertices of the tree T,
we use the following characterization of the O-join polyhedron3 due to Edmonds and Johnson
[EJ73].

Proposition 2.4. For any graph G = (V, E), cost function c : E → R+, and a set O ⊆ V with an even
number of vertices, the minimum weight of an O-join equals the optimum value of the following integral
linear program.

min c(y)

s.t. y(δ(S)) ≥ 1 ∀S ⊆ V, |S ∩O| odd

ye ≥ 0 ∀e ∈ E

(3)

Definition 2.5 (Satisfied cuts). For a set S ⊆ V such that u0, v0 /∈ S and a spanning tree T ⊆ E we say
a vector y : E→ R≥0 satisfies S if one of the following holds:

• δ(S)T is even, or

• y(δ(S)) ≥ 1.

To analyze this class of algorithms, the main challenge is to construct a (random) vector y that
satisfies all cuts (with probability 1) and for which E [c(y)] ≤ (1/2− ǫ)c(x).

2.4 Near Min Cuts

Definition 2.6. For G = (V, E, x), we say a cut S ⊆ V is an η-near min cut if x(δ(S)) < 2 + η.4

The following lemma is a standard fact about crossing near min cuts:

Lemma 2.7. For G = (V, E, x), let A, B ( V be two crossing ǫA, ǫB near min cuts respectively. Then,
A ∩ B, A ∪ B, A r B, B r A are ǫA + ǫB near min cuts.

Proof. We prove the lemma only for A ∩ B; the rest of the cases can be proved similarly. By
submodularity,

x(δ(A ∩ B)) + x(δ(A ∪ B)) ≤ x(δ(A)) + x(δ(B)) ≤ 4 + ǫA + ǫB.

Since x(δ(A ∪ B)) ≥ 2, we have x(δ(A ∩ B)) ≤ 2 + ǫA + ǫB, as desired.

3The standard name for this is the T-join polyhedron. Because we reserve T to represent our tree, we call this the
O-join polyhedron, where O represents the set of odd vertices in the tree.

4Note this differs slightly from the notation in [Ben95; BG08] and Section 1.2 in which an η near min cut is said to
be within a 1 + η factor of the edge connectivity of the graph.
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Lemma 2.8. If A, B ( V are disjoint and C = A ∪ B is an ǫ near min cut then x(E(A, B)) ≥ 1− ǫ
2 .

Proof.
2 + ǫ ≥ x(δ(C)) = x(δ(A)) + x(δ(B))− 2 · x(E(A, B)) ≥ 4− 2 · x(E(A, B))

And the claim follows.

The following lemma is proved in [Ben97]:

Lemma 2.9 ([Ben97, Lem 5.3.5]). For G = (V, E, x), let A, B ( V be two crossing ǫ-near minimum
cuts. Then,

x(E(A ∩ B, A− B)), x(E(A ∩ B, B− A)), x(E(A ∪ B, A− B)), x(E(A ∪ B, B− A)) ≥ (1− ǫ/2).

Lemma 2.10. For G = (V, E, x), let A, B ( V be two ǫ near min cuts such that A ( B. Then

x(δ(A) ∩ δ(B)) = x(E(A, B)) ≤ 1 + ǫ, and

x(E(A, B r A)) ≥ 1− ǫ/2.

Proof. Notice

2 + ǫ ≥ x(δ(A)) = x(E(A, B r A)) + x(E(A, B))

2 + ǫ ≥ x(δ(B)) = x(E(B r A, B)) + x(E(A, B))

Summing these up, we get

2x(E(A, B)) + x(E(A, B r A)) + x(E(B r A, B)) = 2x(E(A, B)) + x(δ(B r A)) ≤ 4 + 2ǫ.

Since B r A is non-empty, x(δ(B r A)) ≥ 2, which implies the first inequality. To see the second
one, let C = B r A and note

4 ≤ x(δ(A)) + x(δ(C)) = 2x(E(A, C)) + x(δ(B)) ≤ 2x(E(A, C)) + 2 + ǫ

which implies x(E(A, C)) ≥ 1− ǫ/2.

2.5 Random spanning trees

The following simple lemmas appear in e.g. [KKO21]:

Lemma 2.11. Let G = (V, E, x), and let µ be any distribution over spanning trees with marginals x. For
any ǫ-near min cut S ⊆ V (such that none of the endpoints of e0 = (u0, v0) are in S), we have

PT∼µ [S is a subtree of T] = PT∼µ [|T ∩ E(S)| = |S| − 1] ≥ 1− ǫ/2.

Proof. First, observe that

E [E(S)T] = x(E(S)) ≥
2|S| − x(δ(S))

2
≥ |S| − 1− ǫ/2,

where we used that since u0, v0 /∈ S, for any v ∈ S we have E [δ(v)T)] = x(δ(v)) = 2.
Let pS = PT∼µ [S is a subtree of T]. Then, we must have

|S| − 1− (1− pS) = pS(|S| − 1) + (1− pS)(|S| − 2) ≥ E [E(S)T] ≥ |S| − 1− ǫ/2.

Therefore, pS ≥ 1− ǫ/2.
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Corollary 2.12. Let A, B ⊆ V be disjoint sets such that A, B, A∪ B are ǫA, ǫB, ǫA∪B-near minimum cuts
w.r.t., x respectively, where none of them contain endpoints of e0. Then for any distribution µ of spanning
trees on E with marginals x,

PT∼µ [E(A, B)T = 1] ≥ 1− (ǫA + ǫB + ǫA∪B)/2.

Proof. By the union bound, with probability at least 1− (ǫA + ǫB + ǫA∪B)/2, A, B, and A ∪ B are
trees. But this implies that we must have exactly one edge between A, B.

The following simple fact also holds by the union bound.

Fact 2.13. Let G = (V, E, x) and let µ be a distribution over spanning trees with marginals x. For any
set A ⊆ E , we have

PT∼µ [T ∩ A = ∅] ≥ 1− x(A).

3 Proof Overview

Algorithm 1 consists of two steps: sampling a tree whose marginals match x (and hence has
expected cost equal to c(x)), and then augmenting this with a minimum cost matching on the
odd degree vertices of the tree. The goal of the current paper is to show that the expected
cost of the minimum cost matching on the odd degree vertices of the sampled tree is at most
(1/2− ǫ)c(x). This is done by showing the existence of a cheap feasible O-join solution to (3).
Note that we merely need to prove the existence of a cheap O-join solution. The actual optimal
O-join solution can be found in polynomial time.

First, note that if we only wanted to get an O-join solution of value at most c(x)/2, to satisfy
all cuts, it is enough to set ye := 0.5xe for each edge5 [Wol80]. Now notice that if all of the near
min cuts of x containing e are even, then we can reduce ye strictly below 0.5xe. The difficulty
in implementing this approach comes from the fact that a high cost edge can be on many near
min cuts and it may be exceedingly unlikely that all of these cuts will be even simultaneously.
The idea in [KKO21] is to initialize ye := 0.5xe and then modify it by adding to it a random6

slack vector s : E → R: For each edge e, when certain special (few) η-near-mincuts that e is on
are even in the tree, se is set to −xeβ where β ≈ η/4 chosen in the proof of Theorem 1.1; for
other cuts that contain e, whenever they are odd, the slack of other edges on that cut is increased
to satisfy them (i.e., maintain feasibility of y for that cut). The bulk of the effort was to show
that this can be done while guaranteeing that E [se] < −ǫxe for some ǫ > 0, and therefore
E [ye] = 0.5xe + E [se] < (0.5− ǫ)xe.

To help the reader understand both the big picture as well as the ideas and contribution of
the current paper, it is useful to first review in a bit more detail the approach taken in [KKO21].
Let Nη be the set of all η-near min cuts of x. A key idea there was to partition Nη into three
types: a set of near min cuts H that form a hierarchy (which is a laminar family of cuts), a set of
cuts Nη,1 that are "crossed on one side" and a set of cuts Nη,2 that are "crossed on both sides"7.
[KKO21] showed that if we only need to satisfy the O-Join constraints coming from H, then we
can find such a vector s.

5This is because x satisfies x(δ(S)) ≥ 2 for all S, whereas y must satisfy y(δ(S)) ≥ 1 just for those cuts that have
odd intersection with the tree T.

6where the randomness comes from the random sampling of the tree
7We will explain the terms in quotes shortly. Also, see Definition 4.13.
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However, this vector s (which is negative in expectation) might "break" O-join constraints on
cuts that are not in the hierarchy (i.e., cuts in Nη,1 and Nη,2). To resolve this, [KKO21] showed
how a negligible increase in the slack of certain edges (a slack component they called s∗) can be
used to restore the feasibility of the O-join solution on all cuts, including those that are not in the
hierarchy. See Section 6 for more on this.

Concretely, because the cuts in Nη,2 have a rather complex structure, to simplify their han-
dling, [KKO21] changed the plan: Instead of starting with ye = 0.5xe, they started with ye =
(xe + OPTe)/2, where OPTe is an indicator for edge e being in the optimal integral TSP solution.
They then constructed slack vectors relative to the near min cuts of (OPT + x)/2. The advantage
of doing so is that it guarantees that all near mincuts correspond to intervals of vertices along the
optimal cycle, greatly simplifying the structure of the family of near min cuts under consideration.
Slack on the edges in the optimal cycle was then used to handle the cuts in Nη,1 and Nη,2.

Unfortunately, this meant that the bound on the expected cost of the minimum cost matching
from [KKO21] is at most (1/2 − ǫ)((c(x) + c(OPT))/2, which is insufficient to prove that the
integrality gap of the LP is strictly below 3/2.

In the present paper, we return to the plan of initializing ye := 0.5xe and then construct a slack
vector for each edge with the desired properties. Our starting point is the polygon decomposition D
of the η-near min cuts of x [BG08]8. As stated previously, a polygon9 is a connected component
of crossing 2 + η near minimum cuts, where two cuts are connected if they cross each other. It
turns out that the way the polygon representation D is constructed, each cut in Nη,2 is in exactly
one polygon, and each edge on such a cut will have its slack increase in at most one polygon.
Thus, cuts in Nη,2 can be handled independently for each polygon.

The main result of this paper is to show how to handle the cuts in Nη,2 (polygon by polygon)
without resorting to the use of the OPT vector. Specifically, we prove the following:

Theorem 3.1 (Informal main theorem). For any connected component C of Nη (i.e. a polygon), let C2

be the cuts in C that are crossed on both sides. For any α > 0, there is a vector s∗ : E → R depending on
T s.t.

(i) ∀e ∈ E, s∗e ≥ 0;

(ii) E [s∗e ] = O(ηαxe), where the expectation is over the choice of tree T.

(iii) If S ∈ C2 is a cut such that δ(S)T is odd, then s∗T(δ(S)) := ∑e∈δ(S) s∗e ≥ α(1− η).

Once cuts in Nη,2 are handled, the remaining cut structure becomes significantly simpler in
that the polygons start to look very much like cycles: they contain only "outside atoms"10 and the
fractional mass x(ai, ai+1) between adjacent atoms is 1±Θ(η) [KKO21]. This enables us, with
minor modification to the way in which cuts crossed on one side are handled (see Theorem A.12),
to adapt one of the main results in [KKO21].

8See Section 4 for a formal introduction to polygons. In particular, a reader unfamiliar with polygons will likely
need to read Section 4.1 to understand this section, though we provide a very brief overview now and again in
Section 3.1.

9 One difference between a cycle on m nodes and a polygon with m "outside atoms" is that in a cycle all of the
(m

2 ) simple cuts are min-cuts, whereas in a polygon only some of the (m
2 ) simple cuts are η-near min cuts. Indeed a

cycle is the "simplest" kind of polygon. Another major difference is that polygons may also have "inside" atoms. See
Section 4.

10See Section 4.1.
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Theorem 3.2 (Informal Theorem adapted from Theorem A.12 and Theorem B.2). Given a family
Nη,≤1 of near-min cuts containing no cuts crossed on both sides, for any β > 0, there is a vector s : E→ R

depending on T such that

(i) ∀e ∈ E, se ≥ −βxe

(ii) E [se] < −ǫβxe for some absolute constant ǫ > 0, independent of η, where the expectations are over
the choice of T.

(iii) If S ∈ Nη,≤1 is a cut such that δ(S)T is odd, then sT(δ(S)) = ∑e∈δ(S) se ≥ 0.

Note that Theorem B.2 (used to prove the above theorem) crucially relies on the fact that the
tree is sampled from a max-entropy distribution, whereas Theorem 3.1 does not.

Before we explain the ideas underlying the proof of Theorem 3.1, we quickly show how by
setting

ye(T) := 0.5xe + s∗e + se ∀e,

these two theorems together imply the main result of this paper.
First, we show that E [c(y)] ≤ c(x)(0.5− ǫ) To see this, observe that Theorem 3.1(ii) together

with Theorem 3.2(ii) imply that for every edge e ∈ E,

E [ye] = 0.5xe + E [se] + E [s∗e ] ≤ xe (0.5 +O(ηα)− ǫβ) ≤ xe

(

0.5− ηǫ′
)

,

for α, β as chosen below and η sufficiently smaller than ǫ. Summing over all edges, this gives

E [c(y)] ≤

(

1

2
− ǫ′

)

c(x).

Note that since s∗e is always nonnegative, it does not help us in our quest to reduce ye strictly
below 0.5xe. That reduction comes only from se being negative. Indeed, the raison d’etre of the
slack vector s∗ is to repair the feasibility of cuts which are odd in the tree but which have se

negative on some edges in δ(S). This is why it is crucial that E [se] is much smaller than −E [s∗e ].
Next, we show that y(T) is feasible for every tree T. For this, we need to consider three types

of cuts:

Case 1: δ(S)T is odd and x(δ(S)) > 2 + η. Since s∗T(δ(S)) ≥ 0 and sT(δ(S)) ≥ −βx(δ(S), we
have

yT(δ(S)) = 0.5x(δ(S)) + s∗T(δ(S)) + sT(δ(S)) ≥ (0.5− β)x(δ(S)) ≥ (0.5− β)(2 + η) ≥ 1,

for β ≈ η/4.

Case 2: δ(S)T is odd, S ∈ Nη,≤1. In this case sT(δ(S)), s∗T(δ(S)) ≥ 0 so yT(δ(S) ≥ 0.5x(δ(S)) ≥ 1.

Case 3: δ(S)T is odd, x(δ(S)) ≤ 2 + η, and S ∈ Nη,2. In this case, s∗T(δ(S)) ≥ α(1− η) and
sT(δ(S)) ≥ −βx(δ(S)), so we have

yT(δ(S)) = 0.5x(δ(S)) + s∗T(δ(S) + sT(δ(S)) ≥ (0.5− β)x(δ(S)) + α(1− η) ≥ 1,

for α ≈ 2β using x(δ(S)) ≥ 2.
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pl pr

S

SL SR

SL r S

S∩L S∩R

SR r S

Figure 1: (Note that to simplify the pictures, we usually draw a polygon as a circle.) The figure shows a cut S that
is crossed on both sides. The cut S consists of all atoms below the green line. The cut SR is the cut crossing S on the
right which minimizes the number of outside atoms in the intersection, i.e., it minimizes the number of red atoms.
Similarly, SL crosses S on the left and minimizes the number of blue atoms. While not shown in the picture, it’s
possible for the red and blue atoms to overlap. (SR might cross SL.) Edges between red atoms and green atoms are
in E→(S) and edges between blue atoms and orange atoms are in E←(S). Edges in E◦(S) are all remaining edges in
δ(S). Claim 3.3 shows that with probability 1−O(η), in the randomly sampled tree T, there is exactly one (red,green)
edge (i.e., B→(S) does not occur) and exactly one (blue, orange) edge (i.e., B←(S) does not occur) and those are the
only edges in δ(S) ∩ T (i.e., also B◦(S) does not occur).

a0

ai−1aiai+1

ak+1

pi−1 pi pi+1

pk

a0

ai−1aiai+1

aj

pi−1 pi pi+1

pj

Figure 2: Of all cuts crossed on both sides, L(pi), the blue set, extends farthest to the left from pi. Similarly,
R(pi), the green set, is the one that extends farthest to the right from pi. (For reference when we later
include inside atoms: if the root is not an outside atom, L(pi) can wrap around past a0 and there may be
atoms in the interior of the blue region, aka inside atoms. However, the outside atoms of L(pi) ∪ R(pi)
form a contiguous interval around the cycle and don’t include all outside atoms. Even in the case in which
the root is not an outside atom, the shaded region is the side of the diagonal which does not contain the
root.)

3.1 Overview of proof of Theorem 3.1 – no inside atoms

Given a connected component C of cuts in Nη, we can partition vertices of G into sets a0, . . . , am−1

(called atoms); this is the coarsest partition such that for each ai, and each (S, S) ∈ C, we have
ai ⊆ S or ai ⊆ S. One of these atoms, a0 is the atom that contains u0, v0. We call a0 the root. In the
following, we will often identify an atom with the set of vertices that it represents11 .

If η = 0, then [DKL76]) shows that the structure of cuts in C can be represented by a cycle;

11For example, it will be convenient to write cuts as subsets of atoms. In this case the cut is the union of the vertices
in those atoms.
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am−1a0a1

ai

ai+1

L(p)
l

L(p)R

S

q

p

Figure 3: Since S is crossed on the right and any cut that crosses S on the right also crosses L(p) on the right,
the cut SR, which contains the fewest number of atoms in S (green atoms), is the same as L(p)R. The edges in
E→(L(p)) = E→(S) are those that go between green atoms and brown atoms. Note also that any edge in δ(S) with
one endpoint to the right of p that is not in E→(L(p)) is in E◦(L(p)). (It can’t be in E←(L(p)) since those edges have
one endpoint to the left of l.) Note also that since the green + yellow region as well as the brown region are each the
difference of two crossing η near min cuts, each is a 2η near min cut. So by Lemma 2.8, the fraction of edges with one
endpoint in each of these regions is 1−O(η). (To extend this to the case where polygon P may have inside atoms we
show that there are no atoms in the yellow region see Lemma 5.1, or Lemma 4.30 for a more general statement.)

namely we can arrange these atoms around a cycle such that, perhaps after renaming, for any
0 ≤ i ≤ m− 1, x(E(ai, ai+1 mod m)) = 1 and cuts of C are just the mincuts of this cycle.

As mentioned, [Ben95; BG08] studied the case when 0 < η ≤ 2/5 and introduced the notion
of polygon representation, in which case atoms can be placed on the sides of an equilateral polygon
P and some atoms placed inside the polygon, such that every cut in C can be represented by a
diagonal of this polygon. See Figure 12.

In the rest of this section, we fix C and we outline the ideas behind the proof of Theorem 3.1 in the
special case that the polygon P representing the connected component of cuts C contains no inside atoms.
This latter assumption simplifies the argument but still illustrates many of the main ideas.

We assume that the atoms of P are labelled counterclockwise from a0 to am−1. We associate to
each diagonal (defining a cut) the side which does not contain a0.12 Thus, we will refer to a cut
by the set of outside atoms it contains, say [ai, aj], i < j. (This denotes the side of the diagonal
containing the atoms ai, ai+1, . . . , aj.) We equivalently refer to this cut by giving the left and right
polygon points of its diagonal [pi−1, pj].

As mentioned above, the raison d’etre for the slack vector s∗ that we construct here is to
restore the feasibility of cuts S in C2 which are odd in the tree but which have se negative on
some edges in δ(S). The high level approach in the proof is the following. Initialize s∗e := 0 for
all e. Now define a set of bad events whose occurrence signifies that some of these near min cuts
are potentially in need of such a repair. These bad events should satisfy the follow desiderata:

(a) Each bad event occurs with probability O(η), where the probability is taken over the choice
of tree T.

12The reason we do this is that it is crucial for subsequent arguments to be able to condition on near min cuts being
trees using Lemma 2.11, i.e., that for S a near min cut, E(S) ∩ T is very likely to be a tree. However, this lemma can
only be used on sets which do not contain u0, v0.
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a0

p1

p2
p3

e

aj

ak

L(pi)R for all i
L(p1)

L(p2)

L(p3)

Figure 4: Edge e = {aj, ak} is in E→(L(pi)) for all i.

(b) The occurrence of a bad event B in a tree T triggers a slack increase on an associated set of
edges E(B). Specifically, when B occurs, each edge e ∈ E(B) has its slack s∗e increased by
αxe.

(c) Each edge e is in E(B) for a constant number of bad events B. Combining (a) and (b), this
implies that E [s∗e ] = O(ηαxe) (condition 2 of Theorem 3.1).

(d) Each η-near-min cut S is associated with a constant number of bad events B(S), such that
when δ(S)T is odd, at least one of the bad events B ∈ B(S) occurs. We will ensure that
the edges in E(B) (on which slack increases are triggered) are a subset of δ(S) of fractional
value at least Ω(1). Therefore, if S is odd in the tree, s∗T(δ(S)) ≥ αx(E(B)) ≥ Ω(α) implying
condition (iii) of Theorem 3.1 (once the constant are chosen appropriately).

3.2 Satisfying the above desiderata

Consider any near min cut S in P, which is crossed on the left and on the right (see Definition 4.17
for the definition of being crossed on left/right) . Let SL and SR be the cuts crossing S on the left
and right with minimum sized intersection with S. See Figure 1.

One of the very nice things about cuts crossed on both sides is the following:

Claim 3.3. For any near min cut S ∈ C2, P [δ(S)T = 2] ≥ 1−O(η).

Proof sketch. To see this, for a set S crossed on both sides, let

E←(S) := E(S ∩ SL, SL r S), E→(S) := E(S ∩ SR, SR r S), E◦(S) := δ(S)r E←(S)r E→(S)

and consider the bad events

B←(S) := 1{E←(S)T 6= 1} B→(S) = 1{E→(S)T 6= 1} B◦(S) := 1{E◦(S)T 6= 0}. (4)

See Figure 1.
Clearly if none of these bad events occur, then S is even in the tree (i.e., δ(S)T = 2). Now,

note that S, SR, SL are all η-near min cuts and so by Lemma 2.9 and Corollary 2.12, we have
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Figure 5: Suppose that there are exactly 1/η (black) vertices between any two vertices in the above figure,
where each edge has fractional value η. Also, any two consecutive vertices (if both of them are not blue)
have exactly 1/η parallel edges between them. Then, it is easy to check that the above graph is fractionally
2 edge connected. Furthermore, the set of 2 + O(η)-near minimum cuts comprises a single connected
component and every vertex will become an (outside) atom of the corresponding polygon. This is because
every diagonal which separates two blue vertices on both sides is a near min cut. In addition, every
interval with O(1) many consecutive vertices where at most one of vertex is blue is also a near mincut. In
such a case, for every pair of adjacent blue vertices, we have E(ai, ai+1) = ∅.

x(E←(S)) ≥ 1− η/2, x(E→(S)) ≥ 1− η/2, x(E◦(S)) = x(δ(S)r E←(S)r E→(S)) = O(η) and
P [B←(S)] , P [B→(S)] , P [B◦(S)] = O(η).

The next step in our plan is to decide what slack increases are triggered by these bad events.
The first thing one might think of is to have the above bad events (4) trigger a slack increase on
E←(S) ∪ E→(S). Namely, for each set S crossed on both sides:

∀e ∈ E←(S) ∪ E→(S) set s∗e := αxe · 1{at least one of B←(S), B→(S) or B◦(S) occurs}.

In addition to desiderata (a) and (b), this approach satisfies (d) since x(E←(S) ∪ E→(S)) ≥ 2− η.
Unfortunately though, this does not satisfy desiderata (c), since if e ∈ E(ai, aj), it could be

that e ∈ E←(S) ∪ E→(S) for many near min cuts S in which case

E [s∗e ] = αxe ·P [∃S odd in T s.t. e ∈ E←(S) ∪ E→(S))]

could be way too large (say, around αxe).
So, rather than defining a bad event for every cut S crossed on both sides individually (i.e.,

up to O(m2) events), we instead define a constant number of bad events for each polygon point
p, hence at most O(m) events.

3.2.1 Defining bad events for each polygon point

For a fixed polygon point p, let L := L(p) be the set crossed on both sides that extends farthest
clockwise from p and as above, let LR be the cut that crosses it on the right with the minimum
number of outside atoms in the intersection. Analogously define R := R(p) and RL. See Figure 2.

Now we consider two bad events:

B→(p) = 1{E→(L(p))T 6= 1 or E◦(L(p))T 6= 0}

B←(p) = 1{E←(R(p))T 6= 1 or E◦(R(p))T 6= 0}.
(5)

15



E(B→(q))E(B←(p))

a0

S
p q

R(p)L L(q)R

L(q)R(p)

R∗(p) L∗(q)

Figure 6: This figure illustrates the definitions in (6). The near min cut S contains all atoms below the
blue line. L(q)R crosses L(q) on the right and R(p)L crosses R(p) on the left. L(q)∩R is the set of atoms in
the blue + pink region on the right. L∗(q) is the near min cut crossing L(q)∩R on the left that maximizes
the number of outside atoms in the pink region. Similarly R∗(p) is the near min cut crossing R(p)∩L on
the right that maximizes the number of outside atoms in the grey region. The edges in E(B→(q)) are
those edges from the blue region to the orange region and the edges in E(B←(p)) are those edges from
the green region to the yellow region. Note that the figure is misleading in that sets that are shown as
disjoint here may not in fact be disjoint.

For these events, we have the following two claims:

Claim 3.4. For any near min cut S = [p, q], E→(L(q)) = E→(S) and E←(R(p)) = E←(S). Moreover,
E◦(S) ⊂ E◦(L(p)) ∪ E0(R(p). See Figure 3. Therefore, if neither B→(q) or B←(p) occur, then δ(S)T is
even.

In addition we have

Claim 3.5. For any polygon point p, P [B→(p)] , P [B←(p)] = O(η).

This follows arguments similar to those used in Claim 3.3, using that x(E→(L(p))) ≥ 1− η/2,
and x(E◦(L(p)) = O(η) (and similarly for R(p)).

These bad events satisfy the desiderata (a) and (d) (assuming we define E(B) such that
x(E(B)) ∈ Ω(1)).

3.2.2 Defining the slack increase sets for bad events

It remains to determine the sets E(B→(p)), E(B←(p)) for which slack increases are triggered
when the bad events occur. In particular, we will let E(B→(p)) ⊆ E→(L(p)) and E(B←(p)) ⊆
E←(R(p)) such that:

(*) x(E(B→(p))) ≥ Ω(1) and x(E(B←(p))) ≥ Ω(1) (to guarantee (d)),

(**) All edges e are in at most a constant number of sets E(B) (to guarantee (c)).

Assuming we can satisfy (*) and (**), we can set s∗e = αxe for all e ∈ E(B) when B occurs to satisfy
all four desiderata.
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L(q)∩R

L(q)R

r′ in brown

l′ in purple

a0

L(q)
q

p
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al

r

Figure 7: Setup for proof of Claim 3.7: Let L(q)R = (l, r) and L(p)R = (l′, r′) (where l, r, l′, r′ are polygon
points). The grey region is L(q)∩R := L(q) ∩ L(q)R. Note that neither L(p) or L(p)R are shown in this
figure, since our proof in fact will need to argue about how these cuts are situated relative to those shown.
WLOG (as shown in the figure) p is to the left of q. Now, for contradiction, suppose that e = {a, b} ∈
E(B→(p)) ∩ E(B→(q)). Then a, b ∈ L(p)R ∩ L(q)R. So, in the above, since no cut contains a0, it must be
that l′ is to the left of a and r′ is to the right of b.

First try: The most natural choice is to simply let E(B→(p)) = E→(L(p)). Here, (*) obviously
holds but unfortunately (**) fails. Indeed, there are examples (see Figure 4) for which there exist
edges e ∈ E(ai, aj) with |j − i| = Ω(m) that belong to E→(L(pk)) for Ω(m) many values of
i ≤ k ≤ j.

Second try: Let ai be the atom immediately to the left of p and ai+1 the atom immediately to
the right of p (i.e. p = pi). Note that all edges with one endpoint in ai and one in ai+1 are in
E→(L(p)). Now if it was always the case that x(E(ai, ai+1)) ≥ γ for some universal constant
γ > 0, then, when one of these bad events occurs, say B→(p), we could simply increase the slack
of every edge e in E(ai, ai+1) by αxe. This approach is analogous to the method employed in
[KKO21] where slack was increased on OPT edges. One might have some hope that this is true
since it holds with γ = 1 for the cactus representation of min cuts (i.e. when η = 0).

Unfortunately, as observed in [OSS11] there is a family of near minimum cuts such that the
polygon representation has no inside atoms, yet E(ai, ai+1) = ∅ for some consecutive pairs of
(outside) atoms (see Figure 5) (even though there are cuts whose diagonals end between those
atoms). So, this method is doomed even if inside atoms are not present.

Our method: The first try works if there are no “long” edges. So, to rectify that attempt we
essentially “ignore” long edges (edges between distant atoms) in our charging argument and
argue that they only contribute minimally to E→(L(p)) and E←(R(p)).

To this end, define L(p)∩R := L(p) ∩ L(p)R, and let L∗(p) be the cut crossing L(p)∩R on the
left that maximizes the number of outside atoms in the intersection of L∗(p) and L(p)∩R (and
similarly R∗(p) to maximize the intersection with R(p)∩L on the right). If L∗(p) does not exist,
i.e. no cut crosses L(p)∩R on the left, set L∗(p) = ∅, and similarly for R∗(p). See Figure 6. We
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L(q)∩R

range of l′ range of r′

L(q) L(q)R

root rootl a p q b r

Figure 8: Proof of Claim 3.7 continued: Because we are dealing with outside atoms only and no cuts
contain the root a0, we may as well visualize the polygon as a line (with wraparound) and each cut as an
interval along the line. The above figure repeats Fig. 7 when viewed as a line segment.

L(p)Rl′ r′

L(q) L(q)R

root rootl a p q b r

Figure 9: Claim: l′ can not be to the right of l. If it is, as in the figure above, then L(p)R crosses L(q) on
the right and has a smaller intersection with L(q). Contradiction to choice of L(q)R!

L(p)R

L(p)

l′ r′

L(q) L(q)R

root rootl a p q b r

Figure 10: Claim: l′ can not be to the left of l. If so, as in the figure above, then L(q)R crosses L(p) on the
right and has a smaller intersection with L(p). Contradiction to choice of L(p)R! Therefore l′ = l.

L(q)∩R

L(p)

L(q) L(q)R

root rootl a p q b r

Figure 11: Since the left endpoint of L(p)R is l, the left endpoint of L(p) is to the left of l. Therefore, L(p)
crosses L(q)∩R on left and it is a candidate for L∗(q). Therefore, L(p) ∩ L(q)∩R ⊆ L∗(q) ∩ L(q)∩R and we

have a ∈ L∗(q) ∩ L(q)∩R. But then, e /∈ E(B→(q)). Contradiction!.

let:
E(B→(p)) := E(L(p)∩R r L∗(p), L(p)R r L(p)∩R)

E(B←(p)) := E(R(p)∩L r R∗(p), R(p)L r R(p)∩L).
(6)

The following claim establishes (*) for Eq. (6). It can be proved using methods similar to
Claim 3.3; see Figure 3.

Claim 3.6. For all polygon points p, x(E(B→(p))), x(E(B→(p))) ≥ 1−O(η).

And finally, the following claim establishes (**):
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Claim 3.7. For any edge e, we have e ∈ E(B→(p)) for at most one polygon point p and similarly
e ∈ E(B←(q)) for at most one polygon point q.

The proof of Claim 3.7 is more involved. For an outline of the arguments used, see Figures 7,
8, 9, 10, 11.

3.3 Extending to polygons with inside atoms

For the general case, we still follow the same proof outline satisfying the four desiderata using
the same definition of bad events given in (5) and the same definition of edges on which slack is
increased in response to bad events given in (6).

We need to address the following challenges when generalizing the above proof:

(1) Edges may have endpoints adjacent to inside atoms. The proof outline above crucially used
that both endpoints of every edge were outside atoms.

(2) Regions of the polygon we could previously assume were empty may now contain inside
atoms.

(3) While the sets are still defined such that they do not contain the root, the root (i.e., the
atom containing {u0, v0}) is no longer necessarily an outside atom. Therefore we can have
a sequence of cuts not containing the root wrapping around the polygon such that each cut
crosses the one before it. In this case, the notion of “left" and “right" becomes unclear. One
can still define “left" and “right" synonymously with clockwise and counterclockwise, but
we can no longer say that an outside atom is to the left (and not to the right of) another
outside atom, nor can we collapse the diagonals of the polygon to intervals of a line.

To handle these complexities, we introduce additional structural properties of polygons with
inside atoms. These are presented in subsection 4.4.

4 Polygon Representation

4.1 Basics

In this section we state and prove several facts for η-near minimum cuts of a fractionally 2-edge-
connected graph. All of the statements in this section are generalizable to the (1 + η)α near
minimum cuts of an α-edge-connected graph (by rescaling) for η ≤ 6/5.

Definition 4.1 (Connected Component of Crossing Cuts). Given the set of η-near min cuts of a graph
G = (V, E), construct a graph where two cuts are connected by an edge if they cross. Partition this graph
into maximal connected components. In the following, we will consider maximal connected components
C of crossing cuts and simply call them connected components. We say a connected component is a
singleton if it has exactly one cut and a non-singleton otherwise.

For a connected component C, let {ai}i≥0 be the coarsest partition of vertices V such that for any
C ∈ C, either ai ⊆ C or ai ⊆ C. Each set ai is called an atom of C and we write A(C) to denote the set of
all atoms.

Note for any atom ai ∈ A(C) which is an η-near min cut, (ai, ai) is a singleton component, and is not
crossed by any η-near min cut. Therefore (ai, ai) 6∈ C.
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Figure 12: Consider the graph on the left and suppose that every edge e has fractional value
xe = 1/7. This graph then has min cut value 2, with cuts of fractional value at most 2 + 1/7
circled in blue. Note that this is a connected family C of near-min cuts, since every adjacent
pair of blue cuts cross each other. The right image shows the polygon representation of C. The
blue lines in the right image are the representing diagonals. This representation has 8 outside
atoms and {1} is the only inside atom. The system of near minimum cuts corresponding to sets

({2, 3}, {2, 3}), . . . , ({8, 9}, {8, 9}), ({9, 2}, {9, 2}) shows an 8-cycle for the inside atom {1}. See
Definition 4.18.

We can now represent any cut in S ∈ C either by the set of vertices it contains or as a subset of A(C).
In the following, we will often identify an atom with the set of vertices that it represents13.

To study these systems, we will utilize the polygon representation of near minimum cuts de-
fined in [Ben97] and then extended in [BG08]. Their work implies that any connected component
C of crossing η-near minimum cuts has a polygon representation with the following properties,
so long as η ≤ 2

5 :

1. A polygon representation is a convex regular polygon with a collection of representing di-
agonals. All polygon edges and diagonals are drawn using straight lines in the plane. The
diagonals partition the polygon into cells.

2. Each atom of C is mapped to a cell of the polygon. If one of these cells is bounded by
some portion of the polygon boundary it is non-empty and we call its atom an outside atom.
We call the atoms of all other non-empty cells inside atoms. Note that some cells may not
contain any atom. WLOG label the outside atoms a0, . . . , am−1 in counterclockwise order,
and label the inside atoms arbitrarily. We also label points of the polygon p0, . . . , pm−1 such
that outside atom ai is on the side (pi, pi+1) and a0 is on the side (pm−1, p0). (In future
sections we will refer to the special atom called the root, and if it is an outside atom WLOG
we will label a0 as the root.)

3. No cell has more than one incident outer polygon edge.

13For example, it will be convenient to write cuts as subsets of atoms. In this case the cut is the union of the vertices
in those atoms.
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4. Each representing diagonal defines a cut such that each side of the cut is given by the union
of the atoms on each side. Furthermore, the collection of cuts given by these diagonals is
exactly C.

The following fact follows immediately from the above discussion:

Fact 4.2. Any cut S ∈ C (represented by a diagonal of P) must have at least two outside atoms.

Definition 4.3 (Outside atoms). For a polygon P and a set S of atoms of P, we write OP(S) to denote
the set of outside atoms of P in S; we drop the subscript when P is clear from context. We also write O(P)
(or O(A(C)) where C is the connected component of P) to denote the set of all outside atoms of P.

Note that, given S ∈ C, since S may be identified with a set of atoms, O(S) is also well defined.

The following observation follows from the fact that cuts correspond to straight diagonals in
the plane and the polygon P is regular:

Observation 4.4 ([BG08, Prop 19]). If S, S′ ∈ C cross then O(S) and O(S′) cross, and O(S ∪ S′) 6=
O(P).

Lemma 4.6 is used in the proof of Lemma 4.23, and depends on the following:

Theorem 4.5 ([Ben97, Lem 4.1.7]). Let C, C ′ be two (distinct) connected components of crossing cuts
for a family of cuts of G = (V, E). Then, there exists an atom a ∈ A(C) and a′ ∈ A(C ′) such that
a ∪ a′ = V.

Lemma 4.6. Consider the set of η-near minimum cuts (NMCs) of G and let C be a connected component.
Let B ⊂ A(C) be an η-NMC such that 1 < |B| < |A(C)| − 1. Then, B ∈ C.

Proof. For the sake of contradiction, suppose B /∈ C. Since B is an η-NMC, it is in some connected
component of cuts, say B ∈ C ′, where C 6= C ′. Then, by Theorem 4.5 there exist atoms a ∈
A(C), a′ ∈ A(C ′) such that a ∪ a′ = V. Observe that by the definition of atoms, each of a, a′ is
contained in either B or B. Without loss of generality assume a ⊆ B and a′ ⊆ B. But then, a 6= B
since |B| > 1. So, a ∪ a′ 6= V which is a contradiction.

4.2 Our polygon notation and the root

All statements in the previous section do not depend on which side of each diagonal we consider.
The ambiguity on the sides of the cut considered makes it difficult to define a consistent orienta-
tion on the polygon, for example to say whether a cut A, A crosses B, B “on the left" or “on the
right." Motivated by this, we identify every cut with the side that does not contain u0, v0. This
has the added benefit of allowing us to apply Lemma 2.11 to every cut considered. For every
polygon P, we call the unique atom r containing u0, v0 the root.

Recall that, for η > 0, we write Nη ⊆ 2Vr{u0,v0} to denote the family of all η-NMCs of G/e0
. If

η is clear in context, we drop the subscript of Nη . Throughout the paper, we will need to show

that various sets A, B ⊆ V r {u0, v0} cross. Since u0, v0 ∈ A ∪ B to verify that a pair of sets A and
B cross, it suffices to check the three conditions in the following fact.

Fact 4.7. For A, B ⊆ V r {u0, v0}, A, B cross iff

A ∩ B, A r B, B r A 6= ∅.
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As above, unless otherwise specified, we let C be a connected component of cuts in Nη with
corresponding polygon P for η ≤ 1/10. Again, call the outside atoms (of P) a0, . . . , am−1, ordered
counter-clockwise though these are not necessarily all the atoms in P. Note that the root r is not
necessarily an outside atom, but if it is, it is the atom labelled a0.

We use the existence of the root to prove the following two facts. The first fact is a consequence
of Observation 4.4:

Fact 4.8. Let S, S′ ∈ C. Then, O(S ∪ S′) 6= O(A(C)).

Proof sketch. If S, S′ are (the non-root) sides of two diagonals of a polygon and there is an atom r
which is in neither of them, then there must be a polygon point which is in neither of them.

The following lemma is the main reason why we can treat each polygon separately in con-
structing the slack vector mentioned in Section 3. In Section 5, we are careful to only define
positive slack on edges of a polygon that do not have an endpoint in its root.

Fact 4.9. For any edge e = {u, v}, there is at most one polygon in which the endpoints of e lie in two
different atoms which are not the root of their respective polygons.

Proof. Suppose not, and let P, P′ be two polygons in which u and v lie in different atoms that do
not contain r. By Theorem 4.5, there exists an atom a ∈ P, a′ ∈ P′ such that a ∪ a′ = V. Since
u, v lie in different atoms (and the atoms of a polygon partition V) in both P, P′ it must be that
(WLOG) u ∈ a, v ∈ a′. However, since a ∪ a′ = V, u0, v0 lies in a or a′, so either a is the root of P
or a′ is the root of P′, which is a contradiction.

We will use “left" synonymously with “clockwise" and “right" synonymously with “counter-clockwise."

Definition 4.10 (Near min cut notation). We will interchangeably refer to a set S ∈ Nη by specifying
the extreme outside atoms it contains or by specifying the polygon points defining its diagonal. For the
former, if S = (al , ar), then al is the leftmost outside atom in S and ar is the rightmost outside atom in
S. For the latter, if S = (pl , pr), then pl is the polygon point immediately to the left of al and pr is the
polygon point immediately to the right of ar .

Definition 4.11 (L(p), R(p)). For a polygon point pi, let L(pi) be the largest cut in Nη containing ai

and not ai+1 which is crossed on both sides. Let R(pi) be the largest cut in Nη containing ai+1 and not ai

which is crossed on both sides. (Note that L(pi), R(pi) do not necessarily exist). See Figure 2.

The following definitions make formal the notion of “crossed on one side" and “crossed on
both sides" (introduced in Section 3) for polygons with inside atoms.

Definition 4.12 (Left, Right Crossing). Let S, S′ ∈ C such that S′ crosses S. For such a pair, we say S′

crosses S on the left if the leftmost (clockwise-most) outside atom of O(S′ ∪ S) is in S′. Otherwise, we say
that S′ crosses S on the right. Note that by Observation 4.4, O(S), O(S′) cross.

Definition 4.13 (Crossed on one, both sides). We say a cut S is crossed on both sides if it is crossed by
a cut (in C) on the left and a cut (in C) on the right and we say S is crossed on one side if it is crossed
only on the left or only on the right.

Definition 4.14 (Nη,≤1,Nη,1,Nη,2). Let Nη,2 ⊆ Nη be the set of cuts which are crossed on both sides in
their respective polygons. Let Nη,1 ⊆ Nη be the set of cuts that are crossed on one side in their respective
polygons and finally let Nη,≤1 = Nη rNη,2 (i.e. the set of cuts which are crossed on one side or not
crossed at all).
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Here we give an alternate set-theoretic characterization of Nη,2.

Lemma 4.15. Let C ∈ Nη . Then, C ∈ Nη,2 if and only if there exist two cuts A, B ∈ Nη which cross C
such that (A r C) ∩ (B r C) = ∅.

Proof. The only if follows from Lemma 4.27. So, assume there exist two cuts A, B ∈ Nη which
cross C such that (A r C) ∩ (B r C) = ∅. We will show C ∈ Nη,2.

Since A and B both cross C, it must be that C, A, B are in the same connected component of
cuts C ⊆ Nη (i.e. including all cuts in Nη,2). Let P be the corresponding polygon.

Suppose by way of contradiction that A, B both crossed C on the left (if they both cross on
the right the argument is similar). Then A, B must both contain the outside atom immediately to
the left of the leftmost atom of C, which contradicts (A r C) ∩ (B r C) = ∅.

Consequently, we can give an alternate characterization of Nη,1 as the sets which are crossed
but are not in Nη,2. This will be relevant in Appendix A.

Definition 4.16 (C2). For a connected component of cuts C ⊆ Nη, let C2 = C ∩N2.

The following definition is quite important throughout our paper as it is used to specify the
set of bad events we use to construct our slack vector (see Section 3 for a gentle introduction):

Definition 4.17 (SL, SR). For S ∈ C2 let SL be the near minimum cut crossing S on the left which
minimizes |O(S∩SL)|. If there are multiple sets crossing S on the left with the same minimum intersection,
choose the smallest one to be SL. Similarly, let SR be the near min cut crossing S on the right which
minimizes |O(S ∩ SR)|, and again choose the smallest set to break ties. See Figure 1.

4.3 Properties of inside atoms

Before proving some new properties of the polygon representation we recall some basic proper-
ties of inside atoms from [BG08]:

Definition 4.18 ([BG08, Definition 3]). A family of sets C1, . . . , Ck ⊆ V, for some k ≥ 3, forms a k-cycle
if

• Ci crosses both Ci−1 and Ci+1 (we treat Ck+1 as C1 and C0 as Ck);

• Ci ∩ Cj = ∅ for j 6= i− 1, i or i + 1; and

•
⋃

1≤i≤k Ci 6= V.

• If k = 3, we have the additional condition (Ci ∩ Ci+1) 6⊆ Ci−1 for i ∈ {1, 2, 3}.

Lemma 4.19 ([BG08, Lemma 22]). Any k-cycle formed by cuts in a connected component C of η-near
min cuts satisfies k ≥ 2/η. (Note if η = 0 then no k-cycle exists.)

Therefore, for all 2/5-near min cuts, there are no cycles with length less than 5.

Lemma 4.20 ([BG08, Def 4]). An atom a ∈ A(C) is an inside atom (in the representation defined above)
if and only if there is a k-cycle C1, . . . , Ck ∈ C, such that a ∩ Ci = ∅ for all 1 ≤ i ≤ k.

See Figure 12 for an example of an inside atom and a cycle.
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Fact 4.21. Let C1, . . . , Ck be a k-cycle for a connected component C with polygon representation P and
k ≥ 5. For any adjacent pair of outside atoms a, b ∈ O(A(C)), there is a 1 ≤ j ≤ k such that a, b ∈ Cj.

Proof. Since a is an outside atom, there is a cut Ci for some 1 ≤ i ≤ k such that a ∈ Ci (otherwise
a would be an inside atom). If b ∈ Ci we are done. Otherwise, a is a rightmost or leftmost outside
atom in Ci. But then, since Ci is crossed by Ci−1 and Ci+1 and Ci−1 ∩ Ci+1 = ∅, it follows from
Observation 4.4 (and the fact that both Ci−1, Ci+1 contain at least two outside atoms) that either
a, b ∈ Ci−1 or a, b ∈ Ci+1.

4.4 New properties of polygon representations

The following lemmas build on [Ben95; BG08]. Proposition 4.22 is a key property of polygons
which Lemma 4.23 extends:

Proposition 4.22 ([BG08, Proposition 20]). For any connected component C of η-near min cuts with
η ≤ 2/5 with polygon representation P, and any S1, S2 ∈ C with S1 6= S2 we have OP(S1) 6= OP(S2).

Lemma 4.23. Let P be the polygon representation for a connected component |C| > 1 of η-NMCs of a
(fractionally) 2-edge connected graph G with atom set A(C). If A, B ( A(C) are two 2/5-NMCs with
OP(A) = OP(B) 6= ∅ and there is an atom r ∈ A(C) such that r /∈ A, B, then A = B 14.

Proof. Take the graph G and contract each atom of A(C) to a single node. Call the resulting
graph G′. Clearly, G′ is still 2-edge connected since G is 2-edge-connected and all cuts in C are
represented in G′. Now, consider the set of non-singleton 2/5-near-min-cuts of G′. This set has
a unique connected component of crossing cuts because any new (non-singleton) cut S /∈ C is
crossed by a cut in C. (Suppose not: then, no cut on the atoms of S crosses a cut on the atoms
of S, which contradicts that C forms a connected component.) Call this component of cuts C ′

and the corresponding polygon P′. It follows that A(C) = A(C ′) (more precisely, a set S ⊆ V is
an atom in A(C) if and only if it is an atom in A(C ′)): no two atoms from P can be merged in
P′ because we have not deleted any cuts, and no atoms in P can be split in P′ because we have
contracted them. While some outside atoms of P may become inside atoms in P′, it follows by
Lemma 4.20 that any inside atom of P remains an inside atom in P′ (as any k-cycle of C is also a
k-cycle of C ′). Therefore,

OP′(A) = OP′(B).

Therefore, if A, B ∈ C ′, by Proposition 4.22, A = B. So it remains to show that A, B ∈ C ′. First,
assume 2 ≤ |A| ≤ |A(C ′)| − 2 and 2 ≤ |B| ≤ |A(C ′)| − 2. Then, by Lemma 4.6, A, B ∈ C ′ and we
are done.

Now, we claim that 2 ≤ |A| ≤ |A(C ′)| − 2 and 2 ≤ |B| ≤ |A(C ′)| − 2, which by the above
would complete the proof. For contradiction, assume A 6= B and |A| = 1 or |A| = |A(C ′)| − 1.
First assume |A| = 1. Since B 6= A, OP(A) = OP(B) 6= ∅, and every polygon has at least three
outside atoms, 2 ≤ |B| ≤ A(C) − 2. By Lemma 4.6, B ∈ C ′. Yet this implies that B has at least
two outside atoms in P′ (and therefore in P), which contradicts OP′(A) = OP′(B). Otherwise,
|A| = |A(C ′)| − 1. Using that A 6= B and r 6∈ A, B, it follows that B has at most |A(C ′)| − 2
atoms. Again using that every polygon has at least three outside atoms, this implies |B| ≥ 2.
So similarly to above, we have B ∈ C ′. Therefore, |OP′(B)| ≤ |O(P′)| − 2 which contradicts that
|A| = |A(C ′)| − 1 using OP′(A) = OP′(B).

14As indicated earlier, r is called the root of the polygon P
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We generalize Observation 4.4 in the next lemma.

Lemma 4.24. Let P be a polygon representation of a connected component C of η NMCs of a (fractionally)
2-edge-connected graph G for some η ≤ 2/5. For any 2/5 NMCs A, B ⊆ A(C) with O(A), O(B) 6= ∅,
if A, B cross, then O(A), O(B) cross and O(A ∪ B) 6= O(A(C)).

Proof. Similar to the previous lemma, consider the graph G′ arising from contracting all atoms of
A(C) and let C ′ be the (unique) connected component of non-singleton 2/5-near-min-cuts of G′

with corresponding polygon P′. As before, A(C ′) = A(C) and O(A(C ′)) ⊆ O(A(C)).
Notice that since A, B cross (in P), each of them contains at least two atoms of P. Therefore,

since A, B are 2/5 NMCs and A, B are not singletons, we must have A, B ∈ C ′. Since A, B cross in
P and A(C ′) = A(C), they also cross in P′. By Observation 4.4, it follows that OP′(A) and OP′(B)
cross. Recall that outside atoms of A(C) may become inside atoms of A(C ′), but inside atoms
of A(C) remain inside atoms in A(C ′). So, OP(A) and OP(B) cross as well (in particular it also
follows that O(A ∪ B) 6= O(A(C))).

4.4.1 Almost diagonal cuts and the chain lemma

In some cases, we will need to refer to cuts which are generated by intersections of diagonals in
C. Such cuts are a subset of the following class:

Definition 4.25 (Almost Diagonal Cuts). Let C be a connected component of cuts in Nη. We say a set
of atoms S ⊆ A(C)r {r} is an almost diagonal cut if:

1. S is a 2η-near min cut,

2. ∅ 6= O(S) ( O(A(C)),

3. O(S) forms a contiguous interval in the polygon.

Notice that by definition any cut in C is an almost diagonal cut.

When we reference almost diagonal cuts in the rest of the paper, we will always assume
η ≤ 1/5. Notice that given any two A, B ∈ Nη, A ∩ B, Ar B, Br A are almost diagonal cuts.

The following fact implies that one can naturally define left/right crossing analogous to
Definition 4.17 for almost diagonal cuts. The following is a consequence of Lemma 4.24:

Fact 4.26. Let A, B be two crossing almost diagonal cuts. Then, O(A) and O(B) cross. In addition,
neither O(A ∪ B) nor O(A ∩ B) contain all outside atoms and each of O(A ∪ B) and O(A ∩ B) form a
contiguous interval of outside atoms.

Lemma 4.27. For an almost diagonal cut S with leftmost atom al and rightmost atom ar , let L ∈ C cross
S on the left and R ∈ C cross S on the right. Then, if η ≤ 1/5, (L r S) ∩ (R r S) = ∅.

Proof. Suppose (L r S) ∩ (R r S) 6= ∅. We will show that L, R, S form a 3-cycle (Definition 4.18)
which cannot exist. To show this (using that the root atom r 6∈ S ∪ L ∪ R), it is enough to prove
that all pairs cross and none of the three sets is a superset of the intersection of the two others.
First, by assumption L and R cross S. L and R cross because ar ∈ R r L, al ∈ L r R, so neither
is a subset of the other, and because we assumed (L r S) ∩ (R r S) 6= ∅ their intersection is
nonempty.
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In addition, we have S ∩ L 6⊆ R because al ∈ S ∩ L but not in R. Similarly S ∩ R 6⊆ L. Finally,
L ∩ R 6⊆ S by the assumption (L r S) ∩ (R r S) 6= ∅. Therefore S, L, R form a 3-cycle which is a
contradiction as S, L, R are all 2/5-near min cuts.

A fundamental property of the cactus representation is that the set of min cuts A1, . . . , Ak

crossing a min cut S form two laminar families inside S. In other words, perhaps after renaming
we may assume A1 ∩ S ⊆ A2 ∩ S · · · ⊆ Aj ∩ S and Aj+1 ∩ S ⊆ · · · ⊆ Ak ∩ S.

It is not immediately obvious that such a property extends to polygons because of the exis-
tence of inside atoms. Nonetheless, the following lemma demonstrates that this property is also
true of near min cuts provided that η is small enough. It is an immediate corollary of Lemma 4.29.

Lemma 4.28 (Chain Lemma). Let S be an almost diagonal cut where O(S) contains all outside atoms
from a to b. In addition, let A1, . . . , Ak ∈ C be the collection of η-near-min cuts crossing S on the left.
Then there is a permutation, π : [k] → [k] such that

S ∩ SL = S ∩ Aπ(1) ⊆ · · · ⊆ S ∩ Aπ(k)

i.e., their intersections with S form a chain. The same statements also hold for cuts crossing S on the right.

Lemma 4.29. Let S be a near diagonal cut with leftmost outside atom a and rightmost outside atom b.
Furthermore, let A = [a1, a2], B = [b1, b2] ∈ C be cuts which cross S on the right. If η ≤ 1/10 and in the
interval of the outside atoms of O(S), a1 is to the left of b1, then B ∩ S ⊆ A ∩ S. In the special case that
a1 = b1, we have S ∩ A = S ∩ B.

Proof. First assume b1 6= a1. Since b1 is to the right of a1, and A, B cross S on the right, O(A∩ S ∩
B) = O(S ∩ B) 6= ∅ (as both sets have all outside atoms between b1 and b). Note that B crosses
A ∩ S. This is because B has an atom outside of S (as it crosses S itself), a1 ∈ A ∩ S r B, and
b1 ∈ A ∩ S ∩ B. So by Lemma 2.7 A ∩ S ∩ B is a 4η near min cut. In addition, S ∩ B is a 3η near
min cut since B crosses S. Therefore, since 4η ≤ 2/5, by Lemma 4.23 A ∩ S ∩ B = S ∩ B.

In the special case that a1 = b1, O(A∩ S) = O(B∩ S) 6= ∅ has all outside atoms between a1 =
b1 and b. Since A ∩ S, B ∩ S are 3η near min-cuts, by Lemma 4.23, we must have A ∩ S = B ∩ S
as desired.

4.5 Another structural property of inside atoms

The following lemma is not explicitly used in the proof of the main theorem, but the statement
may be useful to guide the reader’s intuition (or in other settings where near min cuts arise). For
example, it implies that the yellow region is empty in Fig. 3.

Lemma 4.30. Let η ≤ 2/5 and let P be the polygon representation for a connected component |C| > 1
of η-NMCs of a (fractionally) 2-edge-connected graph. Suppose H is the intersection of half-planes15

H0, . . . , Hℓ−1 corresponding to diagonals D0, . . . , Dℓ−1 of P that has a positive area. If H does not contain
any side of P (equivalently, it does not any contain any outside atom) and ℓ < 1/η then H does not have
any inside atoms.

15Technically, half-polygons.
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Proof. Define C0, . . . , Cℓ−1 ⊆ V such that Ci = A(C) ∩ Hi, i.e. all atoms which are not in the
halfplane Hi. Without loss of generality assume there are no two sets Ci, Cj such that Ci ⊆ Cj

16.
First observe that H is a 2-dimensional polytope and therefore without loss of generality we

can assume each Di defines a side of H and D0, . . . , Dℓ−1 are ordered such that the vertices of the
polytope v0, . . . , vℓ−1 are arranged cyclically counterclockwise where vi is the intersection of Di

and Di+1 (where for the rest of the proof we take all indices mod ℓ). We will call a vertex external
if it is a polygon point of P and internal otherwise.

We prove the claim by induction over r that if H has r external vertices and ℓ+ r < 2/η, then
H is empty. Note that if ℓ < 1/η, since r ≤ ℓ, we have ℓ+ r < 2/η which proves the theorem.

First assume r = 0. Then, Ci crosses Ci+1 for all i. By way of contradiction suppose H contains
an (inside) atom a. Without loss of generality, assume that H0, . . . , Hk−1 ⊆ H0, . . . , Hℓ−1 (perhaps
after renaming) is the minimal set of half-planes that contain H and have no external vertices.
We claim that there are no indices i, j and j 6= i − 1, i, or i + 1 such that Ci ∩ Cj 6= ∅. Since
Ci 6⊆ Cj, Cj 6⊆ Ci, a 6∈ Ci, Cj, it follows that Ci, Cj cross and therefore the diagonals Di, Dj intersect
in the interior of P. Now D0, . . . , Di, Dj, . . . , Dk−1 contains H and has no external vertices and
thus contradicts the minimality of H0, . . . , Hk−1.

Therefore by minimality, Ci ∩ Cj = ∅ if j 6= i− 1, i or i + 1. So, C0, . . . , Ck−1 is a k-cycle for a:

since there are no external vertices, Ci crosses Ci+1 for all i, and
⋃

ℓ−1
i=0 Ci 6= V since a 6∈ Ci for all i.

By Lemma 4.19, k ≥ 2/η, which is a contradiction, because k ≤ ℓ < 1/η.
Now, suppose the claim is true when the number of external vertices is at most r; we will

prove it holds when the number is r + 1.
Again, by way of contradiction suppose there is an inside atom a in H. Then there is a k-cycle

for a, L1, . . . , Lk ∈ C. Now pick an arbitrary external vertex vi = pj of H for some j. Let aj−1, aj ∈
O(A(C)) be the adjacent outside atoms immediately to the clockwise and counterclockwise of
pj. Therefore, by Fact 4.21, there exists some j such that aj−1, aj ∈ Lj. Let Hℓ be the halfspace
corresponding to the side of Lj containing a. Now consider the set of halfspaces H0, . . . , Hℓ−1, Hℓ.

Note that H′ =
⋂ℓ

i=0 Hi ( H because vi = pj 6∈ Hℓ. Therefore, H′ has at least one fewer external
vertex and no sides of the polygon. Since ℓ+ 1 + (r− 1) ≤ 2/η, by the induction hypothesis, H′

has no inside atoms which is a contradiction with the existence of a.

5 Proof of the main theorem

5.1 Notation and a preliminary lemma

We will use the same set of definitions for bad events and increase sets that we did in Section 3
for polygons without inside atoms. For the benefit of the reader we repeat them here. Recalling
the definitions from Section 4.2, partition each set δ(S) into three sets E←(S), E→(S) and E◦(S)
such that

E←(S) = E(S ∩ SL, SL r S)

E→(S) = E(S ∩ SR, SR r S)

E◦(S) = δ(S)r (E←(S) ∪ E→(S))

16This is because if Ci ⊆ Cj then Hj ∩ P ⊆ Hi ∩ P which means Hi is redundant in defining H.
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In addition we define the left and right bad events:

B→(p) = 1{|E→(L(p)) ∩ T| 6= 1 or |E◦(L(p)) ∩ T| 6= 0}

B←(p) = 1{|E←(R(p)) ∩ T| 6= 1 or |E◦(R(p)) ∩ T| 6= 0}. (7)

If L(p) does not exist, simply assume the left bad event never occurs, and similarly if R(p) does
not exist assume the right bad event never occurs.

Define L(p)∩R := L(p) ∩ L(p)R, and let L∗(p) ∈ C be the cut crossing L(p)∩R on the left that
maximizes |O(L∗(p)∩ L(p)∩R)| (and similarly R∗(p) to maximize the intersection with O(R(p)∩L)
on the right). If L∗(p) does not exist, i.e. no cut crosses L(p)∩R on the left, set L∗(p) = ∅, and
similarly for R∗(p). We let:

L(p)R
L(p)

L∗(p)

pb

Figure 13: Recap of some basic definitions: L(p) is the cut crossed on both sides with rightmost polygon
point p (and contains all atoms below the red diagonal. L(p)R is the cut crossing L(p) on the right that
minimizes the number of outside atoms in L(p)∩R = L(p) ∩ L(p)R, i.e., in yellow + blue. Note that the
cut L(p)∩R contains all atoms in the yellow and blue regions (which may include inside atoms). Since this
region is the set difference of two η near min cuts, it is a 2η near min cut. L∗(p) is the cut crossing L(p)∩R

on the left that maximizes the number of outside atoms in the intersection, i.e., maximizes the number of
outside atoms in the blue region. E→(L(p)) are the edges between atoms in the yellow region and atoms
in the orange region. There is one edge in the tree that is in E→(L(p)) with probability 1−O(η) and when
this event does not occur, B→(p) occurs. (B→(p) also occurs if |E◦(L(p))∩ T| 6= 0.)

E(B→(p)) := E(L(p)∩R r L∗(p), L(p)R r L(p)∩R)

E(B←(p)) := E(R(p)∩L r R∗(p), R(p)L r R(p)∩L). (8)

The following important lemma is the generalization of Claim 3.4 from Section 3 to the case
in which there may be inside atoms. It uses that by Lemma 4.23 many regions of the polygon do
not contain inside atoms.

Lemma 5.1. Let A, B ∈ C2 such that A = (a1, ar) and B = (a2, ar) share a rightmost polygon point pr .
Then, AR = BR and E→(A) = E→(B).

Proof. WLOG assume A ⊆ B. First, we will prove that if a cut R crosses A on the right, it also
crosses B on the right. So, let R be a set crossing A on the right. Then, since R contains ar ,
R ∩ B 6= ∅. Furthermore, R contains atom ar+1, so R 6⊆ B. Finally, B contains a1 since A ⊆ B yet
R does not. Therefore, R crosses B on the right.
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Therefore, by Definition 4.17 AR = BR since the set of cuts crossing B on the right is a superset
of cuts crossing A on the right and any cut which crosses B but not A contains all atoms of A,
so would have a larger intersection with O(B). (If two sets have the same intersection with O(A)
we use the same tie-breaking rule for both AR and BR.)

Now we prove that E→(A) = E→(B). Let R = AR = BR. It suffices to show that R∩ A = R∩ B
and R r A = R r B because any edge e ∈ E→(A) has one endpoint in R ∩ A and one in R r A.
To obtain R ∩ A = R ∩ B notice that O(R ∩ A) = O(R ∩ B) 6= ∅ and by Lemma 2.7 R ∩ A, R ∩ B
are 2η near minimum cuts (since R crosses both A and B), so by Lemma 4.23, R ∩ A = R ∩ B.
Similarly to obtain R r A = R r B notice that O(R r A) = O(R r B) 6= ∅ and R r A, R r B are
2η near min cuts so by Lemma 4.23 we have R r A = R r B.

5.2 Main theorem

The following is the main technical result of the paper:

Theorem 5.2 (Main theorem). Let x0 be a feasible LP solution of (1) with support E0 = E ∪ {e0} and
let x be x0 restricted to E. For any distribution µ of spanning trees with marginals x, 0 < η ≤ 1/10 and
α > 0, there is a random vector s∗ : E → R≥0 (the randomness in s∗ depends exclusively on T ∼ µ) such
that

• For any η-near minimum cut S which is crossed on both sides, if δ(S)T is odd then s∗(δ(S)) ≥
α(1− η);

• For any e ∈ E, E [s∗e ] ≤ 18αηxe .

Our slack vector for the above theorem will be exactly as in Section 3. In particular, for every
bad event B which occurs among those defined in Eq. (7), we will set s∗(e) = αxe for all e ∈ E(B),
where E(B) is defined as in Eq. (8). In order to extend the argument from Section 3 to prove
this theorem in the case in which the polygon contains inside atoms, we prove the following two
lemmas from which the theorem follows easily:

Lemma 5.3 (All cuts are satisfied). Let S = (pl , pr) be a cut which is crossed on both sides. Then, if
δ(S)T 6= 2, at least one of B←(pl), B→(pr) occurs.

Lemma 5.4 (Every edge is mapped to a constant number of bad events). Let p, q be two polygon
points such that e = {a, b} and a ∈ L(p) ∩ L(q). Then, e 6∈ E(B→(p)) ∩ E(B→(q)).

Before proving these statements, we will show how they imply our main theorem. First we
gives proofs for Claim 3.5 and Claim 3.6 (as the formal proofs were omitted in the overview):

Lemma 5.5. For any polygon point p, P [B→(p)] ≤ 4.5η and P [B←(p)] ≤ 4.5η.

Proof. We will prove this for B→(p), B←(p) follows similarly. To simplify notation we abbreviate
L(p) to L. Since L is crossed on both sides, LL, LR are well defined. Since by Lemma 2.7 LR ∩
L, LR r L are 2η-near min cuts and LR is an η-near mincut with respect to x, by Corollary 2.12,
P [E→(L)T = 1] ≥ 1− 2.5η.

On the other hand, since L, LL, LR are η-near min cuts, by Lemma 2.9, x(E→(L)), x(E←(L)) ≥
1− η/2. Therefore

x(E◦(L)) ≤ 2 + η − x(E←(L))− x(E→(L)) ≤ 2η.
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It follows that P [E◦(L)T = 0] ≥ 1− 2η. Finally, by the union bound, all events occur simultane-
ously with probability at least 1− 4.5η, which gives the lemma.

Lemma 5.6. For any polygon point p, x(E(B←(p))), x(E(B→(p))) ≥ 1− η

Proof. First, observe that L∗(p) crosses L(p)R. Notice (where we use ⊎ to denote disjoint union):

L(p)∩R r L∗(p)
⊎

L(p)R r L(p) = L(p)R r L∗(p).

Therefore, by Lemma 2.7 L(p)∩R r L∗(p)
⊎

L(p)R r L(p) is a 2η near mincut. So, by Lemma 2.8,
x(E(B←(p)) ≥ 1− η.

The proof for x(E(B→(p))) is similar.

Proof of Theorem 5.2. Our slack vector is defined as follows. Initialize s∗(e) = 0 for all edges e.
Then for each polygon P, for each polygon point p ∈ P, whenever B←(p) occurs, let s∗e = αxe for
each e ∈ E(B←(p)). Whenever B→(p) occurs, let s∗e = αxe for each e ∈ E(B→(p)).

Now we show the first condition of the theorem. Let S = [p, q] ∈ C2 and suppose that δ(S)T

is odd. It appears in some polygon P. Then by Lemma 5.3, either B←(p) or B→(q) has occurred.
Assume the former, the other case is similar. In this event, we set s∗(e) = αxe for all e ∈ E(B←(p)).
However, using Lemma 5.1, we have

E(B←(p)) ⊆ E←(p) = E←(S)

Therefore, by Lemma 5.6 s∗(S) ≥ α(1− η) as desired.
Now we verify the second condition of the theorem. First note that by Fact 4.9, for any edge

e, there is at most one polygon P such that e does not have the root as one of its endpoints.
Therefore, there is at most one polygon P for which s∗e may be increased since if e is adjacent to
the root, e 6∈ E→(S), E←(S) for any set S in its connected component.

Now let e = {a, b} for some polygon P such that a, b 6= r. We show that there are at most
two polygon points p for which e ∈ E(B→(p)). Suppose otherwise and there are at least three
such polygon points p. Since E(B→(p)) ⊆ δ(L(p)) for each such point p, we have e ∈ δ(L(p)),
which implies that there are two polygon points p, q such that one of a or b, WLOG a, is in both
L(p) and L(q) and e ∈ E(B→(p)) ∩ E(B→(q)). However this contradicts Lemma 5.4 since e is in
at most one such set. One can similarly show that there are at most two polygon points p such
that e ∈ E(B←(p)). Therefore, any edge e is in E(B) for at most four bad events B.

By Lemma 5.5, each bad event occurs with probability at most 4.5η. Therefore, by the union
bound:

E [s∗(e)] ≤ 4 · 4.5ηαxe = 18αηxe ,

which gives the second condition and completes the proof.

5.3 All cuts are satisfied

In this section we first prove the following from which Lemma 5.3 will easily follow:

Lemma 5.7. For S = (pl , pr) ∈ C2, E◦(S) ⊆ E◦(L(pr)) ∪ E◦(R(pl)).

Note that if S = (pl , pr) ∈ C2 then L(pr) and R(pl) exist, because S is a candidate for both.
Before giving the proof of this we show how it implies Lemma 5.3.
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Lemma 5.3 (All cuts are satisfied). Let S = (pl , pr) be a cut which is crossed on both sides. Then, if
δ(S)T 6= 2, at least one of B←(pl), B→(pr) occurs.

Proof. We prove by contradiction. Suppose none of B←(pl), B→(pr) occur; we will show that this
implies δ(S)T = 2.

Let R = R(pl). By Lemma 5.1 we have SL = RL and E←(R) = E←(S). Similarly for L = L(pr)
we have E→(L) = E→(S).

Now, since B←(pl) has not occurred,

1 = E←(R)T = E←(S)T and E◦(R)T = 0

and since B→(pr) has not occurred,

1 = E→(L)T = E→(S)T and E◦(L)T = 0

So, to get δ(S)T = 2, it remains to show that T ∩ E◦(S) = ∅. By Lemma 5.7, we have E◦(S) ⊆
E◦(L) ∪ E◦(R), which gives the claim.

To prove Lemma 5.7 we first need the following:

Corollary 5.8. For all sets S ∈ C2, we have E←(S) ∩ E→(S) = ∅. Similarly, for all sets A, B ∈ C2 such
that B crosses A on the right, E←(A) ∩ E→(B) = ∅.

Proof. To see the first claim, suppose SL crosses S on the left and SR crosses S on the right, by
Lemma 4.27 (SL r S) ∩ (SR r S) = ∅. Since every edge in E←(S) has an endpoint in SL r S and
every edge in E→(S) has an endpoint in SR r S, this proves the claim.

A similar argument using Lemma 4.27 proves the second claim.

Now we can prove the main lemma:

S

L(pr)
R(pl)

R(pl)L L(pr)R

pl pra b

Figure 14: Here we have a set S which is crossed on both sides. We use in Lemma 5.7 that
L(pr) ∩ R(pl) = S; in other words, the yellow region is empty.

Lemma 5.7. For S = (pl , pr) ∈ C2, E◦(S) ⊆ E◦(L(pr)) ∪ E◦(R(pl)).
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Proof. For convenience, let L = L(pr) and R = R(pl). First suppose we had L = S or R = S.
In this case, by definition E◦(S) = E◦(L) or E◦(R), and we are done. So assume that S ( L, R.
Therefore, L and R cross.

Now, notice that since O(L ∩ R) = O(S), by Lemma 4.23, we have L ∩ R = S. This implies
δ(S) ⊆ δ(L) ∪ δ(R). To see this, let e be an edge in δ(S). Then, it has an endpoint in both L and
R. However, its other endpoint is in S = L ∩ R, and therefore cannot be in both L and R which
implies it is in δ(L) or δ(R).

Now, by way of contradiction, suppose there exists an edge e ∈ E◦(S) such that e 6∈ E◦(L) ∪
E◦(R). Since E←(S) = E←(R), E→(S) = E→(L), and e ∈ δ(L) ∪ δ(R), it must be that e ∈
E←(L) ∪ E→(R). Since L and R cross, by Corollary 5.8 e is in exactly one of E←(L), E→(R);
assume that e ∈ E←(L) but not in E→(R), the other case is similar. Therefore e 6∈ δ(R), since it is
not in E←(R), E◦(R) or E→(R).

However, LL crosses L on the left and R crosses L on the right. Therefore, by Lemma 4.27,
we have (LL r L) ∩ (R r L) = ∅. However e has one endpoint in L ∩ R = S, one in R r L (since
e 6∈ δ(R), e ∈ δ(L)), and one in LL r L, which is a contradiction since all three sets are disjoint.

5.4 Every cut is mapped to a constant number of bad events

In this section we prove Lemma 5.4.

Lemma 5.4 (Every edge is mapped to a constant number of bad events). Let p, q be two polygon
points such that e = {a, b} and a ∈ L(p) ∩ L(q). Then, e 6∈ E(B→(p)) ∩ E(B→(q)).

Proof. First note that by Fact 4.8, O(L(p) ∪ L(q)) 6= O(A(C)), so it forms a contiguous interval.
WLOG assume that q is the rightmost point in this interval.

Suppose by way of contradiction that e ∈ E(B→(p)) ∩ E(B→(q)) . In the below claim, we
will show that L(p)R crosses L(q) on the right. Now we will show that L(p) crosses L(q)∩R on
the left, which would complete the proof. This is because L(p) is a candidate for L∗(q), and by
Lemma 4.29, L(p) ∩ L(q)∩R ⊆ L∗(q) ∩ L(q)∩R, which implies a ∈ L∗(q) and therefore we could
not have e ∈ E(B→(q)).

It remains to show that L(p) crosses L(q)∩R on the left. By assumption, a ∈ L(p)∩ L(q)∩R 6= ∅.
L(q)’s rightmost atom is in L(q)∩R r L(p). So it remains to show that L(p) 6⊆ L(q)∩R. By way
of contradiction suppose L(p) ⊆ L(q)∩R = L(q) ∩ L(q)R. Since by the following claim, L(p)R

crosses L(q) on the right, L(p)R is a candidate for L(q)R. We will show that |O(L(p)R ∩ L(q))| <
|O(L(q)R ∩ L(q))| which contradicts Definition 4.17. Since L(p)R and L(q)R both cross L(q) on
the right, to prove the inequality it’s enough to show that the leftmost outside atom of L(q)R is
not in L(p)R. However, this is immediate because L(p)R does not have the leftmost outside atom
of L(p), yet L(p) ⊆ L(q)∩R.

Claim 5.9. L(p)R crosses L(q) on the right.

Proof. First we show that L(p)R crosses L(q). Note b ∈ L(p)R r L(q) 6= ∅, and a ∈ L(p)R ∩ L(q) 6=
∅. So, L(p)R crosses L(q) unless L(q) ⊆ L(p)R. For contradiction, assume L(q) ⊆ L(p)R.

Now we claim that L(p) crosses L(q). By assumption, a ∈ L(p) ∩ L(q). L(q) ⊆ L(p)R implies
L(p) 6⊆ L(q). Since q is the rightmost point of the interval O(L(p) ∪ L(q)), the rightmost atom of
L(q) is in L(q)r L(p), giving L(q) 6⊆ L(p). Therefore, L(q) crosses L(p) on the right.

Therefore, L(q) is a candidate set for L(p)R, but since L(q) ⊆ L(p)R, we must have L(q) =
L(p)R. Yet b ∈ L(p)R r L(q) which contradicts this.
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Now we establish that L(p)R crosses L(q) on the right. For contradiction, suppose it crosses
on the left. Then, by Lemma 4.27, we must have (L(p)R r L(q)) ∩ (L(q)R r L(q)) = ∅, which
contradicts the fact that b lies in both sets.

6 Putting everything together

In this section we use the following theorem to demonstrate Theorem 1.1. While the proof of
Theorem 6.1 is non-trivial, using Theorem 5.2 it follows from statements in [KKO21] and does
not require any new ideas. For this reason, we sketch the proof in this section, leaving the formal
proof to Appendix B.

It turns out not to be useful to prove Theorem 3.2 directly, but is an immediate corollary of the
following theorem (we stated Theorem 3.2 in the overview to improve readability and highlight
the importance of Theorem 5.2).

Theorem 6.1 (Combination of Theorem 3.2 and Theorem 5.2). Let x0 be a solution of LP (1) with
support E0 = E ∪ {e0}, and x be x0 restricted to E. Let η ≤ 10−12, β > 0 and let µ be the max-entropy
distribution with marginals x. Then there are two functions s : E0 → R and s∗ : E → R≥0 (as functions
of T ∼ µ), such that

i) For each edge e ∈ E, se ≥ −xeβ (with probability 1).

ii) For each S ∈ Nη, if δ(S)T is odd, then s(δ(S)) + s∗(δ(S)) ≥ 0.

iii) For every edge e, E [s∗e ] ≤ 125ηβxe and E [se] ≤ −
1
3 xeǫPβ, where ǫP is defined in Theorem B.2.

In Section 6.2 we show how this theorem implies Theorem 1.1. Now we sketch the ideas un-
derlying the proof of Theorem 6.1. To make this section as accessible as possible, we oversimplify
and ignore the details of how parameters are set.

In the above theorem, the role of s is to generate gain over 3/2. Roughly speaking, we follow
the lead of [KKO21] and divide Nη into three categories: cuts crossed on both sides, cuts crossed
on one side, and the remainder, which form a laminar family H defined below. We define an
s∗ vector to provide significant positive slack on each odd cut that is crossed; in particular, we
start with the vector defined in Theorem 5.2 and augment it to handle cuts crossed on one side.
We will ensure that the expected cost of s∗ is negligible17. Now in H, there are only a linear
number of cuts and they have a simple structure (for example, most edges are only in a constant
number of cuts of H), so it is manageable to design a vector s which generates negative slack in
expectation while still satisfying every cut in H.

First, we explain how to augment s∗ from Theorem 5.2 to handle cuts crossed on one side.
Observe that any polygon associated to a connected component inNη,≤1 contains no inside atoms.
This follows from the fact that the existence of an inside atom is predicated on the existence of
a k-cycle, which by its very definition contains cuts crossed on both sides. Thus, each connected
component C of Nη,≤1 consists only of outside atoms, where a0 is the root.

A key structure needed for the construction of the slack vector s is a laminar family of cuts H
that we call a hierarchy. This hierarchy H includes the following set of cuts:

17i.e., E [s∗e ] ≤ 18αηxe, which will ultimately be O(ηβxe). In the end, this increase is dwarfed by a decrease in se of
Ω(βxe) since η is a minuscule constant.
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• The set of cuts in Nη,≤1 that are not crossed by any other cut in Nη,≤1;

• The cut consisting of the union of the non-root atoms {a1, . . . , am−1} of each connected
component C of Nη,≤1, which (in this section) we call the outer polygon cut for C, and

• The atoms ai, 1 ≤ i ≤ m− 1 of each connected component C of Nη,≤1.

Notice that H excludes some cuts in Nη,≤1, namely all the near min cuts in any polygon P
of Nη,≤1 that are not outer polygon cuts. It also includes some cuts that are not in Nη,≤1. For
example, the outer polygon cut itself may not be an η near min cut, and there may be atoms in
some polygon that are not η near min cuts. However, one of the consequences of the following
theorem is that these extra cuts are ǫη near min cuts where ǫη = 7η:

Theorem 6.2 (Structure of Polygons of Nη,1 (Theorem 4.9 from [KKO21])). For ǫη ≥ 7η and any
polygon of η near min cuts C crossed on one side with atoms a0...am−1 (where a0 is the root) the following
holds:

• For all adjacent atoms ai, ai+1 (also including a0, am−1), we have x(E(ai, ai+1)) ≥ 1− ǫη .

• All atoms ai (including the root) have x(δ(ai)) ≤ 2 + ǫη .

• x(E(a0, {a2, . . . , am−2})) ≤ ǫη .

Theorem 6.2 shows that polygons of cuts crossed on one side nearly look like cycles. Now, if
magically it was the case that x(E(ai, ai+1 (mod m))) = 1, and x(δ(ai)) = 2 for 1 ≤ i ≤ m− 1, then
with probability 1 (see Corollary 2.12), we would have E(ai, ai+1)T = 1 and we would be able to
claim that:

(i) any cut in C which does not include either a1 or am−1 (and is therefore not in H) is even in
the tree with probability 1;

(ii) The cuts in C that contain a1 but not am−1, i.e., the so-called "leftmost cuts" (also not repre-
sented in H) are even precisely when E(a0, a1)T is odd and

(iii) the cuts in C that contain am−1 but not a1 i.e., the "rightmost cuts", are even when E(a0, am−1)T

is odd.

Theorem 6.2 can be used to show that this approximation is correct up to O(η). In other words,
we augment s∗e as needed on each edge between adjacent non-root atoms in each connected
component C, at the cost of increasing E [s∗e ] by an additional (again negligible) O(ηβxe). This
allows us to pretend our magical thinking is correct. Thus, all of the η near min cuts in the
polygon that are not represented in the hierarchy are satisfied so long as the outer polygon cut is
happy, that is, E(a0, a1)T = E(a0, am−1)T = 1 and E(a0, {a2, . . . , am−2})T = 0.

6.1 Constructing the slack vector s

Our main remaining task is to explain how to use the hierarchy H to choose a slack vector s that
has negative expected value, specifically, has E [se] = −Ω(βxe) for each edge, while ensuring that
all O-Join constraints coming from H are satisfied.
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Figure 15: An example of part of a hierarchy with three "triangles". The graph on the left shows part
of a feasible LP solution where dashed (and sometimes colored) edges have fraction 1/2 and solid edges
have fraction 1. The dotted ellipses on the left show the min-cuts u1, u2, u3 in the graph. (Each vertex is
also a min-cut). On the right is a representation of the corresponding hierarchy. Triangle u1 corresponds
to the cut {a, b}, u2 corresponds to {c, d} and u3 corresponds to {a, b, c, d}. Note that, for example, the
edge {a, c}, represented in green, is in δ(u1), δ(u3), and inside u3. In this example, p({a, b}) = u1 and
p({a, c}) = u2. Triangle u1 is happy if (δ(a)r {a, b})T = (δ(b)r {a, b})T = 1.

As mentioned in Section 3, the approach taken is to set se to be negative (i.e. reduce it) when
certain special cuts e is on are even in the tree and therefore induce no O-join constraint. Roughly
speaking, it works as follows: For each LP edge f , consider the lowest cut S in the hierarchy that
contains both endpoints of f . We call this cut p( f ) (for "parent of f "). Let e = {u, v} (where u
and v are children of S in H; recall u, v are subsets of vertices) be the set of all edges f = {u′, v′}
such that u′ ∈ u and v′ ∈ v.

Cuts in H are separated into three types. If S ∈ H has at least three children and it is not
an outer polygon cut, call it a degree cut. If it has exactly two children, call it a triangle cut. The
remaining cuts, as defined above, are outer polygon cuts.

If p( f ) is a degree cut, then set s f := −0.57βx f for all f ∈ e whenever the event that δ(u)T and
δ(v)T are both even in the tree occurs. Call f “good" if this event occurs with constant probability.
Furthermore, it is shown that every cut u with p(u) a degree cut contains a Ω(1) fraction of good
edges.

On the other hand, when p( f ) is an outer polygon cut or a "triangle" cut (see Fig. 15), set
s f = −βx f for all f ∈ e whenever p( f ) is happy (as defined above). Thus, when a polygon is
happy, all edges e whose parent is that cut have their slack se reduced simultaneously. Moreover,
the event that p( f ) is happy for a polygon cut (or triangle cut) occurs with constant probability.

However, regardless of the type of cut p( f ) is, setting s f to a negative value can be problematic
for the feasibility of other cuts lower down in the hierarchy that contain f . Therefore, when a cut
S′ lower down in the hierarchy such that f ∈ δ(S′) is odd in the tree, the slack of other edges in
δ(S′) are increased to compensate for the reduction in s f , (i.e., to maintain feasibility of y for the
cut S′).

The challenge is to do all of this in a way that still guarantees that overall E [se] < −ǫβxe ,
while simultaneously ensuring that for any cut S ∈ H if δ(S)T is odd, ∑e∈δ(S) se ≥ 0. Showing
this is involved and requires careful probabilistic arguments that rely on the fact that the tree is
sampled from a max-entropy distribution. We refer the reader to [KKO21] for the details.
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6.2 Proof of Theorem 1.1 using Theorem 6.1

Theorem 6.1 (Combination of Theorem 3.2 and Theorem 5.2). Let x0 be a solution of LP (1) with
support E0 = E ∪ {e0}, and x be x0 restricted to E. Let η ≤ 10−12, β > 0 and let µ be the max-entropy
distribution with marginals x. Then there are two functions s : E0 → R and s∗ : E → R≥0 (as functions
of T ∼ µ), such that

i) For each edge e ∈ E, se ≥ −xeβ (with probability 1).

ii) For each S ∈ Nη, if δ(S)T is odd, then s(δ(S)) + s∗(δ(S)) ≥ 0.

iii) For every edge e, E [s∗e ] ≤ 125ηβxe and E [se] ≤ −
1
3 xeǫPβ, where ǫP is defined in Theorem B.2.

Proof of Theorem 1.1. Let x0 be an extreme point solution of LP (1), with support E0 and let x
be x0 restricted to E. By Fact 2.2 x is in the spanning tree polytope. Let µ = µλ∗ be the max
entropy distribution with marginals x, and let s, s∗ be as defined in Theorem 6.1. We will define
y : E0 → R≥0 such that:

ye =

{

xe/2 + se + s∗e if e ∈ E

∞ if e = e0

We will show that y is a feasible solution to (3). First, observe that for any S where e0 ∈ δ(S), we
have y(δ(S)) ≥ 1. Otherwise, we assume u0, v0 /∈ S. If S is an η-near min cut and δ(S)T is odd,
then by property (ii) of Theorem 6.1, we have

y(δ(S)) =
x(δ(S))

2
+ s(δ(S)) + s∗(δ(S)) ≥ 1.

On the other hand, if S is not an η-near min cut, then

y(δ(S)) ≥ (
1

2
− β)x(δ(S)) ≥ (

1

2
− β) · (2 + η) = 1 +

η

2
− 2β− βη

where in the first inequality we used property (i) of Theorem 6.1 which gives se ≥ −xeβ with
probability 1 along with the fact that s∗ is non-negative. Therefore, choosing β = η

4+2η ensures

that y is a feasible O-join solution.
Finally, using c(e0) = 0 and part (iii) of Theorem 6.1,

E [c(y)] = c(x)/2 + E [c(s)] + E [c(s∗)]

≤ c(x)/2− ǫPβ ·
1

3
c(x) + 125η · β · c(x)

≤ (1/2−
1

6
ǫPβ) · c(x)

choosing η such that

125η =
1

6
ǫP (9)

Now, we are ready to bound the approximation factor of our algorithm. First, since x0 is an
extreme point solution of (1), mine∈E0

x0
e ≥

1
n! . So, by Theorem 2.1, in polynomial time18 we can

18Since the claim that the integrality gap is bounded below 3/2 does not depend on the running time, it may appear
that this step is unnecessary. However, we need to discuss the running time here because we are giving a stronger
result that the max entropy algorithm returns a solution of expected cost at most (3/2− ǫ)c(x) in polynomial time.
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find λ : E → R≥0 such that for any e ∈ E, Pµλ
[e] ≤ xe(1 + δ) for some δ that we fix later. It

follows that

∑
e∈E

|Pµ [e]−Pµλ
[e] | ≤ nδ.

By stability of maximum entropy distributions (see [SV19, Thm 4] and references therein), we
have that ‖µ− µλ‖1 ≤ O(n4δ) =: q. Therefore, for some δ ≪ n−4 we get ‖µ− µλ‖1 = q ≤ ǫPη

100 .
That means that

ET∼µλ
[min cost matching] ≤ ET∼µ [c(y)] + q(c(x)/2) ≤

(

1

2
−

1

6
ǫPβ +

ǫPη

100

)

c(x),

where we used that for any spanning tree the cost of the minimum cost matching on odd degree
vertices is at most c(x)/2. Finally, since ET∼µλ

[c(T)] ≤ c(x)(1 + δ), ǫP = 3.12 · 10−16, and
η = 4.16 · 10−19 (from (9)) and β = η/(4 + 2η), we get a 3/2− 10−36 approximation algorithm
(compared to c(x)).

7 Conclusion

In addition to the obvious question of improving the bound proved in this paper, we conclude
with some additional questions.

Open Directions Related to Structure of Near Min Cuts. Given a fractionally 2-edge connected
graph G let Nη be the set of η-near min cuts of G. Let C be a connected component of Nη with
|C| > 2 with corresponding polygon P.

• Although Theorem 1.3 characterizes the edges of G w.r.t. P to some extent, we are still
far from a perfect characterization. We find the following question illuminating in this
direction: perhaps for sufficiently small η, is it true that for any cut S ∈ C, x(E(S, I(P)) ≤
O(η), where I(P) ⊆ A(P) is the set of inside atoms of P?

• Is there a compact representation of all 2/3-near mincuts [BG08; Goe21]? (This is a natural
target as 2/3 is the limit α where the number of α-mincuts is always at most (n

2) in a graph
with n vertices; see [GR95].)

Open Directions Related to TSP.

1. Since this analysis does not depend on the integral optimum Hamiltonian cycle (in con-
trast with [KKO21]), the following now appears more approachable: is it possible to de-
randomize the max entropy algorithm and obtain a deterministic 3/2− ǫ approximation
for metric TSP? One path to solving this problem leads to the following question: is it
possible to design an efficient algorithm that outputs a convex combination of at most poly-
nomially many spanning trees such that their expected cost is at most OPT and the expected
cost of the minimum matching on their odd degree vertices is at most (1/2− ǫ)OPT?

2. As we discussed in Section 3, in our analysis first we “satisfy” cuts crossed on both sides
by choosing a random slack vector. Then, we delete these cuts and look at the hierarchy of
cuts crossed on at most one side,Nη,≤1, and design another slack vector for every connected
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component of crossed cuts in Nη,≤1. The remaining cuts form a hierarchy as we defined
in Appendix B. Unfortunately, working with this structure is not identical to satisfying
a laminar family of cuts. For one, we do not guarantee that x has no near minimum
cuts not given in the hierarchy: we simply show that if they exist, they can be ignored
in the constraints of the O-Join. This limitation seems to prevent the use of more direct
combinatorial approaches such as [HN19; Gup+21]. So, we leave it as an open problem
as to whether it is possible to construct a random slack vector for all cuts in Nη,1,Nη,2

simultaneously. Such a vector would preserve the original structure of near min cuts; thus
when focusing on the hierarchy one can assume no other near min cuts exist. The answer
to this question may lead to more significant improvements to the approximation ratio for
metric TSP.
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A Cuts crossed on one side

A.1 Cuts crossed on one side

In Theorem 5.2, we found a vector which satisfies all cuts crossed on both sides. Consequently,
we can study the structure of cuts which remain after deleting all cuts crossed on both sides,
i.e. connected components of cuts crossed on one side. The arguments in this section closely
follow Section 4.3 of [KKO21]. Even though in that work these families were handled using OPT
edges, the extension to charging to LP edges is very natural in this setting and requires little
modification.

Lemma A.1. Suppose C is a connected component of cuts in Nη,1 with |C| ≥ 2. If η ≤ 2
5 , the correspond-

ing polygon P of C has no inside atoms.

Proof. By Lemma 4.20, to show that the polygon of C has no inside atoms it is sufficient to show
that there are no k-cycles for any integer k. Since η ≤ 2/5, by Lemma 4.19 there are no 3 or
4-cycles. By way of contradiction suppose there was a k-cycle C1, . . . , Ck ∈ C with k ≥ 5. Then,
perhaps after renaming, we can assume that C1, C2, C3 do not contain the root, C1 and C3 each
cross C2, and C1 ∩ C3 = ∅. Then by Lemma 4.15 (below), C2 ∈ Nη,2, which is a contradiction
since we assumed C ⊆ N1. Therefore, P has no k-cycles for k ≥ 5. So, P has no inside atoms.

Also note that by Lemma 4.15, if C is a connected component of cuts in Nη,1, then every cut
C ∈ C is crossed on one side in the polygon of C. (In other words, deleting the cuts in Nη,2 does
not allow a cut previously crossed on one side to be crossed on both sides in its new polygon.)

A.2 Notation and results from [KKO21]

As before suppose C is a connected component of cuts crossed on one side with corresponding
polygon P. Now assume P has outside atoms a0, . . . , am−1, and WLOG assume a0 is the root
(recall there are no inside atoms).

Definition A.2 (Leftmost and Rightmost cuts). We call any cut C ∈ C with leftmost atom a1 a
leftmost cut of P, and any cut C ∈ C with rightmost atom am−1 a rightmost cut of P. We also call a1 the
leftmost atom of P (resp. am−1 the rightmost atom).

In [KKO21], it was shown that polygons of cuts crossed on one side have a simple structure.
In particular, they look like a near-integral cycle:

Theorem A.3 (Structure of Polygons of Nη,1 (Theorem 4.9 from [KKO21])). For ǫη ≥ 7η and any
polygon of cuts crossed on one side with atoms a0...am−1 (where a0 is the root) the following holds:

• For all adjacent atoms ai, ai+1 (also including a0, am−1), we have x(E(ai, ai+1)) ≥ 1− ǫη .

• All atoms ai (including the root) have x(δ(ai)) ≤ 2 + ǫη .

• x(E(a0, {a2, . . . , am−2})) ≤ ǫη .

Definition A.4 (A, B, C-Polygon Partition). The A, B, C-polygon partition of a polygon P is a partition
of edges of δ(a0) into sets A = E(a1, a0) and B = E(am−1, a0), C = δ(a0)r A r B.
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Definition A.5 (Happy Polygons). For a spanning tree T, we say that a polygon P of cuts crossed on
one side is happy if

AT and BT odd, CT = 0.

We say that P is left-happy (respectively right-happy) if

AT odd, CT = 0,

(respectively BT odd, CT = 0).

Definition A.6 (Happy Cut). We say a leftmost cut L ∈ C is happy if

E(L, L ∪ a0)T = 1.

Similarly, the leftmost atom a1 is happy if E(a1, a0 ∪ a1)T = 1. Define rightmost cuts in u or the
rightmost atom in u to be happy, similarly.

Note that, by definition, if leftmost cut L is happy and P is left happy then L is even, i.e.,
δ(L)T = 2. Similarly, a1 is even if it is happy and P is left-happy.

Definition A.7 (Relevant Cuts). Define the family of relevant cuts of a polygon P representing a con-
nected component C ⊆ Nη,1 as follows:

C+ = C ∪ {ai : 1 ≤ i ≤ m− 1∧ x(δ(ai)) ≤ 2 + η}.

Lemma A.8 ([KKO21, Lemma 4.28]). There is a mapping of cuts in C+ to the collections of edges
E(a1, a2), . . . , E(am−2, am−1) such that each set E(ai, ai+1) has at most 4 cuts mapped to it, every cut
C ∈ C+ containing atoms ai through aj is mapped to either E(ai−1, ai) or E(aj, aj+1) (or both), and
every atom of the polygon in C ′ gets mapped to two (not necessarily distinct) groups of edges E(ai, ai+1),
E(aj, aj+1).

Note in the following three statements, we gain a factor of two compared to [KKO21] as we
look at η-near min cuts instead of 2η-near min cuts.

Lemma A.9 ([KKO21, Lemma 4.26]). For every cut A ∈ C that is not a leftmost or a rightmost cut,
P [δ(A)T = 2] ≥ 1− 11η.

Lemma A.10 ([KKO21, Lemma 4.27]). For any atom ai 6= a0 that is not the leftmost or the rightmost
atom we have

P [δ(ai)T = 2] ≥ 1− 21η.

Lemma A.11 ([KKO21, Lemma 4.30]). For every leftmost or rightmost cut A in P that is an η-near min
cut, P [A happy] ≥ 1− 5η, and for the leftmost atom a1 (resp. rightmost atom am−1), if it is an η-near
min cut then P [a1 happy] ≥ 1− 12η (resp. P [am−1 happy] ≥ 1− 12η).

A.3 Main theorem for cuts crossed on one side

The following is our extension of Theorem 4.24 in [KKO21]. This is the key theorem used to deal
with components cuts crossed on one side and the atoms in Nη which compose them.
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Theorem A.12 (Happy Polygons (Similar to Theorem 4.24 in [KKO21])). Let G = (V, E, x) for an
LP solution x. Let µ be an arbitrary distribution of spanning trees with marginals x. For any α > 0,
η ≤ 1/10, and ǫη = 7η, there is a random vector s∗ : E → R≥0 (as a function of T ∼ µ) such that

• For a connected component C of cuts crossed on one side with corresponding polygon P and atoms
a0, a1...am−1 and cycle partition A, B, C the following holds:

– For any cut S ∈ C+ which is not a leftmost/rightmost cut/atom if δ(S)T is odd then we have
s∗(δ(S)) ≥ α(1− ǫη),

– If P is left happy, then for any S ∈ C+ that is a leftmost cut or the leftmost atom, if δ(S)T is
odd, then we have s∗(δ(S)) ≥ α(1− ǫη).

– Similarly, if P is right happy then for any cut S ∈ C+ that is a rightmost cut or the rightmost
atom, if δ(S)T is odd, then s∗(δ(S)) ≥ α(1− ǫη).

• E [s∗e ] ≤ 44αηxe for all e ∈ E.

Before proving the theorem, we study a special case.

Lemma A.13 (Theorem A.12 Holds for Triangles). Let S = X ∪Y where X, Y, S are ǫη-near min cuts

which do not cross. Then, letting X be a1 and Y be a2 (and a0 = X ∪Y) Theorem A.12 holds.

Proof. In this case this system has cycle partition A = E(a1, a0), B = E(a2, a0), C = ∅. For the
edges E(a1, a2) we define an increase event I when at least one of T ∩ E(X), T ∩ E(Y), T ∩ E(S)
is not a tree. Whenever this happens we define s∗e = αxe for all e ∈ E(a1, a2). If S is left-happy
we need to show when δ(X)T is odd, then s∗(δ(X)) ≥ α(1 − ǫη). This is because when S is
left-happy we have AT = 1 (and CT = 0), so either the increase event I does not happen and we
get δ(X)T = 2 or it happens in which case s∗(δ(X)) = α · x(E(a1, a2)) ≥ α(1− ǫη) by Lemma 2.8.
Finally, observe that by Corollary 2.12, P [I ] ≤ 3ǫη/2, so E [s∗e ] = 1.5ǫηαxe < 44αηxe for all
e ∈ E(a1, a2).

Proof of Theorem A.12. Fix a connected component C of N1 with corresponding polygon P. Fix
1 < i < m. By Theorem A.3 x(E(ai−1, ai)) ≥ 1− ǫη .

For the at most four cuts mapped to E(ai−1, ai) in Lemma A.8, we define the following three
events:

i) A leftmost cut mapped to E(ai−1, ai) is not happy.

ii) A rightmost cut mapped to E(ai−1, ai) is not happy.

iii) A cut which is not leftmost or rightmost mapped to E(ai−1, ai) is odd.

Observe that the cuts in (i) and (ii) are assigned to E(ai−1, ai) in Lemma A.8. We say an atom a
is singly-mapped to E(ai−1, ai) if in the matching a is only mapped to E(ai−1, ai) once, otherwise
we say it is doubly-mapped to E(ai−1, ai).

We say an event I(E(ai−1, ai)) occurs if either (i), (ii), or (iii) occurs. If I(E(ai−1, ai)) occurs
then for all e ∈ E(ai−1, ai), we set:

s∗e =











αxe If (i),(ii), or (iii) occurred for at least one non-atom cut in C ′, or for an atom

which is doubly-mapped to E(ai−1, ai)

αxe/2 Otherwise.
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If I(E(ai−1, ai)) does not occur we set s∗e = 0 for all e ∈ E(ai−1, ai).
First, observe that for any non-atom cut S ∈ C+ (i.e. any relevant cut) that is not a leftmost

or a rightmost cut/atom, if δ(S)T is odd, then if E(ai−1, ai) is the set of edges that S is mapped
to, it satisfies s∗(δ(S)) ≥ α · x(E(ai−1, ai)) ≥ α(1− ǫη). So, these cuts satisfy the conditions of the
theorem.

The same inequality holds for non-leftmost/rightmost atom cuts a ∈ C ′ which are doubly-
mapped to E(ai−1, ai). For non-leftmost/rightmost atom cuts a ∈ C ′ which are singly-mapped to
E(ai−1, ai), a is mapped (possibly even twice) to another edge E(aj−1, aj) (note j = i− 1 or i + 1),
and in this case s∗(δ(S)) ≥ α/2 · 2(1− ǫη) = α(1− ǫη), and again the above inequality holds.

Now, suppose S ∈ C is a leftmost cut of P and δ(S)T is odd, and the rightmost atom of S is ai−1

(i.e. it is mapped to E(ai−1, ai)). If P is not left-happy then there is nothing to prove. If P is left-
happy, we may assume S is not happy. Then I(E(ai−1, ai)) happens, so as in the above inequality
s∗(δ(S)) ≥ α(1− ǫη). We obtain the same condition for rightmost cuts and leftmost/rightmost
atoms that are assigned to P (note leftmost/rightmost atoms are always doubly-mapped: a1 to
E(a1, a2) and am−1 to E(am−2, am−1)).

It remains to upper bound E [s∗e ] for any edge e ∈ E(ai−1, ai). By Lemma A.8, at most four
cuts are mapped to E(ai−1, ai).

First suppose exactly one atom is doubly-mapped to E(ai−1, ai). Then there are at most three
cuts mapped to E(ai−1, ai), including that atom. The probability of an event of type (i) or (ii)
occurring for the leftmost or rightmost atom is at most 1− 12η by Lemma A.11. Atoms which
are not leftmost or rightmost are even with probability at least 1− 21η by Lemma A.10. Therefore,
in the worst case, the doubly-mapped atom is not leftmost or rightmost. For the remaining two
cuts, leftmost and rightmost cuts are happy with probability at least 1− 5η by Lemma A.11, and
(non-atom) non leftmost/rightmost cuts are even with probability at least 1− 11η by Lemma A.9.
Therefore in the worst case the remaining two (non-atom) cuts mapped to E(ai−1, ai) are not
leftmost/rightmost. Therefore, if an atom is doubly-mapped to E(ai−1, ai), for any e ∈ E(ai−1, ai)
we have

E [s∗(e)] ≤ 21ηαxe + 2 · 11ηαxe < 44ηαxe

Note if two atoms are doubly-mapped to E(ai−1, ai), there are no other mapped cuts and in the
worst case the atoms are not leftmost/rightmost, so for any e ∈ E(ai−1, ai),

E [s∗(e)] ≤ 2 · 21ηαxe < 44ηαxe

Otherwise, any atoms mapped to E(ai−1, ai) are singly-mapped. In this case, if only an atom
cut is odd/unhappy, we set s∗(e) = xeα/2. The probability of an event of type (i) or (ii) occurring
for the leftmost or rightmost atom is at most 1 − 12η by Lemma A.11, so we can bound the
contribution of this event to E [s∗(e)] by 12ηαxe/2. Atoms which are not leftmost or rightmost
are even with probability at least 1− 21η by Lemma A.10, and so we can bound their contribution
by 21ηαxe/2. Therefore, in the worst case four non-leftmost/rightmost non-atom cuts are mapped
to E(ai−1, ai), in which case, for any e ∈ E(ai−1, ai),

E [s∗(e)] ≤ 4 · 11ηαxe = 44ηαxe

as desired.
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B Proof of Theorem 6.1

In this section, we use the previous section and Theorem 5.2 to prove Theorem 6.1.

Definition B.1 (Hierarchy, [KKO21]). For an LP solution x0 with support E0 = E∪ {e0} where x is x0

restricted to E, a hierarchy H ⊆ Nǫη is a laminar family with root V r {u0, v0}, where every cut S ∈ H
is called either a “near-cycle" cut or a degree cut. In the special case that S has exactly two children we
call it a triangle cut. Furthermore, every cut S is the union of its children. For any (non-root) cut S ∈ H,
define the parent of S, p(S), to be the smallest cut S′ ∈ H such that S ( S′.

For a cut S ∈ H, let A(S) := {a ∈ H : p(a) = S}. If S is called a “near-cycle" cut, then we can
order cuts in A(S), a1, . . . , am−1 such that

• A = E(S, a1), B = E(am−1, S) satisfy x(A), x(B) ≥ 1− ǫη .

• For any 1 ≤ i < m− 1, x(E(ai, ai+1)) ≥ 1− ǫη .

• C = ∪m−2
i=2 E(ai, S) satisfies x(C) ≤ ǫη .

We call the sets A, B, C the “near-cycle" partition of edges in δ(S). We say S is left-happy when AT

is odd and CT = 0 and right happy when BT is odd and CT = 0 and happy when AT, BT are odd and
CT = 0.

We abuse notation and for an edge e = (u, v) that is not a neighbor of u0, v0, we write p(e) to denote
the smallest19 cut S′ ∈ H such that u, v ∈ S′. We say edge e is a bottom edge if p(e) is a polygon cut
and we say it is a top edge if p(e) is a degree cut.

The terminology of the above differs slightly from [KKO21], where we replace “polygon" cut
with “near-cycle" cut and “polygon" partition with “near-cycle" partition.

By Theorem A.3, an example of a near-cycle cut is the union of non-root atoms of a connected
component of cuts crossed on one side (i.e. its outer polygon cut). Another example is the non-
root atoms of a connected component of minimum cuts (i.e. a cycle of a cactus of length at least
four).

In the following, we will define a hierarchy H satisfying the above definition such that ev-
ery cut S ∈ Nη,≤1 is either in H or there is a near-cycle cut P ∈ H representing a connected
component C such that S ∈ C.

We will use the following “main payment theorem" from [KKO21].

Theorem B.2 (Main Payment Theorem (4.33 in [KKO21])). For an LP solution x0 where x is x0

restricted to E and a hierarchy H for some ǫη ≤ 10−10 and any β > 0, the maximum entropy distribution
µ with marginals x satisfies the following:

i) There is a set of good edges Eg ⊆ E r δ({u0, v0}) such that any bottom edge e is in Eg and for any
(non-root) S ∈ H such that p(S) is not a near-cycle cut, we have x(Eg ∩ δ(S)) ≥ 3/4.

ii) There is a random vector s : Eg → R (as a function of T ∼ µ) such that for all e, se ≥ −xeβ (with
probability 1), and

19in the sense of the number of vertices that it contains

45



iii) If a near-cycle cut S with cycle partition A, B, C is not left happy, then for any set F ⊆ E with
p(e) = S for all e ∈ F and x(F) ≥ 1− ǫη/2, we have

s(A) + s(F) + s−(C) ≥ 0,

where s−(C) = ∑e∈C min{se, 0}. A similar inequality holds if S is not right happy.

iv) For every cut S ∈ H such that p(S) is not an near-cycle cut, if δ(S)T is odd, then s(δ(S)) ≥ 0.

v) For a good edge e ∈ Eg, E [se] ≤ −ǫPβxe (where ǫP ≥ 3.12 · 10−16) .

In Appendix B, we show how the main payment theorem along with Theorem A.12 and
Theorem 5.2 implies the following:

Theorem B.3. Let x0 be a feasible solution of LP (1) with support E0 = E ∪ {e0} with x the restriction
of x0 to E. Let µ be the max entropy distribution with marginals x. For η ≤ 10−12, β > 0, there is a set
Eg ⊂ E r δ({u0, v0}) of good edges and two functions s : E0 → R and s∗ : E → R≥0 (as functions of
T ∼ µ) such that

(i) For each edge e ∈ Eg, se ≥ −xeβ and for any e ∈ E r Eg, se = 0.

(ii) For each η-near min cut S, including those for which {u0, v0} ∈ δ(S), if δ(S)T is odd, then
s(δ(S)) + s∗(δ(S)) ≥ 0.

(iii) We have E [se] ≤ −ǫPβxe for all edges e ∈ Eg and E [s∗e ] ≤ 125ηβxe for all edges e ∈ E, where ǫP

is defined in Theorem B.2.

(iv) For every cut S crossed on at most one side such that S 6= {u0, v0}, x(δ(S) ∩ Eg) ≥ 3/4.

Now we will use it to prove the appendix theorem, which we already showed implies
Theorem 1.1:

Theorem 6.1 (Combination of Theorem 3.2 and Theorem 5.2). Let x0 be a solution of LP (1) with
support E0 = E ∪ {e0}, and x be x0 restricted to E. Let η ≤ 10−12, β > 0 and let µ be the max-entropy
distribution with marginals x. Then there are two functions s : E0 → R and s∗ : E → R≥0 (as functions
of T ∼ µ), such that

i) For each edge e ∈ E, se ≥ −xeβ (with probability 1).

ii) For each S ∈ Nη, if δ(S)T is odd, then s(δ(S)) + s∗(δ(S)) ≥ 0.

iii) For every edge e, E [s∗e ] ≤ 125ηβxe and E [se] ≤ −
1
3 xeǫPβ, where ǫP is defined in Theorem B.2.

Proof of Theorem 6.1. Let Eg be the good edges defined in Theorem B.3 and let Eb := E r Eg be
the set of bad edges; in particular, note all edges in δ({u0, v0}) are bad edges. We define a new
vector s̃ : E ∪ {e0} → R as follows:

s̃(e)←











∞ if e = e0

−xe(4β/5)(1− 2η) if e ∈ Eb,

xe(4β/3) otherwise.

(10)
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Let s̃∗ be the vector s∗ from Theorem 5.2 called with α = 2β. We claim that for any η-near
minimum cut S such that δ(S)T is odd, we have

s̃(δ(S)) + s̃∗(δ(S)) ≥ 0.

To check this note by (iv) of Theorem B.3 for every set S ∈ Nη,≤1 such that S 6= V r {u0, v0}, we

have x(Eg ∩ δ(S)) ≥ 3
4 , so we have

s̃(δ(S)) + s̃∗(δ(S)) ≥ s̃(δ(S)) =
4β

3
x(Eg ∩ δ(S))−

4β

5
(1− 2η)x(Eb ∩ δ(S)) ≥ 0. (11)

For S = V r {u0, v0}, we have δ(S)T = δ(u0)T + δ(v0)T = 2 with probability 1, so condition
ii) is satisfied for these cuts as well. Finally, consider cuts S ∈ Nη,2. By Theorem 5.2, if δ(S)T is
odd, then s̃∗(δ(S)) ≥ α(1− η) = 2β(1− η). Therefore, in such a case we have:

s̃(δ(S)) + s̃∗(δ(S)) ≥ 2β(1− η)−
4β

5
(1− 2η)x(δ(S)) ≥ 0 (12)

where we use that x(δ(S)) ≤ 2 + η.
Now, we are ready to define s, s∗. Let ŝ, ŝ∗ be the s, s∗ of Theorem B.3 respectively. Define

s = γs̃ + (1− γ)ŝ and similarly define s∗ = γs̃∗ + (1− γ)ŝ∗ for some γ that we choose later. We
prove all three conclusions of Theorem 6.1 for s, s∗. (i) follows by (i) of Theorem B.3 and Eq. (10).
(ii) follows by (ii) of Theorem B.3 and Eqs. (11) and (12) above. It remains to verify (iii). For edge
e ∈ E, E [s∗e ] ≤ 125ηβxe by (iii) of Theorem B.3 and the construction of s∗. On the other hand, by
(iii) of Theorem B.3 and Eq. (10),

E [se]

{

≤ xe(γ
4
3 β− (1− γ)ǫPβ) ∀e ∈ Eg,

= −xeγ · (
4
5 β)(1− 2η) ∀e ∈ Eb.

Setting γ = 15
32 ǫP we get E [se] ≤ −

1
3 ǫPβxe for e ∈ Eg and E [se] ≤ −

1
3 xeβǫP for e ∈ Eb as

desired.

Theorem B.3. Let x0 be a feasible solution of LP (1) with support E0 = E ∪ {e0} with x the restriction
of x0 to E. Let µ be the max entropy distribution with marginals x. For η ≤ 10−12, β > 0, there is a set
Eg ⊂ E r δ({u0, v0}) of good edges and two functions s : E0 → R and s∗ : E → R≥0 (as functions of
T ∼ µ) such that

(i) For each edge e ∈ Eg, se ≥ −xeβ and for any e ∈ E r Eg, se = 0.

(ii) For each η-near min cut S, including those for which {u0, v0} ∈ δ(S), if δ(S)T is odd, then
s(δ(S)) + s∗(δ(S)) ≥ 0.

(iii) We have E [se] ≤ −ǫPβxe for all edges e ∈ Eg and E [s∗e ] ≤ 125ηβxe for all edges e ∈ E, where ǫP

is defined in Theorem B.2.

(iv) For every cut S crossed on at most one side such that S 6= {u0, v0}, x(δ(S) ∩ Eg) ≥ 3/4.
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Proof. We start by explaining how to construct H. Run the following procedure on Nη,≤1 (of
x): For every connected component C of Nη,≤1, if |C| = 1 then add the unique cut in C to
the hierarchy. Otherwise, C corresponds to a polygon P of cuts crossed on one side with atoms
a0, . . . , am−1 (for some m > 3). By Lemma A.1 all these atoms are outside atoms. Add a1, . . . , am−1

to H20 and ∪m−1
i=1 ai to H. Note that since x(δ({u0, v0})) = 2, the root of the hierarchy is always

V r {u0, v0}.
Now, we name every cut in the hierarchy. For a cut S, if there is a connected component of at

least two cuts with union equal to S, then call S a near-cycle cut with A, B, C partition as defined
in Definition B.1. If S is a cut with exactly two children X, Y in the hierarchy (i.e. a triangle), then
let A = E(X, X rY), B = E(Y, Y r X) and C = ∅. Otherwise, call S a degree cut.

Fact B.4 ([KKO21, Fact 4.34]). The above procedure produces a valid hierarchy.

The following observation simply follows from the fact that the new cuts that we introduce
in the above hierarchy, i.e., atoms and union of non-root atoms of a polygon, are not crossed and
are never part of a non-singleton connected component.

Fact B.5. The set of non-singleton connected components C1, C2, . . . that the above procedure produces are
in one-to-one correspondence to the set of non-singleton connected components of Nη,≤1.

Let Eg and s be defined as in Theorem B.2 for the hierarchy defined above, and let se0 = ∞.
Also, let s∗ be the sum of the s∗ : E → R≥0 vectors from Theorem 5.2 and Theorem A.12 called

with α = 2+η
1−ǫη

β. (i) follows from (ii) of Theorem B.2. Then, E [s∗e∗ ] ≤ (18 + 44)η( 2+η
1−ǫη

β) ≤ 125ηβ

follows from Theorem 5.2 and Theorem A.12 and using that η ≤ 10−12 and ǫη = 7η. Also,
E [se] ≤ −ǫPβxe for edges e ∈ Eg follows from (v) of Theorem B.2.

Now, we verify (iv): For any (non-root) cut S ∈ H such that p(S) is not a near-cycle cut
x(δ(S) ∩ Eg) ≥ 3/4 by (i) of Theorem B.2. The only remaining case is η-near minimum cuts
which are either atoms or near minimum cuts in a polygon. Fix such a set S in a polygon
P. Let S′ be the union of the non-root atoms of P. Then by Lemma 2.10, x(δ(S) ∩ δ(S′)) ≤
1 + ǫη . All edges in δ(S)r δ(S′) are bottom edges, so by (i) of Theorem B.2 are in Eg. Therefore,
x(δ(S) ∩ Eg)) ≥ 1− ǫη ≥ 3/4.

It remains to verify (ii): We consider 5 groups of cuts:
Type 1: Cuts S such that e0 ∈ δ(S). Then, since se0 = ∞, s(δ(S)) + s∗(δ(S)) ≥ 0.

Type 2: Cuts S ∈ Nη,2. By Theorem 5.2 and the fact that α = 2+η
1−ǫη

β, if δ(S)T is odd then

s∗(δ(S)) ≥
2 + η

1− ǫη
β(1− η) ≥ (2 + η)β ≥ −s(δ(S))

where we use that se ≥ −βxe for all edges e and x(δ(S)) ≤ 2 + η.
Type 3: Cuts S ∈ H∩Nη where p(S) is not a near-cycle cut. By (iv) of Theorem B.2 and that

s∗ ≥ 0 the inequality follows.
Type 4: Cuts S such that either S ∈ Nη,≤1 rH or S ∈ H∩Nη and p(S) is a (non-triangle) near-

cycle cut. In this case either S is an atom or an η-near minimum cut of a non-singleton connected
component C of Nη,≤1 with corresponding polygon P of cuts crossed on one side and the cycle

20Notice that an atom may already correspond to a connected component, in such a case we do not need to add it
in this step.
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partition A, B, C. If S is not a leftmost cut/atom or a rightmost cut/atom, then by Theorem A.12,
whenever δ(S)T is odd, we have (similar to Type 2):

s∗(δ(S)) ≥
2 + η

1− ǫη
β(1− ǫη) = (2 + η)β ≥ −s(δ(S)) (13)

Otherwise, suppose S is a leftmost cut. If P is left-happy then by Theorem A.12, similar to
above, s∗(δ(S)) + s(δ(S)) ≥ 0 if δ(S)T is odd. Otherwise, let S′ be the union of the non-root
atoms of P and F = δ(S)r δ(S′). By Lemma 2.10, we have x(F) ≥ 1− ǫη/2. Therefore, by (iii) of
Theorem B.2 we have

s(δ(S)) + s∗(δ(S)) ≥ s(A) + s(F) + s−(C) ≥ 0

as desired. Note that since S is a leftmost cut, we always have A ⊆ δ(S). But C may have an
unpredictable intersection with δ(S); in particular, in the worst case only edges of C with negative
slack belong to δ(S). This is why we need to use s−(C) instead of s(C). A similar argument holds
when S is the leftmost atom or a rightmost cut/atom.

Type 5: Cuts S ∈ H∩Nη where p(S) is a triangle P. This is similar to the previous case except
we use Lemma A.13 to argue that the inequality is satisfied when P is left/right happy.
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