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#### Abstract

The $k$-dimensional Weisfeiler-Leman ( $k$-WL) algorithm is a simple combinatorial algorithm that was originally designed as a graph isomorphism heuristic. It naturally finds applications in Babai's quasipolynomial time isomorphism algorithm, practical isomorphism solvers, and algebraic graph theory. However, it also has surprising connections to other areas such as logic, proof complexity, combinatorial optimization, and machine learning.

The algorithm iteratively computes a coloring of the $k$-tuples of vertices of a graph. Since Fürer's linear lower bound [ICALP 2001], it has been an open question whether there is a super-linear lower bound for the iteration number for $k$-WL on graphs. We answer this question affirmatively, establishing an $\Omega\left(n^{k / 2}\right)$-lower bound for all $k$.


## 1 Introduction

The Weisfeiler-Leman algorithm is a simple combinatorial algorithm that iteratively colors tuples of vertices of a graph, attempting to assign different colors to tuples that are structurally different (i.e., they belong to different orbits of the automorphism group). While it is known that this goal cannot be reached on all graphs [6], the algorithm still serves as a powerful heuristic for computing automorphisms and isomorphism of graphs. The 2-dimensional "classical" Weisfeiler-Leman algorithm [30], coloring pairs of vertices, is rooted in algebraic graph theory and closely linked to structures known as coherent configurations. The $k$-dimensional version, coloring $k$-tuples, was introduced later by Babai and Mathon (see [6]). It plays an important role in Babai's quasipolynomial isomorphism algorithm [3]. Remarkably, the WeisfeilerLeman algorithm is not only relevant in the context of the graph isomorphism problem, but has surprising connections to important and seemingly unrelated concepts in logic [6, 15], combinatorics [8], combinatorial optimization [1, 11, 13, 21], proof complexity [2, 4], and machine learning [22, 23, 29, 31].

The $k$-dimensional Weisfeiler-Leman algorithm ( $k$-WL) colors the $k$-tuples of vertices of a graph in a sequence of refinement rounds. Initially, each tuple is colored by the isomorphism type of the subgraph it induces. In each round the coloring (more precisely, the partition it induces) is refined by comparing the color patterns of the neighborhoods of tuples, where the neighborhood of a tuple consist of all tuples that only differ in one position. The algorithm stops once a stable coloring is reached, which means that the partition into color classes is no longer refined in subsequent steps.

The two main parameters of the algorithm are the dimension and the iteration number, which is the maximum number of refinement steps it needs as function of the number of vertices. Both parameters have been studied to great depth (see [16]). In this paper, we focus on the iteration number. A trivial upper bound on the iteration number of $k$-WL is $n^{k}-1$. For 1-WL, this

[^0]trivial upper bound $(n-1)$ can actually be reached [17]. Maybe surprisingly, this is no longer the case for 2 -WL [18]. In fact, the iteration number of 2 -WL is in $\mathcal{O}(n \log n)$ [20] and, more generally, the iteration number of $k$-WL is in $\mathcal{O}\left(n^{k-1} \log n\right)$ for $k \geq 2$ [12]. Not much is known in terms of lower bounds, at least not on graphs. The WL algorithm can also be applied to arbitrary relational structures, and it was proved in [5] that the iteration number of $k$-WL on $k$-ary relational structures is $n^{\Omega\left(\frac{k}{\log k}\right)}$. This was recently improved to $n^{\Omega(k)}$ [12]. However, for $k$-WL on graphs the best-known lower bound so far has been $\Omega(n)$ [9].

Theorem 1. The maximum iteration number of $k$-WL on graphs is in $\Omega\left(n^{k / 2}\right)$.
Our lower bound is not only the first super-linear lower bound for the iteration number of $k$-WL on graphs, it even improves the lower bounds that have previously been known for $k$-ary relational structures (while using only the binary edge relation of graphs).

We also remark that, similar to $[5,9,12]$, our construction actually provides pairs of graphs which are only distinguished by $k$-WL after $\Omega\left(n^{k / 2}\right)$ many rounds.

Techniques. In a nutshell, our proof starts from the linear lower-bound construction by Fürer [9] and applies a novel compression technique to reduce the size of the graphs. The lower bounds for $k$-ary relational structures $[5,12]$ follow a similar general strategy, but apply a different compression technique, introduced by Razborov [25] in the context of proof complexity. Our technique not only avoids the introduction of $k$-ary constraints and hence $k$-ary relations, but also leads to a stronger compression. Possibly, our compression technique also has other applications in proof complexity.

Let us highlight a few more details. Our lower bound construction starts with the classic CFI-construction used in [9] to show a linear lower bound $(\Omega(n))$ for the iteration number of $k$-WL. This construction uses a $k \times n$ grid as a base graph, in which each vertex is replaced by a certain gadget. The central idea behind our construction, borrowed from another somewhat unrelated iterative process [27], is to reuse gadgets. We partition the vertices of the base graph into classes, and use for every class the same gadget instead of a new copy for each vertex in the original construction. At first sight this might seem absurd because the whole point of the gadgets in the CFI construction is that they can function independently as long as they originate from non-adjacent base vertices. The challenge is thus to partition the base vertices in such a manner that the iteration number remains largely unaffected, but the CFI graph shrinks. Our initial computer experiments showed that arbitrary reuse does not have the desired effect and instead the iteration number decreases dramatically. However, reusing gadgets for base vertices far apart showed promising behavior in the experimentally observed number of iterations. The actual partition must therefore be chosen carefully. Indeed, in our final theoretical construction, base vertices in each row are partitioned in a periodic manner. However we need to ensure that reused gadgets are conceptually "sufficiently far apart" to not interfere with gadgets of other rows. One way to achieve this is to ensure that periods for different rows are chosen to be mutually coprime. However, there is a complication, namely that choosing the periods to be mutually coprime leads to a type of "global dependency" among the gadgets. We fix this with a compromise of choosing the periods to be as coprime as possible while avoiding the global dependency. (The technical requirement is that every prime-power that appears in some period must appear in at least two of the periods.)

For a theoretical analysis of the iteration number, reusing gadgets for many base vertices leads to a significant increase in complexity. To handle this complexity, our arguments exploit a connection between cops and robber games and CFI graphs. For our purposes, we have to extend this connection to take into account the partitions we introduced. (In the new game rather than blocking a single vertex, a cop now blocks an entire class of the partition.)

## 2 Preliminaries

We denote by $[\ell]$ the set $\{1, \ldots, \ell\}$ and by $\left\{\left\{a_{1}, \ldots, a_{m}\right\}\right\}$ the multiset containing the elements $a_{1}, \ldots, a_{m}$. A colored graph is a tuple $G=(V, E, c)$, where $c: V \rightarrow \mathbb{N}$ assigns colors to vertices. The vertex set $V$ of $G$ is denoted by $V(G)$ and the edge set by $E(G)$. We only consider simple graphs in this paper. The distance of two sets $W, W^{\prime} \subseteq V$ is the minimal distance of two vertices $u \in W$ and $u^{\prime} \in W^{\prime}$. Isomorphisms of colored graphs have to be color-preserving, i.e., have to map vertices of color $i$ to vertices of color $i$. We also consider (colored) graphs with an equivalence relation on the vertices, which we denote by $(G, \equiv)$ or ( $V, E, c, \equiv$ ). The equivalence relation has to be preserved by isomorphisms.

The Weisfeiler-Leman Algorithm. We describe the $k$-dimensional Weisfeiler-Leman algorithm $(k$-WL). Fix $k \geq 2$ and an arbitrary colored graph $G=(V, E, c)$. The $k$-WL algorithm computes an isomorphism-invariant coloring of $k$-tuples of $V$. Such a coloring is a function $\chi: V^{k} \rightarrow C$ for some finite set of colors $C$. For two such colorings $\chi_{i}: V^{k} \rightarrow C_{i}$ for $i \in[2]$, the coloring $\chi_{1}$ refines $\chi_{2}$ if $\chi_{1}(\bar{u})=\chi_{1}(\bar{v})$ implies $\chi_{2}(\bar{u})=\chi_{2}(\bar{v})$ for all $\bar{u}, \bar{v} \in V^{k}$. The colorings are equivalent if $\chi_{1}$ refines $\chi_{2}$ and $\chi_{2}$ refines $\chi_{1}$. In this case, both colorings induce the same partition of $V^{k}$ into color classes.

In the initial coloring $\chi_{k}^{(0)}$, two $k$-tuples $\bar{u}=\left(u_{1}, \ldots, u_{k}\right), \bar{v}=\left(v_{1}, \ldots, v_{k}\right) \in V^{k}$ get the same color $\chi_{k}^{(0)}(\bar{u})=\chi_{k}^{(0)}(\bar{v})$ if and only if the map defined via $u_{i} \mapsto v_{i}$ for every $i \in[k]$ is an isomorphism from the induced subgraph $G\left[\left\{u_{1}, \ldots, u_{k}\right\}\right]$ to the induced subgraph $G\left[\left\{v_{1}, \ldots, v_{k}\right\}\right]$. The computed coloring is refined iteratively via

$$
\chi_{k}^{(r+1)}(\bar{u}):=\left(\chi_{k}^{(r)}(\bar{u}),\left\{\left\{\left(\chi_{k}^{(r)}(\bar{u}[w / 1]), \ldots, \chi_{k}^{(r)}(\bar{u}[w / k])\right) \mid w \in V\right\}\right\}\right)
$$

for every $\bar{u} \in V^{k}$. Here, $\bar{u}[w / i]$ denotes the tuple obtained from $\bar{u}$ by replacing the $i$-th entry with the vertex $w$. Because $\chi_{k}^{(r)}(\bar{u})$ is included in the new color of $\bar{u}$, the coloring $\chi_{k}^{(r+1)}$ refines $\chi_{k}^{(r)}$. Because we color $k$-tuples, there is an $r<|V|^{k}$ such that $\chi_{k}^{(r)}$ is equivalent to $\chi_{k}^{(r+1)}$. We say that $k$-WL stabilizes after at most $r$ iterations. The iteration number of $k$-WL on $G$ is the minimal number $r$ such that $k$-WL stabilizes after $r$ iterations.

Let $H$ be another colored graph with vertex set $W$. We now refer with $\chi_{k}^{(r)}[G]$ and $\chi_{k}^{(r)}[H]$ to the colorings computed by $k$-WL after $r$ iterations on $G$ and $H$, respectively. We say that $k$-WL distinguishes the colored graphs $G$ and $H$ after $r$ rounds if there is a color $q$ such that

$$
\left|\left\{\bar{u} \in V^{k} \mid \chi_{k}^{(r)}[G](\bar{u})=q\right\}\right| \neq\left|\left\{\bar{v} \in W^{k} \mid \chi_{k}^{(r)}[H](\bar{v})=q\right\}\right|
$$

Note that if $k$-WL distinguishes $G$ and $H$ after $r+1$ rounds but not after $r$, then the iteration number of $k$-WL on $G$ and on $H$ is at least $r+1$.

We also apply the WL algorithm to pairs ( $G, \equiv$ ) of graphs $G$ extended by an equivalence relation $\equiv$. The only difference there is that in the initial coloring $\chi_{k}^{(0)}$ the isomorphisms between the induced subgraphs of tuples also need to preserve the equivalence relation.

The Bijective Pebble Game. It is well-known that the distinguishing power of $k$-WL is captured by the following game. The bijective $k$-pebble game [14] is a game played by two players called Spoiler and Duplicator on two colored graphs $G$ and $H$ with vertex sets $V$ and $W$, respectively. There is a pair of pebbles $p_{i}$ and $q_{i}$ for every $i \in[k]$. The pebbles $p_{i}$ can be placed on $V$ and the pebbles $q_{i}$ on $W$. When $\ell$ pebble pairs are placed for some $\ell \in[k]$, then the position in the game is the pair $\bar{u}, \bar{v}$ for $\bar{u}=\left(u_{1}, \ldots, u_{\ell}\right) \in V^{\ell}$ and $\bar{v}=\left(v_{1}, \ldots, v_{\ell}\right) \in W^{\ell}$ where corresponding pebbles are placed on $u_{i}$ and $v_{i}$ for every $i \in[\ell]$. Spoiler wins immediately if $|V| \neq|W|$. Otherwise, the pebbles are initially placed beside the graphs. A round of the game is played as follows:

1. Spoiler picks up a pair of pebbles $p_{i}$ and $q_{i}$.
2. Duplicator chooses a bijection $h: V \rightarrow W$.
3. Spoiler chooses a vertex $u \in V$ and places $p_{i}$ on $u$ in $G$ and $q_{i}$ on $h(u)$ in $H$.

Spoiler wins in $r$ rounds, if after at most $r$ rounds the current position $\bar{u}, \bar{v}$ does not induce a partial isomorphism. That is, the mapping $u_{i} \mapsto v_{i}$ for every $i \in[\ell]$ is not an isomorphism of the induced subgraphs $G\left[\left\{u_{1}, \ldots, u_{\ell}\right\}\right]$ and $H\left[\left\{v_{1}, \ldots, v_{\ell}\right\}\right]$. Duplicator wins in $r$ rounds if Spoiler does not win in $r$ rounds. Spoiler wins a play if Spoiler wins after some round. Duplicator wins if Spoiler never wins. Spoiler (respectively, Duplicator) has a winning strategy in $r$ rounds if they can force a win interdependently of the moves of the other player. We write $G \simeq_{k}^{r} H$ if Duplicator has a winning strategy in $r$ rounds and $G, \bar{u} \simeq_{k}^{r} H, \bar{v}$ in case Duplicator has a winning strategy when starting in position $\bar{u}, \bar{v}$. When considering the game without a fixed number of rounds, we write $G \simeq_{k} H$ if Duplicator has a winning strategy.

Lemma 2 ( $[14,6]$ ). For every $k \geq 2$, all colored graphs $G$ and $H$, all $\bar{u} \in V(G)^{k}, \bar{v} \in V(H)^{k}$, and $r \in \mathbb{N}$, we have $G, \bar{u} \not \not_{k+1}^{r} H, \bar{v}$ if and only if $\chi_{k}^{(r)}[G](\bar{u}) \neq \chi_{k}^{(r)}[H](\bar{v})$.

Furthermore, $G \not \chi_{k+1} H$ if and only if $k$-WL distinguishes $G$ and $H$. The required round number of Spoiler and the iteration number of $k$-WL differ by at most $k$.

We sometimes play the game on pairs ( $G, \equiv$ ) of graphs $G$ extended by an equivalence relation $\equiv$. The only difference there is that the partial isomorphisms in the winning condition have to preserve the equivalence relation as well. Lemma 2 remains true under this extension.

The Cops and Robber Game. We use the following game later to analyze the iteration number of the WL algorithm on a certain class of graphs. The $k$-Cops and Robber game [28] is played on a graph $G$ between $k$ many cops and a robber. Initially, the robber is placed on some edge of $G$ and the cops are placed beside the graph (if $G$ has no edge, the robber loses immediately). A round of the game is played as follows:

1. One cop is picked up, and a destination $v \in V(G)$ for this cop is selected. ${ }^{1}$
2. The robber moves to an edge reachable from the edge currently occupied by the robber via a path in $G$ that does not use any vertex occupied by a cop.
3. The cop that was picked up in Step 1 is placed on $v$.

The robber is caught if cops are placed on both endpoints of the robber-occupied edge. If the robber is caught after at most $r$ rounds, then the cops win in $r$ rounds. Otherwise, the robber wins in $r$ rounds. The cops (respectively, the robber) have a winning strategy in $r$ rounds if they can force a win in $r$ rounds independently of the action of the other player.

Note that in the original game the robber is also placed on a vertex and is caught if a cop is placed on the same vertex. The robber loses in one version of game exactly if the robber loses in the other and in exactly the same number of rounds. Placing the robber on edges is more suitable for our presentation.

## 3 CFI Graphs and the Linear Lower Bound for $k$-WL

We review the CFI construction [6] and the linear lower bound on the iteration number of $k$-WL [9].

[^1]The CFI Construction. The CFI construction starts with a so-called base graph. An (ordered) base graph is a connected, colored graph such that every vertex has a unique color. Note that if every vertex has a unique color (which is a natural number), the colors induce a linear order on the vertices. We make use of this linear order in later constructions. Also, when defining a base graph, we only specify the linear order on the vertices and implicitly assign colors from $\{1, \ldots, n\}$ to the vertices according to the given linear order. We refer to the vertices and edges of a base graph as base vertices and base edges, respectively.

Let $G=(V, E, c)$ be an ordered base graph and let $f: E \rightarrow \mathbb{F}_{2}$ be some function. The CFI graph $\operatorname{CFI}(G, f)$ is a colored graph and defined as follows. The vertices of the CFI gadget for a degree $d$ base vertex $u \in V$ are the pairs $(u, \bar{a})$ for all $d$-tuples $\bar{a}=\left(a_{1}, \ldots, a_{d}\right) \in \mathbb{F}_{2}^{d}$ with $\sum \bar{a}=a_{1}+\cdots+a_{d}=0$. We say that the vertex $(u, \bar{a})$ has origin $u$. Vertices inherit the color of their origin. The vertices of the same origin form a gadget. Since every vertex of the base graph has a unique color, the vertices of each gadget form a color class of the CFI graph. For two adjacent base vertices $u, v \in V$, we add the following edges between the gadgets for $u$ and $v$ to $\operatorname{CFI}(G, f)$ : Assume that $u$ is the $i$-th neighbor of $v$ and that $v$ is the $j$-th neighbor of $u$ (according to the order on $V$ ). An edge between vertices $(u, \bar{a})$ and $(v, \bar{b})$ is added if and only if $a_{i}+b_{j}=f(\{u, v\})$, where $a_{i}$ is the $i$-th entry of $\bar{a}$ and $b_{j}$ is the $j$-th entry of $\bar{b}$. This means that we add two complete bipartite graphs between the gadgets for $u$ and $v$. Figure 1 shows examples of CFI graphs.

Isomorphisms of CFI Graphs. Let $g: E \rightarrow \mathbb{F}_{2}$ be another function. We say that a base edge $e \in E$ is twisted with respect to $f$ and $g$ if $f(e) \neq g(e)$. Twisted edges can be moved by isomorphisms. We represent isomorphisms by sets of directed base edges.

Definition 3 (Twisting). A set $T \subseteq\{(u, v) \mid\{u, v\} \in E\}$ is called a $G$-twisting if, for every $u \in V$, the set $T \cap(\{u\} \times V)$ is of even size. The twisting $T$

- twists an edge $\{u, v\} \in E$ if the set $T$ contains exactly one of $(u, v)$ and $(v, u)$ and
- fixes a vertex $u \in V$ if $T \cap(\{u\} \times V)=\emptyset$.

With every $G$-twisting $T$, we associate the function $g_{T}: E \rightarrow \mathbb{F}_{2}$ defined via $g_{T}(\{u, v\})=1$ if and only if $T$ twists $\{u, v\}$.

Twistings are one way to make typical arguments about isomorphisms between CFI graphs more explicit. These arguments all go back to [6] and have since been developed in [10, 14, 19]. We summarize them in the following lemma.

Lemma 4. For every ordered base graph $G$, every $f, g: E(G) \rightarrow \mathbb{F}_{2}$, and every tuple $\bar{u}$ of vertices of $\operatorname{CFI}(G, f)$ (and thus of $\operatorname{CFI}(G, g)$ ), we have $(\operatorname{CFI}(G, f), \bar{u}) \cong(\operatorname{CFI}(G, g), \bar{u})$ if and only if there exists a $G$-twisting $T$ such that $f=g+g_{T}$ and $T$ fixes all vertices in $\bar{u}$.

Intuitively, the simplest isomorphism of CFI graphs is one moving the twist between two base edges incident to the same base vertex. These isomorphisms can be composed to isomorphisms moving the twist along a path and in fact to all other isomorphisms: For every base vertex, for an even number of incident base edges it is changed whether the edge is twisted or not (which follows from the condition $\sum \bar{a}=0$ on the gadget vertices). Lemma 4 implies, in particular, that two CFI graphs $\operatorname{CFI}(G, f)$ and $\operatorname{CFI}(G, g)$ are isomorphic if and only if modulo 2 we have $\sum f=\sum_{e \in E} f(e)=\sum_{e \in E} g(e)=\sum g$.

CFI Graphs and the Cops and Robber Game. There is a close connection between the bijective $k$-pebble game played on non-isomorphic CFI graphs and the $k$-Cops and Robber game played on the base graph. Intuitively, Spoiler has to catch the twist with the pebbles. Placing a pebble in the bijective $k$-pebble game corresponds to placing a cop in the Cops and Robber


Figure 1: Two CFI graphs with the $2 \times 4$ grid as base graph. The connection highlighted in red between the blue and pink gadget is twisted between the two CFI graphs.
game. Moving the twist corresponds to moving the robber. In the bijective $k$-pebble game, the twistings have to fix the origins of the pebbled vertices. Analogously, the robber is not allowed to use vertices occupied by cops. The path the robber takes is exactly the path along which the twist is moved.

This leads to the following two lemmas. A proof of the first lemma is implicit in [7, Theorem 3].

Lemma 5. Let $k \geq 2, r \in \mathbb{N}, G$ be an ordered base graph, and $f, g: E(G) \rightarrow \mathbb{F}_{2}$. If the robber has a winning strategy in the $r$-round $k$-Cops and Robber game played on $G$, then Duplicator has a winning strategy in the $r$-round bijective $k$-pebble game played on $\operatorname{CFI}(G, f)$ and $\operatorname{CFI}(G, g)$.

The second lemma follows from combining [28], [26, Theorem 3.13], and [8, Theorem 7] (the lemma can also be proved more directly following the above intuition, but we are not aware of an explicit reference).

Lemma 6. Let $k \geq 2, G$ be an ordered base graph, and $f, g: E(G) \rightarrow \mathbb{F}_{2}$ such that $f$ and $g$ twist an odd number of edges. If the cops have a winning strategy in the $k$-Cops and Robber game played on $G$, then Spoiler has a winning strategy in the bijective $k$-pebble game played on $\operatorname{CFI}(G, f)$ and $\operatorname{CFI}(G, g)$.

The Linear Lower Bound. We recall the linear lower bound on the iteration number of $k$-WL by Fürer [9]. Fix some $k \geq 2$ in this paragraph. Let $n \geq k$ and define $I:=\{0, \ldots, k-1\}$ and $J:=\{0, \ldots, n-1\}$. Let $G_{I, J}$ denote the $k \times n$ grid graph with row indices in $I$ and column indices in $J$ (i.e., $k$ is the height and $n$ is the width of the grid). Formally, $V\left(G_{I, J}\right):=I \times J$ and

$$
\begin{aligned}
E\left(G_{I, J}\right):= & \{\{(i, j)(i, j+1)\} \mid i \in I, j \in\{0, \ldots, n-2\}\} \\
& \cup\{\{(i, j)(i+1, j)\} \mid i \in\{0, \ldots, k-2\}, j \in J\} .
\end{aligned}
$$

We remark that we choose indices starting from 0 because this turns out to be more convenient for later constructions.

First note that every vertex in $G_{I, J}$ has degree at most 4. Thus, every CFI gadget contains at most 8 vertices and hence $\operatorname{CFI}\left(G_{I, J}, f\right)$ has $\Theta(n)$ many vertices (for fixed $k$ ). We argue that $k$-WL needs $\Omega(n)$ iterations to distinguish non-isomorphic CFI graphs $\operatorname{CFI}\left(G_{I, J}, f\right)$ and $\operatorname{CFI}\left(G_{I, J}, g\right)$ for $f, g: E\left(G_{I, J}\right) \rightarrow \mathbb{F}_{2}$ with $\sum f \neq \sum g$ (cf. Figure 1 for $k=2$ and $n=4$ ). To do so, we can play the ( $k+1$ )-Cops and Robber game by Lemmas 2,5 and 6 .

The optimal strategy of the cops is to initially form a separator with $k$ cops that cuts the grid into two halves. One of the two halves contains the robber. Using the one additional cop, the separator can slowly be moved to the border of the grid (by at most $\mathcal{O}(1)$ columns per round). Thus, after $\mathcal{O}(n)$ rounds, the robber is caught. To see that indeed $\Omega(n)$ many rounds are needed, we see that the cops cannot move the separator faster because there is only one additional cop. If the left border of the grid is not separated from the right border, then the
robber can move between the two borders. If the cops form a separator again, the robber moves to the larger part of the grid. Because the cops can catch the robber, we obtain that $k$-WL distinguishes $\operatorname{CFI}\left(G_{I, J}, f\right)$ and $\operatorname{CFI}\left(G_{I, J}, g\right)$, but only after $\Omega(n)$ iterations.

## 4 Compressed CFI Graphs

In this section, we develop techniques to reduce the size of CFI graphs.

### 4.1 Basic Construction

Our construction yields compressed CFI graphs. We describe isomorphisms of these compressed CFI graphs by twistings again. Fix an arbitrary ordered base graph $G$ throughout this subsection.

Definition 7 (Compression). An equivalence relation $\equiv$ on $V(G)$ is a $G$-compression if every三-equivalence class only contains pairwise non-adjacent vertices of the same degree.

Let $\equiv \subseteq V^{2}$ be a $G$-compression. It induces an equivalence relation on $\operatorname{CFI}(G, f)$ (independently of $f: E(G) \rightarrow \mathbb{F}_{2}$ ), which we also denote by $\equiv$, as follows: $(u, \bar{a}) \equiv(v, \bar{b})$ if and only if $u \equiv v$ and $\bar{a}=b$. We denote by $\operatorname{CFI}(G, f) / \equiv$ the colored graph obtained from $\operatorname{CFI}(G, f)$ by contracting all $\equiv$-equivalence classes into a single vertex. Formally, the vertices of $\operatorname{CFI}(G, f) / \equiv$ are the $\equiv$-equivalence classes $u / \equiv:=\{w \in V(\operatorname{CFI}(G, f)) \mid w \equiv u\}$, and there is an edge between $u / \equiv$ and $v / \equiv$ if there are $u^{\prime} \equiv u$ and $v^{\prime} \equiv v$ such that there is an edge between $u^{\prime}$ and $v^{\prime}$ in $\operatorname{CFI}(G, f)$. Observe that $\operatorname{CFI}(G, f) / \equiv$ is loop-free by our condition on $\equiv$ that equivalent vertices of $G$ are non-adjacent. The color of a $\equiv$-equivalence class in $\operatorname{CFI}(G, f) / \equiv$ is the minimal color of one of its members in $\operatorname{CFI}(G, f)$. We need to require that $f$ is compatible with $\equiv$ in the following sense to obtain reasonable graphs.

Definition 8. A function $f: E(G) \rightarrow \mathbb{F}_{2}$ is $\equiv$-compressible if, for every $u, v, u^{\prime}, v^{\prime} \in V$, we have that if $\{u, v\},\left\{u^{\prime}, v^{\prime}\right\} \in E, u \equiv u^{\prime}$, and $v \equiv v^{\prime}$, then $f(\{u, v\})=f\left(\left\{u^{\prime}, v^{\prime}\right\}\right)$.

Definition 9 (Compressed CFI). For a $G$-compression $\equiv$ and a $\equiv$-compressible $f: E(G) \rightarrow \mathbb{F}_{2}$

- the graph $(\operatorname{CFI}(G, f), \equiv)$ obtained from extending the colored graph $\operatorname{CFI}(G, f)$ with the relation $\equiv$ is a precompressed CFI graph and
- the colored graph $\operatorname{CFI}(G, f) / \equiv$ is a compressed CFI graph.

An example is given in Figure 2.
Lemma 10. Let $\equiv$ be a $G$-compression and $f: E(G) \rightarrow \mathbb{F}_{2}$ be $\equiv$-compressible. If $G$ is of maximum degree $d$ and there are $n$ many $\equiv$-equivalence classes, then $\operatorname{CFI}(G, f) / \equiv$ has at most $2^{d-1} n$ vertices.

Proof. After contracting $\equiv$ on $(\operatorname{CFI}(G, f), \equiv)$, there are exactly $n$ gadgets in $(\operatorname{CFI}(G, f), \equiv)$ whose vertices remain in $\operatorname{CFI}(G, f) / \equiv$. For every base vertex of degree $d^{\prime}$, its gadget contains exactly $2^{d^{\prime}-1}$ vertices. Because every base vertex has degree at most $d$, the graph $\operatorname{CFI}(G, f) / \equiv$ has at most $2^{d-1} n$ vertices.

For two compressed CFI graphs $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$, it is not obvious under which conditions on $f, g$, and $\equiv$ they are isomorphic. In particular, the criterion of Lemma 4 does not extend to the compressed CFI graphs. To address this, we consider a restricted form of twistings, which respect isomorphisms of compressed CFI graphs.


Figure 2: On the left, a precompressed CFI graph in which the vertices of two gadgets are identified by the compression (drawn by red lines). On the right, the obtained compressed CFI graph where identified vertices are contracted. Some edges are colored for the sake of visual distinguishability.

Definition 11 (Compressible Twisting). For a $G$-compression $\equiv$, a $G$-twisting $T$ is called $\equiv$-compressible if the following holds for every $u, u^{\prime} \in V$ with $u \equiv u^{\prime}$ : Let $u$ and $u^{\prime}$ be of degree $d$. Then for every $i \in[d]$, we have $\left(u, v_{i}\right) \in T$ if and only if $\left(u^{\prime}, v_{i}^{\prime}\right) \in T$, where $v_{i}$ is the $i$-th neighbor of $u$ and $v_{i}^{\prime}$ is the $i$-th neighbor of $u^{\prime}$ (according to the order on $G$ ).

Lemma 12. For every $G$-compression $\equiv$, every set of base vertices $W \subseteq V$, all $\equiv$-compressible $f, g: E(G) \rightarrow \mathbb{F}_{2}$, and every $\ell$-tuple $\bar{u}$ of vertices in $\operatorname{CFI}(G, f)$ (and hence of $\operatorname{CFI}(G, g)$ ) such that the set of origins of all vertices in $\bar{u}$ is $W$, the following are equivalent:

1. $(\operatorname{CFI}(G, f) / \equiv, \bar{u} / \equiv) \cong(\operatorname{CFI}(G, g) / \equiv, \bar{u} / \equiv)$, where $\bar{u} / \equiv$ denotes the $\ell$-tuple whose $i$-th entry is the $\equiv$-equivalence class $u_{i} / \equiv$ of the $i$-th entry $u_{i}$ of $\bar{u}$ for every $i \in[\ell]$,
2. $(\operatorname{CFI}(G, f), \equiv, \bar{u}) \cong(\operatorname{CFI}(G, g), \equiv, \bar{u})$, and
3. there exists $a \equiv$-compressible $G$-twisting such that $f=g+g_{T}$ and $T$ fixes all vertices in $W$.

Proof. Let $\equiv$ be a $G$-compression, $W \subseteq V, f, g: E(G) \rightarrow \mathbb{F}_{2}$ be $\equiv$-compressible, and $\bar{u}$ be an $\ell$-tuple of vertices of $\operatorname{CFI}(G, f)$ such that the set of origins of all vertices in $\bar{u}$ is $W$. We show $(1) \Rightarrow(2) \Rightarrow(3) \Rightarrow(1)$.

Assume there is an isomorphism $\varphi: \operatorname{CFI}(G, f) / \equiv \rightarrow \operatorname{CFI}(G, g) / \equiv$ such that $\varphi(\bar{u} / \equiv)=\bar{u} / \equiv$. We construct an isomorphism $\psi:(\operatorname{CFI}(G, f), \equiv) \rightarrow(\operatorname{CFI}(G, g), \equiv)$. Let $w$ be an arbitrary vertex of $(\operatorname{CFI}(G, f), \equiv)$ and $w / \equiv$ its $\equiv$-equivalence class, which is a vertex in $\operatorname{CFI}(G, f) / \equiv$. The equivalence classes $w / \equiv$ and $\varphi(w / \equiv)$ have the same color. Hence, they contain vertices of exactly the same gadgets. In particular, $\varphi(w / \equiv)$ contains a vertex $w^{\prime}$ of the same origin as $w$. By construction, no $\equiv$-equivalence class contains two vertices of the same origin. Thus, $w^{\prime}$ is unique. We define $\psi(w):=w^{\prime}$. Again by construction, $\psi$ is color preserving. Let $v$ and $w$ be vertices of neighbored gadgets in $\operatorname{CFI}(G, f)$. Because $f$ is $\equiv$-compressible, $\{v / \equiv, w / \equiv\}$ is an edge (or nonedge, respectively) in $\operatorname{CFI}(G, f) / \equiv$ if and only if $\left\{v^{\prime}, w^{\prime}\right\}$ is an edge (or non-edge, respectively) in $\operatorname{CFI}(G, f)$ for every $v^{\prime} \equiv v$ and every $w^{\prime} \equiv w$ such that the origins of $v^{\prime}$ and $w^{\prime}$ are adjacent. The same holds for $\operatorname{CFI}(G, g) / \equiv$. Thus, $\{v, w\}$ is an edge in $\operatorname{CFI}(G, f)$, if and only if $\{v / \equiv w / \equiv\}$ is an edge in $\operatorname{CFI}(G, f) / \equiv$ if and only if $\{\varphi(v / \equiv), \varphi(w / \equiv)\}$ is an edge in $\operatorname{CFI}(G, g) / \equiv$ if and only if $\{\psi(v), \psi(w)\}$ is an edge in $\operatorname{CFI}(G, g)$. Two vertices, whose origins are not adjacent, are never adjacent themselves. Hence, $\psi$ is indeed an isomorphism from $(\operatorname{CFI}(G, f), \equiv)$ to $(\operatorname{CFI}(G, g), \equiv)$. It satisfies $\psi(\bar{u})=\bar{u}$ because $\varphi$ satisfies $\varphi(\bar{u} / \equiv)=\bar{u} / \equiv$ and no equivalence class contains two vertices of the same gadget.

Assume there is an isomorphism $\varphi:(\operatorname{CFI}(G, f), \equiv) \rightarrow(\operatorname{CFI}(G, g), \equiv)$ with $\varphi(\bar{u})=\bar{u}$. In particular, $\varphi$ is an isomorphism $\operatorname{CFI}(G, f) \rightarrow \operatorname{CFI}(G, g)$ corresponding to a $G$-twisting $T$ by

Lemma 4. We argue that the twisting $T$ has to be =-compressible. Let $v \in V(G)$ be an arbitrary base vertex and $\{v, w\} \in E(G)$ be an incident base edge. Also suppose that $w$ be the $i$-th neighbor of $v$. If $\varphi$ swaps the two sets $\left\{(v, \bar{a}) \mid \sum \bar{a}=0, a_{i}=0\right\}$ and $\left\{(v, \bar{a}) \mid \sum \bar{a}=0, a_{i}=1\right\}$, then $\varphi$ has to swap the corresponding sets for all $v^{\prime} \equiv v$. This means that, if $(v, w) \in T, v^{\prime} \equiv v$, and $w^{\prime}$ is the $i$-th neighbor of $v^{\prime}$, then also $\left(v^{\prime}, w^{\prime}\right) \in T$. Hence, $T$ is $\equiv$-compressible and satisfies $f=g+g_{T}$. Because we have $\varphi(\bar{u})=\bar{u}$, the isomorphism $\varphi$ is actually the identity on all vertices with origin $W$ (every non-trivial automorphism of a gadget acts non-trivial on every vertex of that gadget). This means that $T$ fixes $W$.

Assume there is a $\equiv$-compressible $G$-twisting $T$ with $f=g+g_{T}$ and that fixes $W$. We construct an isomorphism $\psi: \operatorname{CFI}(G, f) / \equiv \rightarrow \operatorname{CFI}(G, g) / \equiv$. Let $\varphi: \operatorname{CFI}(G, f) \rightarrow \operatorname{CFI}(G, g)$ be the isomorphism corresponding to $T$ from Lemma 4. Similarly to the case before, one verifies that $\varphi$ preserves $\equiv$, that is, $\varphi$ is an isomorphism from $(\operatorname{CFI}(G, f), \equiv)$ to $(\operatorname{CFI}(G, g), \equiv)$. Hence, $\varphi$ maps a $\equiv$-equivalence class to a $\equiv$-equivalence class. This induces a map $\psi$ on the $\equiv$-equivalence classes for which one easily shows that it is an isomorphism $\operatorname{CFI}(G, f) / \equiv \rightarrow \operatorname{CFI}(G, g) / \equiv$. Because $T$ fixes $W$, we have that $\varphi(\bar{u})=\bar{u}$ and hence that $\psi(\bar{u} / \equiv)=\bar{u} / \equiv$.

### 4.2 The WL-Algorithm and Compressed CFI Graphs

We compare the expressiveness of $k$-WL (via the ( $k+1$ )-bijective pebble game) on CFI graphs, precompressed CFI graphs, and compressed CFI graphs. We again fix an arbitrary ordered base graph $G$.

Lemma 13. For every $k \geq 3$, every $r \in \mathbb{N}$, every $G$-compression $\equiv$, and all $\equiv$-compressible $f, g: E(G) \rightarrow \mathbb{F}_{2}$,

1. $\operatorname{CFI}(G, f) \not \nsim k_{r}^{r} \operatorname{CFI}(G, g)$ implies $(\operatorname{CFI}(G, f), \equiv) \not \not ㇒ k_{r}^{r}(\operatorname{CFI}(G, g), \equiv)$,
2. $(\operatorname{CFI}(G, f), \equiv) \not \not_{k}^{r}(\operatorname{CFI}(G, g), \equiv)$ implies $\operatorname{CFI}(G, f) / \equiv \not \not_{k}^{r} \mathrm{CFI}(G, g) / \equiv$, and
3. $\operatorname{CFI}(G, f) / \equiv \not ㇒ f_{r}^{r} \mathrm{CFI}(G, g) / \equiv$ implies $(\operatorname{CFI}(G, f), \equiv) \not \nsim k_{r+2}^{r}(\operatorname{CFI}(G, g), \equiv)$.

Proof. Let $k \geq 3, r \in \mathbb{N}$, $\equiv$ be a $G$-compression, and $f, g: E(G) \rightarrow \mathbb{F}_{2}$ be $\equiv$-compressible.

1. Because $\operatorname{CFI}(G, f)$ and $\operatorname{CFI}(G, g)$ are only extended by an additional relation, the claim directly follows.
2. Assume that $(\operatorname{CFI}(G, f), \equiv) \not \not_{k}^{r}(\operatorname{CFI}(G, g), \equiv)$, that is, Spoiler has a winning strategy in the $r$-round bijective $k$-pebble game played on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$. We show that Spoiler also has a winning strategy in the $r$-round game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$.
We may assume without loss of generality that Duplicator always plays color-preserving in both games. This means, that the bijections chosen by Duplicator always preserve colors. Observe that, if Duplicator does not do so, Spoiler wins immediately.
Consider a position $\bar{u} / \equiv, \bar{v} / \equiv$ of the game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$. That is, we have $\bar{u} / \equiv=\left(u_{1} / \equiv, \ldots, u_{\ell} / \equiv\right)$ and $\bar{v} / \equiv=\left(v_{1} / \equiv, \ldots, v_{\ell} / \equiv\right)$ for some $\ell \leq k$ with pebbles $p_{i_{j}}$ placed on $u_{j} / \equiv$ and the corresponding $q_{i_{j}}$ placed on $v_{j} / \equiv$. We say that a position $\bar{u}^{\prime}, \bar{v}^{\prime}$ of the game on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$ is an $s$-round witness for $\bar{u} / \equiv, \bar{v} / \equiv$ if $\bar{u}^{\prime}=\left(u_{1}^{\prime}, \ldots, u_{\ell}^{\prime}\right)$ and $\bar{v}^{\prime}=\left(v_{1}^{\prime}, \ldots, v_{\ell}^{\prime}\right)$ such that the following conditions are satisfied:
(a) $u_{i}^{\prime} \equiv u_{i}$ and $v_{i}^{\prime} \equiv v_{i}$ for all $i \in[\ell]$;
(b) $u_{i}^{\prime}$ has the same color in $(\operatorname{CFI}(G, f), \equiv)$ as $v_{i}^{\prime}$ has in $(\operatorname{CFI}(G, g)$, 三) for every $i \in[\ell]$;
(c) $\bar{u}^{\prime}, \bar{v}^{\prime}$ is a winning position for Spoiler in the $s$-round game on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$.

We claim that if $\bar{u}^{\prime}, \bar{v}^{\prime}$ is a 0 -round witness for $\bar{u} / \equiv, \bar{v}_{\equiv}$, then Spoiler wins the game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$. Because $\bar{u}^{\prime}, \bar{v}^{\prime}$ is a winning position for Spoiler in the 0 -round game on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$ by Condition (c), the mapping $\bar{u}^{\prime} \mapsto \bar{v}^{\prime}$ is not a partial isomorphism. We show that the mapping $\bar{u} / \equiv \mapsto \bar{v} / \equiv$ is not a partial isomorphism, too.

To see this, first note that $u_{i} / \equiv$ has the same color as $v_{i} / \equiv$ and $u_{i}^{\prime}$ has the same color as $v_{i}^{\prime}$ for every $i \in[\ell]$ because Duplicator plays color-preserving and because of Condition (b). Suppose $i, j \in[\ell]$. If $u_{i}^{\prime} \equiv u_{j}^{\prime}$ but $v_{i}^{\prime} \not \equiv v_{j}^{\prime}$, then by Condition (a), $u_{i} / \equiv=u_{j} / \equiv$ but $v_{i} / \equiv \neq v_{j} / \equiv$. Spoiler wins immediately. If $u_{i}^{\prime}=u_{j}^{\prime}$ but $v_{i}^{\prime} \neq v_{j}^{\prime}$, then $v_{i}^{\prime}$ has the same color as $v_{j}^{\prime}$ (namely the one of $u_{i}^{\prime}$ ) and $v_{i}^{\prime} \not \equiv v_{j}^{\prime}$ because distinct vertices of the same color are never $\equiv$-equivalent. Thus, $u_{i} / \equiv=u_{j} / \equiv$ but $v_{i} / \equiv \neq v_{j} / \equiv$ by Condition (a). Spoiler wins immediately again.
Lastly, suppose that $\left\{u_{i}^{\prime}, u_{j}^{\prime}\right\}$ is an edge in $(\operatorname{CFI}(G, f), \equiv)$ but $\left\{v_{i}^{\prime}, v_{j}^{\prime}\right\}$ is not an edge in $(\operatorname{CFI}(G, g), \equiv)$. Then $\left\{u_{i} / \equiv, u_{j} / \equiv\right\}$ is an edge in $\operatorname{CFI}(G, f) / \equiv$. We prove that $\left\{v_{i} / \equiv, v_{j} / \equiv\right\}$ is not an edge in $\operatorname{CFI}(G, g) / \equiv$ and hence Spoiler wins. Because $\left\{u_{i}^{\prime}, u_{j}^{\prime}\right\}$ is an edge, the origins of $u_{i}^{\prime}$ and $u_{j}^{\prime}$ are adjacent base vertices. Hence, the origins of $v_{i}^{\prime}$ and $v_{j}^{\prime}$ are also adjacent base vertices, because they have the same colors as $u_{i}^{\prime}$ and $u_{j}^{\prime}$, respectively. To show that $\left\{v_{i} / \equiv, v_{j} / \equiv\right\}$ is not an edge in $\operatorname{CFI}(G, g) / \equiv$, we have to show that for every $v_{i}^{\prime \prime} \equiv v_{i}$ and $v_{j}^{\prime \prime} \equiv v_{j}$, the set $\left\{v_{i}^{\prime \prime}, v_{j}^{\prime \prime}\right\}$ is not an edge in $(\operatorname{CFI}(G, g), \equiv)$. So let $v_{i}^{\prime \prime} \equiv v_{i}$ and $v_{j}^{\prime \prime} \equiv v_{j}$ be arbitrary. If the origins of $v_{i}^{\prime \prime}$ and $v_{j}^{\prime \prime}$ are not adjacent, then $\left\{v_{i}^{\prime \prime}, v_{j}^{\prime \prime}\right\}$ is not an edge in $(\operatorname{CFI}(G, g), \equiv)$. Otherwise, the origins of $v_{i}^{\prime \prime}$ and $v_{j}^{\prime \prime}$ are adjacent. Because $g$ is $\equiv$-compressible, $\left\{v_{i}^{\prime}, v_{j}^{\prime}\right\}$ is an edge in $\mathrm{CFI}(G, g) / \equiv$ if and only if $\left\{v_{i}^{\prime \prime}, v_{j}^{\prime \prime}\right\}$ is an edge in $\operatorname{CFI}(G, g) / \equiv$. Hence, $\left\{v_{i}^{\prime \prime}, v_{j}^{\prime \prime}\right\}$ is not an edge in $\operatorname{CFI}(G, g) / \equiv$.
The same arguments apply in the converse direction if the relations hold between the $v_{i}^{\prime}$, but not the $u_{i}^{\prime}$.
By induction on $s \leq r$ we shall prove that Spoiler has a strategy for the $r$-round game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$ such that the position in round $s$ has an $(r-s)$-round witness. The base case $s=0$ holds because the empty position in the game on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$ is an $r$-round witness for the empty position in the game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$. For the inductive step, let $s<r$ and suppose that the position $\bar{u} / \equiv, \bar{v}_{\equiv}$ in round $s$ has an $(r-s)$-witness $\bar{u}^{\prime}, \bar{v}^{\prime}$. If Spoiler removes a pair of pebbles, then we can remove the corresponding elements for the tuples, and the witness relation remains intact. Now suppose Spoiler wants to place a pair of pebbles $p_{i_{\ell+1}}, q_{i_{\ell+1}}$. Duplicator picks a bijection $h$ from $V(\operatorname{CFI}(G, f) / \equiv)$ to $V(\operatorname{CFI}(G, g) / \equiv)$. Without loss of generality, we may assume that $h\left(u_{i} / \equiv\right)=v_{i} / \equiv$ for all $i \in[\ell]$. Also recall that Duplicator plays color-preserving. This implies that $h$ permutes each color class. Hence, we can lift $h$ to a bijection $h^{\prime}$ from $V((\operatorname{CFI}(G, f), \equiv))$ to $V((\operatorname{CFI}(G, f), \equiv))$ : We set $h^{\prime}\left(u^{\prime}\right)=v^{\prime}$ if and only if $u^{\prime}$ and $v^{\prime}$ are of the same origin and $h\left(u^{\prime} / \equiv\right)=v_{\equiv}^{\prime}$. This, in particular, implies $h^{\prime}\left(u_{i}^{\prime}\right)=v_{i}^{\prime}$ for all $i \in[\ell]$.
Now suppose that in the $(r-s)$-round game on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$ in position $\bar{u}^{\prime}, \bar{v}^{\prime}$, Duplicator picks the bijection $h^{\prime}$, and Spoiler answers (according to Spoiler's winning strategy) by placing the pebble $p_{i_{\ell+1}}$ on the vertex $u_{\ell+1}^{\prime}$ and the pebble $q_{i_{\ell+1}}$ on the vertex $v_{\ell+1}^{\prime}:=h^{\prime}\left(u_{\ell+1}^{\prime}\right)$. Then in the game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$ with Duplicator choosing the bijection $h$, Spoiler places $p_{i_{\ell+1}}$ on $u_{\ell+1}^{\prime} / \equiv$ and $q_{i_{\ell+1}}$ on $v_{\ell+1}^{\prime} / \equiv$. Then $\left(u_{1}^{\prime}, \ldots, u_{\ell+1}^{\prime}\right),\left(v_{1}^{\prime}, \ldots, v_{\ell+1}^{\prime}\right)$ is an $(r-s-1)$-round witness for the new position $\left(u_{1} / \equiv, \ldots, u_{\ell} / \equiv, u_{\ell+1}^{\prime} / \equiv\right),\left(v_{1} / \equiv, \ldots, v_{\ell} / \equiv, v_{\ell+1}^{\prime} / \equiv\right)$.
3. Assume that $\operatorname{CFI}(G, f) / \equiv \not_{k}^{r} \operatorname{CFI}(G, g) / \equiv$. We turn a winning strategy of Spoiler in the $r$-round bijective $k$-pebble game played on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$ into a winning strategy of Spoiler in the $(r+2)$-round bijective $k$-pebble game played on $(\operatorname{CFI}(G, f), \equiv)$
and $(\operatorname{CFI}(G, g), \equiv)$.
We call a position $\bar{u}, \bar{v}$ of the game played on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$, that is, $\bar{u}=\left(u_{1}, \ldots, u_{\ell}\right)$ and $\bar{v}=\left(v_{1}, \ldots, v_{\ell}\right)$ for some $\ell \leq k, s$-round witnessed if the position

$$
\bar{u} / \equiv=\left(u_{1} / \equiv, \ldots, u_{\ell} / \equiv\right), \bar{v} / \equiv=\left(v_{1} / \equiv, \ldots, v_{\ell} / \equiv\right)
$$

of the game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$ is a winning position for Spoiler in the $s$-round game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$.
We show that if $\bar{u}, \bar{v}$ is 0 -round witnessed, then Spoiler wins the game on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$ in at most 2 additional rounds. The position $\bar{u} / \equiv, \bar{v} / \equiv$ in the game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$ does not induce a partial isomorphism. Because $u_{i}$ and $v_{i}$ have the same color (Duplicator plays color-preserving), $u_{i} / \equiv$ and $v_{i} / \equiv$ have the same color for all $i \in[\ell]$. If $u_{i} / \equiv=u_{j} / \equiv$ but $v_{i} / \equiv \neq v_{j} / \equiv$, then $u_{i} \equiv u_{j}$ but $v_{i} \not \equiv v_{j}$ and Spoiler wins immediately. Suppose $\left\{u_{i} / \equiv, u_{j} / \equiv\right\}$ is an edge in $\operatorname{CFI}(G, f) / \equiv$ but $\left\{v_{i} / \equiv, v_{j} / \equiv\right\}$ is not an edge in $\operatorname{CFI}(G, g) / \equiv$. On the one hand, there are vertices $u_{i}^{\prime} \equiv u_{i}$ and $u_{j}^{\prime} \equiv u_{i}$ such that $\left\{u_{i}^{\prime}, u_{j}^{\prime}\right\}$ is an edge in $(\operatorname{CFI}(G, f), \equiv)$. On the other hand, for every $v_{i}^{\prime} \equiv v_{i}$ and $v_{j}^{\prime} \equiv v_{j}$, the set $\left\{v_{i}^{\prime}, v_{j}^{\prime}\right\}$ is not an edge in $(\operatorname{CFI}(G, f), \equiv)$. Spoiler picks up a pebble pair different from the two placed on $u_{i}, v_{i}$ and $u_{j}, v_{j}$ (such a pair exists because $k \geq 3$ ). Spoiler places one pebble on $u_{i}^{\prime}$ and the other one on some vertex $v_{i}^{\prime}$ according to Duplicator's bijection. If $v_{i}^{\prime} \not \equiv v_{i}$, then Spoiler wins. Otherwise, Spoiler picks up the pebble pair placed on $u_{j}$ and $v_{j}$. Spoiler places one pebble on $u_{j}^{\prime}$ and the other one on some vertex $v_{j}^{\prime}$ according to Duplicator's bijection. If $v_{j}^{\prime} \not \equiv v_{j}$, then Spoiler wins again. Otherwise, as already argued above, $\left\{v_{i}^{\prime}, v_{j}^{\prime}\right\}$ is not an edge, but $\left\{u_{i}^{\prime}, u_{j}^{\prime}\right\}$ is. Thus, Spoiler wins after 2 additional rounds.
The same arguments apply in the converse direction if the relations hold between the $v_{i}$, but not the $u_{i}$.
We prove by induction on $s \leq r$ that Spoiler has a winning strategy in the $(r+2)$-round game on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$ such that the position reached in round $s$ is $(r-s)$-round witnessed. Clearly, the initial position is $r$-round witnessed because Spoiler wins the $r$-round game $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$. Assume $s<r$ and assume, by the induction hypothesis, that the position $\bar{u}, \bar{v}$ of the game on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$ is $(r-s)$-round witnessed. If Spoiler removes a pair of pebbles, then we can remove the corresponding elements from the tuples, and the position is still witnessed. Now suppose Spoiler wants to place a pair of pebbles $p_{i_{\ell+1}}, q_{i_{\ell+1}}$. Duplicator picks a color-preserving bijection $h$ from $V((\operatorname{CFI}(G, f), \equiv))$ to $V((\operatorname{CFI}(G, g), \equiv))$. We construct a bijection $h^{\prime}$ from $V(\operatorname{CFI}(G, f) / \equiv)$ to $V(\operatorname{CFI}(G, g) / \equiv)$. Assume $w / \equiv$ is an equivalence class such that $w$ is the unique minimal vertex of that class (with respect to the colors). We define $h^{\prime}(w / \equiv):=h(w) / \equiv$. Because minimal vertices in equivalence classes are unique, because vertices of the same gadget are never in the same equivalence class, and because $h$ is color preserving, the map $h^{\prime}$ is indeed a bijection. Now suppose that in the $(r-s)$-round game on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$, Duplicator plays $h^{\prime}$ as bijection. According to the winning strategy, Spoiler places the pebble $p_{i_{\ell+1}}$ on $u_{\ell+1} / \equiv$ and $q_{i^{+1}}$ on $v_{\ell+1} / \equiv=h^{\prime}\left(u_{\ell+1} / \equiv\right)$, where we assume without loss of generality that $u_{\ell+1}$ and $v_{\ell+1}$ are the minimal vertices of their classes. In the game on $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$, where Duplicator chooses the bijection $h$, Spoiler places $p_{i_{\ell+1}}$ on $u_{\ell+1}$ and $q_{i_{\ell+1}}$ on $v_{\ell+1}=h\left(u_{\ell+1}\right)$. Because Spoiler has a winning strategy on $\operatorname{CFI}(G, f) / \equiv$ and $\operatorname{CFI}(G, g) / \equiv$, the position $\left(u_{1}, \ldots, u_{\ell+1}\right),\left(v_{1}, \ldots, v_{\ell+1}\right)$ is $(r-s-1)$-round witnessed.
Corollary 14. For every $k \geq 3$, every $r \in \mathbb{N}$, every $G$-compression $\equiv$, and all $\equiv$-compressible $f, g: E(G) \rightarrow \mathbb{F}_{2}$, we have

$$
\begin{array}{lrlr}
\text { if } & (\mathrm{CFI}(G, f), \equiv) \simeq_{k}^{r}(\mathrm{CFI}(G, g), \equiv) & \text { and } & (\mathrm{CFI}(G, f), \equiv) \not \not_{k}^{r+1}(\mathrm{CFI}(G, g), \equiv) \text {, } \\
\text { then } & \mathrm{CFI}(G, f) / \equiv \simeq_{k}^{r-2} \mathrm{CFI}(G, g) / \equiv & \text { and } & \mathrm{CFI}(G, f) / \equiv \not_{k}^{r+1} \mathrm{CFI}(G, g) / \equiv .
\end{array}
$$

By the former corollary, we can study precompressed CFI graphs to obtain lower bounds on the iteration number of $k$-WL on compressed CFI graphs. To do so, we introduce a variant of the Cops and Robber game suitable for compressions.

### 4.3 Cops and Robbers for Precompressed CFI Graphs

We now describe a variant of the $k$-Cops and Robber game suitable for compressed CFI graphs. The compressed $k$-Cops and Robber game is played on an ordered base graph $G$ and a $G$-compression $\equiv$. The cops player places cops on up to $k$ many $\equiv$-equivalence classes and the robber is placed on one edge of $G$. Initially, only the robber is placed. The game proceeds as follows:

1. One cop is picked up, and a destination $v \in V(G)$ for this cop is selected.
2. The robber moves. To move from the current edge $e_{1}$ to another edge $e_{2}$, the robber has to provide a $\equiv$-compressible $G$-twisting that only twists the edges $e_{1}$ and $e_{2}$ and that fixes every vertex contained in a $\equiv$-equivalence class occupied by a cop.
3. The cop picked up in Step 1 is placed on $v$.

The robber is caught if the two endpoints of the robber-occupied edge are contained in copoccupied $\equiv$-equivalence classes. If the robber is caught after $r$ rounds, then the cops win in $r$ rounds. Otherwise, the robber wins in $r$ rounds. Note that the initial position of the robber may matter to decide who wins in the compressed game.

Lemma 15. Let $k \geq 3$, $\equiv$ be a $G$-compression, and $f, g: E(G) \rightarrow \mathbb{F}_{2}$ such that there is exactly one twisted edge $e$ with respect to $f$ and $g$. If the robber has a winning strategy in the $r$-round compressed $k$-Cops and Robber game, where the robber is initially placed on $e$, then $(\operatorname{CFI}(G, f), \equiv) \simeq_{k}^{r}(\operatorname{CFI}(G, g), \equiv)$.

Proof. We show that Duplicator has a winning strategy in the $r$-round bijective $k$-pebble game. Duplicator maintains a function $g^{\prime}: E(G) \rightarrow \mathbb{F}_{2}$ and an edge $e^{\prime} \in E(G)$ such that after $s \leq r$ rounds in position $\bar{u}, \bar{v}$,
(a) there is an isomorphism $\varphi:(\operatorname{CFI}(G, g), \equiv) \rightarrow\left(\operatorname{CFI}\left(G, g^{\prime}\right), \equiv\right)$ such that $\varphi(\bar{v})=\bar{u}$ (recall that CFI graphs over the same base graph have the same vertex set),
(b) only the base edge $e^{\prime}$ is twisted with respect to $f$ and $g^{\prime}$,
(c) at most one endpoint of $e^{\prime}$ is the origin of a vertex in $\bar{u}$, and
(d) the robber has a winning strategy in the $(r-s)$-round compressed $k$-Cop and Robber game, where the robber is placed on $e^{\prime}$ and the cops on the equivalence classes of the origins of the vertices in $\bar{u}$.

Because initially no pebbles are placed, the invariant clearly holds for $g^{\prime}=g$ and $e^{\prime}=e$. Assume, by the induction hypothesis, that after $s<r$ many rounds the invariant holds. Spoiler picks up a pair of pebbles. By Condition (a), these pebbles were placed on vertices with the same origin. In the compressed Cop and Robber game, a cop is picked up from the equivalence class of this origin. Now assume that Spoiler wants to place a pair of pebbles $p_{i_{\ell}+1}, q_{i_{\ell}+1}$. Duplicator defines a bijection $h$ from $V((\operatorname{CFI}(G, f), \equiv))$ to $V((\operatorname{CFI}(G, g), \equiv))$ as follows: Let $w$ be a vertex of $(\operatorname{CFI}(G, f), \equiv)$ and we want to define the image $h(w)$. Consider the compressed Cop and Robber game where a cop is placed on the equivalence class of the origin of $w$. Let $T_{w}$ be the $\equiv$-compressible $G$-twisting by which the robber moves from $e^{\prime}$ to $e_{w}^{\prime}$ following the robber's winning strategy. Furthermore, let $\psi_{w}:\left(\operatorname{CFI}\left(G, g^{\prime}\right), \equiv\right) \rightarrow\left(\operatorname{CFI}\left(G, g_{w}^{\prime}\right), \equiv\right)$ be the isomorphism corresponding to $T_{w}$ by Lemma 12. The isomorphism $\psi_{w}$ is the identity on all vertices whose
origin is fixed by $T_{w}$. In particular, $\psi_{w}$ is the identity on the pebbled vertices because their origins are occupied by the cops. Duplicator defines $h(w):=\varphi^{-1}\left(\psi_{w}^{-1}(w)\right)$. The map $h$ is clearly color-preserving. To prove that $h$ is a bijection, it suffices to show that $h$ permutes every color class. Because the move of the robber only depends on the origin of $w$, we actually have $T_{w}=T_{w^{\prime}}$ for all $w, w^{\prime}$ with the same origin or, equivalently, of the same color. Hence, $\psi_{w}=\psi_{w}^{\prime}$ for all $w, w^{\prime}$ of the same color and $h$ is a bijection.

Now Spoiler picks a vertex $w$ of $(\operatorname{CFI}(G, f), \equiv)$ and places the pebble $p_{i_{\ell}+1}$ on $w$ and the pebble $q_{i_{\ell}+1}$ on $h(w)=\varphi^{-1}\left(\psi_{w}^{-1}(w)\right)$. Set $g^{\prime \prime}:=g_{w}^{\prime}$ and $e^{\prime \prime}:=e_{w}^{\prime}$. Because $e^{\prime}$ is the only edge twisted with respect to $f$ and $g^{\prime}$ and $T_{w}$ twists $e^{\prime}$ and $e_{w}$, the edge $e^{\prime \prime}=e_{w}^{\prime}$ is the only edge twisted with respect to $f$ and $g^{\prime \prime}$. So Condition (b) holds. Because $\varphi$ is an isomorphism from $(\operatorname{CFI}(G, g), \equiv)$ to $\left(\operatorname{CFI}\left(G, g^{\prime}\right), \equiv\right)$ and $\psi_{w}$ is an isomorphism from $\left(\operatorname{CFI}\left(G, g^{\prime}\right), \equiv\right)$ to $\left(\operatorname{CFI}\left(G, g^{\prime \prime}\right), \equiv\right)$, the map $\varphi^{\prime}:=\psi_{w} \circ \varphi$ is an isomorphism from $(\operatorname{CFI}(G, g), \equiv)$ to $\left(\operatorname{CFI}\left(G, g^{\prime}\right), \equiv\right)$. Hence, $\varphi^{\prime}(h(w))=\psi_{w}\left(\varphi\left(\varphi^{-1}\left(\psi_{w}^{-1}(w)\right)\right)\right)=w$. Because $T_{w}$ fixes the origins of all vertices in $\bar{u}$, the isomorphism $\psi_{w}$ is the identity on $\bar{u}$. Thus, Condition (a) holds. Condition (c) holds because the twisting $T_{w}$ was given by a strategy of the robber. By placing the cop on the equivalence class of $w$ and moving the robber accordingly, the robber has a winning strategy in $r-s-1$ rounds by Condition (d). So the invariant is satisfied after round $s+1$. To show that Duplicator has not lost in this round, we need to argue that the new position defines a partial isomorphism. Corresponding pebbles are placed on vertices of the same color, and if $p_{i}$ and $p_{j}$ are placed on the same vertex, then so are $q_{i}$ and $q_{j}$ by Condition (a). By Condition (c), edges between two adjacent origins of pebbled vertices are never twisted with respect to $f$ and $g^{\prime \prime}$. So between $(\operatorname{CFI}(G, f), \equiv)$ and $\left(\operatorname{CFI}\left(G, g^{\prime \prime}\right), \equiv\right)$, the identity map on the pebbled vertices in $(\operatorname{CFI}(G, f), \equiv)$ is a partial isomorphism between $(\operatorname{CFI}(G, f), \equiv)$ and $\left(\operatorname{CFI}\left(G, g^{\prime \prime}\right), \equiv\right)$. By Condition (a), the pebbled vertices also define a partial isomorphism between $(\operatorname{CFI}(G, f), \equiv)$ and $(\operatorname{CFI}(G, g), \equiv)$. Duplicator updates $g^{\prime} \leftarrow g^{\prime \prime}$ and $e^{\prime} \leftarrow e^{\prime \prime}$.

From now on, we focus on compressible twistings and the compressed Cops and Robber game and do not require the details of the CFI construction anymore.

## 5 A Lower Bound for the Iteration Number

In this section, we give the proof of Theorem 1. We start by describing the base graphs and the equivalence relations that are used to construct the compressed CFI graphs. We also describe several auxiliary objects that are relevant for the analysis.

We now write $[0, \ell]$ for the set $\{0, \ldots, \ell\}$. For the remainder of this section, let us fix an arbitrary $k \geq 3$. We define

$$
f(k):=2 k+2
$$

Also let $w \geq 2 \cdot f(k)$ be sufficiently large, and let $p_{0}, \ldots, p_{k-1}$ be pairwise coprime integers such that

$$
\frac{w}{2}<p_{i} \leq w
$$

for all $i \in[0, k]$. Since $w$ is sufficiently large, such a collection of coprime integers exists. In fact, we can even choose them to be distinct prime numbers [24].

We use cylindrical grids as base graphs. We fix $I:=[0, k-1]$ as the set of rows. Let $\ell$ be a positive integer and suppose $J=[0, \ell-1]$. We use $I$ as set of rows and $J$ as set of columns to construct the cylindrical grid $C_{I, J}$ with vertex set $V\left(C_{I, J}\right):=I \times J$. Starting from the $I \times J$ grid, we connect the top and bottom most vertex in every column, i.e., we add the edge $\{(0, j),(k-1, j)\}$ for all $j \in J$. We also consider the toroidal grid $C_{I, J}^{*}$ with the same vertex set $V\left(C_{I, J}^{*}\right):=I \times J$. Starting from the cylindrical grid $C_{I, J}$, we also connect the first and last vertex in every row, i.e., we add the edge $\{(i, 0),(i, \ell-1)\}$ for all $i \in I$. We turn $C_{I, J}$ and $C_{I, J}^{*}$ into ordered base graphs using the lexicographical order on $I \times J$.


Figure 3: The cylindrical grid $C=C_{I, J}$ is drawn in black. It is a subgraph of the toroidal grid $C^{*}=C_{I, J^{*}}^{*}$ for which the additional vertices and edges are drawn in red. The blue regions mark the areas of $C$ in which the robber can be located in the proof of Lemma 28.


Figure 4: Sketch of the compression $\equiv$ and the additional equivalence $\equiv^{*}$. The figure shows the intervals of the rows of $C$ (drawn in black) and $C^{*}$ (additional intervals drawn in red as in Figure 3) that are identified by the equivalences. Some $\equiv^{*}$-equivalence classes are shown, each class in its own color. Vertices connected by lines are $\equiv$-equivalent and $\equiv^{*}$-equivalent. Dotted lines indicate $\equiv^{*}$-equivalence only. All vertices in gray areas of $C$ form singleton $\equiv$-equivalence classes.

We fix $J:=\left[0, \frac{1}{2} \cdot f(k) \cdot p_{1} \cdot p_{2} \cdots p_{k}-1\right]$ and $J^{*}:=\left[0, f(k) \cdot p_{1} \cdot p_{2} \cdots p_{k}-1\right]$. We consider the cylindrical grid $C:=C_{I, J}$ and the toroidal grid $C^{*}:=C_{I, J *}^{*}$. Note that $C$ is a subgraph of $C^{*}$ (see also Figure 3). We use the cylindrical grid $C$ as the actual base graph whereas $C^{*}$ serves as an auxiliary graph in the analysis.

We define multiple equivalence relations on $V(C)$ and $V\left(C^{*}\right)$. For a graph $G$, an equivalence relation $R$ on $V(G)$, and a vertex $u \in V(G)$, we denote by $u /_{R}$ the $R$-equivalence class containing $u$. For a set $W \subseteq V(G)$, we define the $R$-class of $W$ via $W / R:=\bigcup_{u \in W} u / R$.

We start by defining an equivalence relation $\equiv^{*}$ on $V\left(C^{*}\right)$. Vertices are only equivalent to vertices in the same row. In row $i$, the distance between equivalent vertices is a multiple of $f(k) \cdot p_{i} \cdot p_{i+1}$, where indices are taken modulo $k$. More formally, for $i, i^{\prime} \in I$ and $j, j^{\prime} \in J^{*}$, we set

$$
(i, j) \equiv^{*}\left(i^{\prime}, j^{\prime}\right) \quad \Longleftrightarrow \quad i=i^{\prime} \text { and }\left(j^{\prime}-j\right) \text { is divisible by } f(k) \cdot p_{i} \cdot p_{i+1}
$$

From $\equiv{ }^{*}$ we obtain the equivalence $\equiv$ on $V(C)$, which is used for the compression (note that $\left.V(C) \subseteq V\left(C^{*}\right)\right)$, as follows. In row $i$, we use the equivalence $\equiv^{*}$ except that several vertices are made singletons. Specifically, all vertices in the complete first interval of length $f(k) \cdot p_{i} \cdot p_{i+1}$ are singletons. Also vertices in the last uncropped repetition of this $f(k) \cdot p_{i} \cdot p_{i+1}$ length interval, plus possibly the vertices in a subsequent copped interval, are singletons. More formally, for $i, i^{\prime} \in I$ and $j \leq j^{\prime} \in J$, we set

$$
(i, j) \equiv\left(i^{\prime}, j^{\prime}\right) \quad \Longleftrightarrow \quad\left(i, i^{\prime}\right) \equiv^{*}\left(i^{\prime}, j^{\prime}\right) \text { and } j \geq f(k) \cdot p_{i} \cdot p_{i+1} \text { and } j^{\prime}<\lambda_{i} \cdot f(k) \cdot p_{i} \cdot p_{i+1},
$$

where $\lambda_{i}$ is the largest integer such that $\left(\lambda_{i}+1\right) \cdot f(k) \cdot p_{i} \cdot p_{i+1} \leq|J|$. A visualization is given in Figure 4. In particular, note that all vertices in the first and last $f(k)$ columns of $C$ form singleton $\equiv$-equivalence classes.
Lemma 16. The cylindrical grid C has width $|J|=\Theta\left(w^{k}\right)$ and $\equiv$ has $\Theta\left(w^{2}\right)$ many equivalence classes.

Proof. We have $|J|=\frac{1}{2} \cdot f(k) \cdot p_{1} \cdot p_{2} \cdots p_{k}$. Since $w / 2 \leq p_{i} \leq w$ for every $i \in I$, it follows that $|J|=\Theta\left(w^{k}\right)$.

To bound the number of equivalence classes, consider some row $i \in I$. Then there are at least $3 \cdot f(k) \cdot p_{i} \cdot p_{i+1}$ and at most $4 \cdot f(k) \cdot p_{i} \cdot p_{i+1}$ equivalence classes in the $i$-th row. Using again that $w / 2 \leq p_{i} \leq w$ for every $i \in I$, we obtain $\Theta\left(w^{2}\right)$ equivalence classes in total.

Lemma 17. The equivalence relation $\equiv$ is a $C$-compression.
Proof. Let $u, v \in V(C)$ such that $u \equiv v$ and $u \neq v$. We have to show that $u$ and $v$ are not adjacent and are of the same degree. By construction, $u$ and $v$ have distance at least $f(k)$ which in particular implies that they are not adjacent. Also, $u$ and $v$ are not in first or last column which implies that both have degree 4 .

Now that we established that $\equiv$ is a compression, we can use all results from Section 4. The goal is to prove a $\Omega\left(w^{k}\right)$ lower bound on the iteration number of $k$-WL on compressed CFI graphs over $C$. By Lemma 15, it suffices to show that the robber has a winning strategy in $\Omega\left(w^{k}\right)$ rounds in the compressed $(k+1)$-Cops and Robber game played on $(C, \equiv)$. Towards this, we define twistings to move the robber.

Definition 18 (End-to-End Twisting). For a set of vertices $W \subseteq V(C)$, an end-to-end twisting avoiding $W$ is a $\equiv$-compressible $C$-twisting that

1. twists some edge $e_{1}$ in the first column and some edge $e_{2}$ in the last column of $C$,
2. twists no other edge, and
3. fixes every vertex in $W / \equiv$.

We now consider situations in which there are end-to-end twistings avoiding a set $W \subseteq V(C)$. For $\ell \geq 2$, we define the equivalence relation $\approx_{\ell}$ on $V\left(C^{*}\right)=I \times J^{*}$ in such a way that, for all $i, i^{\prime} \in I$ and $j \leq j^{\prime} \in J^{*}$, we have

$$
(i, j) \approx_{\ell}\left(i^{\prime}, j^{\prime}\right) \quad \Longleftrightarrow \quad i=i^{\prime} \text { and }\left(j^{\prime}-j\right) \text { is divisible by } \ell
$$

Note that we use the same period in every row for $\approx_{\ell}$. Slightly abusing notation, we also use $\approx_{\ell}$ to denote the corresponding equivalence relation on $V(C)$.

Definition 19 (Pairwise-Separator). For a pair of consecutive rows $i$ and $i+1$ (indices taken modulo $k$ ), a set $W \subseteq V(C)$ is a pairwise-separator for rows $i$ and $i+1$ if $W / \approx_{f(k) p_{i+1}}$ separates the first and last column in the subgraph of $C$ induced by rows $i$ and $i+1$. The set $W$ is a pairwise-separator if $W$ is a pairwise-separator for rows $i$ and $i+1$ for every $i \in I$.

A path $P=\left(u_{1}, \ldots, u_{m}\right)$ in $C$ is $\ell$-periodic if $u_{1}$ and $u_{m}$ are in singleton $\equiv$-classes and, for every $i<m$ and every $v \in V(C)$ such that $v \approx_{\ell} u_{i}$ and $u_{i} / \equiv$ and $v / \equiv$ are not singleton classes, there is a $j<m$ such that $u_{j}=v$ and $u_{i+1} \approx_{\ell} u_{j+1}$. The path induces the $C$-twisting

$$
T_{P}:=\left\{\left(u_{i}, u_{i-1}\right),\left(u_{i}, u_{i+1}\right) \mid 1<i<m\right\} .
$$

Lemma 20. Let $I^{\prime} \subseteq I$ be a set of rows and $P=\left(u_{1}, \ldots, u_{m}\right)$ be a path in $C$ that only uses vertices from rows in $I^{\prime}$. Let $q$ be the greatest common divisor of all $f(k) p_{i} p_{i+1}$ for $i \in I^{\prime}$ (that is, $q=f(k) p_{i} p_{i+1}$ if $I^{\prime}=\{i\}, q=f(k) p_{i+1}$ if $I^{\prime}=\{i, i+1\}$, and $q=f(k)$ otherwise $)$. If $P$ is $q$-periodic, then the induced $C$-twisting $T_{P}$ is 三-compressible, twists the edges $\left\{u_{1}, u_{2}\right\}$ and $\left\{u_{m-1}, u_{m}\right\}$, twists no other edges, and fixes all vertices apart from $u_{1}, \ldots, u_{m}$.


Figure 5: The figure shows the $q$-periodic path (highlighted in red) for $q=f(k) p_{i+1}$ constructed in the proof of Lemma 21.

Proof. The $C$-twisting $T_{P}$ twists exactly the edges $\left\{u_{1}, u_{2}\right\}$ and $\left\{u_{m-1}, u_{m}\right\}$ and fixes all vertices apart from $u_{1}, \ldots, u_{m}$ by construction. To show that $T_{P}$ is $\equiv$-compressible, assume that $u, v_{\ell} \in V$ and $v_{\ell}$ is the $\ell$-th neighbor of $u$. We have to show that $\left(u, v_{\ell}\right) \in T_{P}$ if and only if $\left(u^{\prime}, v_{\ell}^{\prime}\right) \in T_{P}$ for every $u \equiv u^{\prime}$ such that $v_{\ell}^{\prime}$ is the $\ell$-th neighbor of $u^{\prime}$. By symmetry, it suffices to show that if $\left(u, v_{\ell}\right) \in T_{P}$, then $\left(u^{\prime}, v_{\ell}^{\prime}\right) \in T_{P}$. If $u / \equiv$ is a singleton class, then $u=u^{\prime}$ and $v_{\ell}=v_{\ell}^{\prime}$. So suppose otherwise. In particular, $u$ and $u^{\prime}$ are neither the first nor last vertex in $P$. Let $u=(s, t)$ and $u^{\prime}=\left(s^{\prime}, t^{\prime}\right)$. We have $s=s^{\prime}$ because $u \equiv u^{\prime}$. Because $f(k) p_{s} p_{s+1}$ is divisible by $q$, we also have $u \approx_{q} u^{\prime}$. Recall that we ordered the vertices lexicographically. That is, if $v_{\ell}$ is the right neighbor of $u$, then $v_{\ell}^{\prime}$ is the right neighbor of $u^{\prime}$ and similar for all other directions. Hence, $v_{\ell} \approx_{q} v_{\ell}^{\prime}$. Because $\left(u, v_{\ell}\right) \in T_{P}$, there is an $i$ such that $\left\{u, v_{\ell}\right\}=\left\{u_{i}, u_{i+1}\right\}$. Because $u$ is neither the first nor the last vertex in $P$, we may assume without loss of generality that $u=u_{i}$ and $v_{\ell}=u_{i+1}$. Since $P$ is $q$-periodic, there is a $j$ such that $u^{\prime}=u_{j}$ and $v_{\ell}^{\prime}=u_{j+1}$. This implies that $\left(u_{j}, u_{j+1}\right)=\left(u^{\prime}, v_{\ell}^{\prime}\right) \in T_{P}$.

We use periodic paths in Lemmas 21 and 25 to construct end-to-end twistings.
Lemma 21. Let $W \subseteq V(C)$ be a set of at most $k$ vertices of $C$ such that $W$ is not a pairwiseseparator. Then there is an end-to-end twisting avoiding $W$.

Proof. Suppose $W$ is not a pairwise-separator. If $W$ does not contain an element from every row, then there is a row $i$ such that no vertices of row $i$ are in $W$. Hence, there is a path from one end to the other that avoids $W$ and only uses vertices of row $i$. This path is trivially $\left(f(k) p_{i} p_{i+1}\right)$-periodic and thus induces the desired end-to-end twisting by Lemma 20.

So suppose otherwise. There is some $i \in I$ such that $W$ is not a pairwise-separator for rows $i$ and $i+1$. The set $W$ contains exactly one element from row $i$, say $(i, j)$, and one from row $i+1$, say $\left(i+1, j^{\prime}\right)$. Since $W / \approx_{f(k) p_{i+1}}$ does not separate the ends of rows $i$ and $i+1$, we conclude that $\left(j-j^{\prime}\right) \bmod f(k) p_{i+1} \notin\{-1,0,1\}$. Then the path that contains the vertices

$$
\begin{aligned}
& \left\{(i, \ell) \mid(j-\ell) \bmod f(k) p_{i+1} \neq 0\right\} \text { and } \\
& \left\{(i+1, \ell) \mid(j-\ell) \bmod f(k) p_{i+1} \in\{-1,0,1\}\right\}
\end{aligned}
$$

is $\left(f(k) p_{i+1}\right)$-periodic (see Figure 5) and induces the desired end-to-end twisting by Lemma 20.

In the cylindrical grid $C$, we are interested in $k$-vertex sets $W \subseteq V(C)$ such that $W / \equiv$ separates the first from the last column. To analyze how such separators can be moved, we consider the toroidal grid $C^{*}$. We say that the $j$-th and $j^{\prime}$-th column $\left(j, j^{\prime} \in J^{*}\right)$ of $C^{*}$ are consecutive if $\left(j-j^{\prime}\right) \bmod \left|J^{*}\right| \in\{-1,0,1\}$.

Definition 22 (Vertical Separator). A set $W \subseteq V(C)$ is a vertical separator if in the graph $C-W$ the first column is separated from the last column. A set $W \subseteq V\left(C^{*}\right)$ is a toroidal vertical separator if there is a number $z \in \mathbb{Z}$ such that $W$ shifted by $z$ columns in $C^{*}$, i.e., the set $\left\{\left(i,(j+z) \bmod \left|J^{*}\right|\right) \mid(i, j) \in W\right\} \cap V(C)$, is a vertical separator of $C$.

In particular, every vertical separator is a toroidal vertical separator. We regularly rely on the following simple properties of $k$-vertex toroidal vertical separators.

Lemma 23. Let $S \subseteq V\left(C^{*}\right)$ be a $k$-vertex toroidal vertical separator. Then
(i) $S$ contains exactly one vertex per row.
(ii) If $(i, j)$ and $\left(i+1, j^{\prime}\right)$ are the vertices in row $i$ and $i+1$ in $S$ (row indices modulo $k$ ), then the $j$-th and $j^{\prime}$-th column are consecutive in $C^{*}$.
(iii) $S$ spans at most $k$ consecutive columns of $C^{*}$, i.e., there is column $j \in J^{*}$ such that $S \subseteq\left\{\left(i,(j+\ell) \bmod \left|J^{*}\right|\right) \mid i, \ell \in[0, k-1]\right\}$.

Proof. Because there are $k$ rows and $S$ contains $k$ vertices, Part (i) follows. For Part (ii), suppose $(i, j),\left(i+1, j^{\prime}\right) \in S$ are the unique vertices in rows $i$ and $i+1$ in $S$. Since $S$ is a toroidal vertical separator, there is some $z \in \mathbb{Z}$ such that $S_{z}:=\left\{\left(i,(j+z) \bmod \left|J^{*}\right|\right) \mid(i, j) \in W\right\} \cap V(C)$ is a vertical separator of $C$. Suppose towards a contradiction that the $j$-th and $j^{\prime}$-th columns are not consecutive. If one of $\left(i,(j+z) \bmod \left|J^{*}\right|\right)$ and $\left(i^{\prime},\left(j^{\prime}+z\right) \bmod \left|J^{*}\right|\right)$ is not contained in $V(C)$, then there is clearly a path from the first to the last column in $C-S_{z}$. Otherwise, assume by symmetry $(j+z) \bmod \left|J^{*}\right| \leq\left(j^{\prime}+z\right) \bmod \left|J^{*}\right|$. Because the $j$-th and $j^{\prime}$-th column are not consecutive, we have $j+1<j^{\prime}$. Hence, $((i+1,0), \ldots,(i+1, j+1),(i, j+1), \ldots,(i,|J|-1))$ is a path in $C-S_{z}$. In both cases, we obtain a contradiction. Finally, Part (iii) immediately follows from Part (ii).

We define $\approx:=\approx_{f(k)}$ (as before, slightly abusing notation, we use $\approx$ on both graphs $C$ and $C^{*}$ ).

Definition 24 (Pseudo-Separator). A set $W \subseteq V(C)$ is a pseudo-separator if $W$ is a pairwiseseparator and $W / \approx$ is a vertical separator.

Lemma 25. Let $W \subseteq V(C)$ be a set of at most $k$ vertices such that $W$ is not a pseudo-separator. Then there is an end-to-end twisting avoiding $W$.

Proof. If $W$ is not a pairwise-separator, then there is an end-to-end twisting avoiding $W$ by Lemma 21.

Otherwise, $W / \approx$ is not a toroidal vertical separator. In this case, there is a path $P$ from a vertex in column 1 to a vertex in column $2 f(k)$ that avoids $W / \approx$. Since $W$ has at most $k$ elements and $f(k)>k$, there is a column $j \in[0, f(k)-1]$ that contains no element of $W / \approx$. Let $P^{\prime}$ be a subpath of $P$ containing exactly one vertex from column $j$, one vertex from column $j+f(k)$ and otherwise only vertices in the columns between $j$ and $j+f(k)$. Such a subpath exists because $P$ starts in column 1 and ends in column $2 f(k)$.

Suppose $(i, j)$ is the one endpoint of $P^{\prime}$ and $\left(i^{\prime}, j+f(k)\right)$ is the other. We extend $P^{\prime}$ to a path $Q$ by adding as initial segment a path from $\left(i^{\prime}, j\right)$ to $(i, j)$ in column $j$ (if $i=i^{\prime}$ then $Q=P^{\prime}$ ). Note that $Q$ is a path spanning $f(k)$ columns which starts and ends in the same row. Also note that $Q$ avoids $W / \approx$.

Finally, we construct the path $\widehat{Q}$ by shifting $Q$ by multiples of $f(k)$, that is, $\widehat{Q}$ has vertices

$$
V(\widehat{Q}):=\{(i, j+z \cdot f(k)) \mid(i, j) \in V(Q), z \in \mathbb{Z}\} \cap V(C)
$$

and edges

$$
E(\widehat{Q}):=\left\{\left\{(i, j+z \cdot f(k)),\left(i^{\prime}, j^{\prime}+z \cdot f(k)\right)\right\} \mid\left\{(i, j),\left(i^{\prime}, j^{\prime}\right)\right\} \in E(Q), z \in \mathbb{Z}\right\} \cap E(C) .
$$

The path $\widehat{Q}$ is $f(k)$-periodic by construction and induces the desired end-to-end twisting avoiding $W$ by Lemma 20 (note that $\widehat{Q}$ is trivially $(f(k) p)$-periodic for every positive $p \in \mathbb{N}$ ).

If $W$ is a pseudo-separator, we cannot construct end-to-end twistings in general. In this case, the goal is to show that pseudo-separators not containing proper vertical separators cannot be used to catch the robber.

Lemma 26. Let $W \subseteq V(C)$ be a set of at most $k$ vertices.

1. There is at most one $k$-vertex toroidal vertical separator $S_{W} \subseteq W / \equiv^{*}$ (and thus at most one vertical separator).
2. If $W / \equiv *$ is a toroidal vertical separator, then there is a $k$-vertex toroidal vertical separator $S_{W} \subseteq W / \equiv *$.

Proof. We first prove the first claim. If $W / \equiv^{*}$ contains some $k$-vertex toroidal vertical separator $S_{W}$, then $W$ contains exactly one vertex from every row using Lemma 23(i). Suppose $S_{W}^{\prime} \subseteq W / \equiv^{*}$ is a second $k$-vertex toroidal vertical separator. Note that $S_{W}$ and $S_{W}^{\prime}$ also contain exactly one vertex from every row. Let us make three observations:
(a) $S_{W}$ is contained in $k$ consecutive columns of $C^{*}$ by Lemma 23 (iii). So, if $(s, t),(i, j) \in S_{W}$, then $\left((t-j) \bmod \left|J^{*}\right|\right)<k$.
(b) Similarly, if $\left(s, t^{\prime}\right),\left(i, j^{\prime}\right) \in S_{W}^{\prime}$, then $\left(\left(t^{\prime}-j^{\prime}\right) \bmod \left|J^{*}\right|\right)<k$.
(c) Suppose ( $i, j$ ) and $\left(i, j^{\prime}\right)$ are vertices in row $i$ in $S_{W}$ and $S_{W}^{\prime}$, respectively. Both vertices are in particular in $W / \equiv^{*}$. Thus, $\left(j-j^{\prime}\right) \bmod f(k) p_{i} p_{i+1}=0$.

We claim that, for all $i \in I$, all $(s, t) \in S_{W}$, and all $\left(s, t^{\prime}\right) \in S_{W}^{\prime}$, we have

$$
\begin{equation*}
\left(t-t^{\prime}\right) \bmod f(k) p_{i} p_{i+1} \in\{-2 k, \ldots, 2 k\} . \tag{1}
\end{equation*}
$$

To see this, let $\left(i, t_{i}\right)$ be the vertex of row $i$ in $S_{W}$, and let $\left(i, t_{i}^{\prime}\right)$ be the vertex of row $i$ in $S_{W}^{\prime}$. By (c), we get $\left(t_{i}-t_{i}^{\prime}\right) \bmod f(k) p_{i} p_{i+1}=0$, and by (a) and (b), we get $\left(\left(t-t_{i}\right) \bmod \left|J^{*}\right|\right)<k$ and $\left(\left(t^{\prime}-t_{i}^{\prime}\right) \bmod \left|J^{*}\right|\right)<k$, respectively. This implies the claim since $f(k) p_{i} p_{i+1}$ divides $\left|J^{*}\right|$.

Furthermore, by (c) (using $s$ in place of $i$ ) we get that

$$
\left(t-t^{\prime}\right) \bmod f(k) p_{s} p_{s+1}=0
$$

which in particular implies that

$$
\begin{equation*}
\left(t-t^{\prime}\right) \bmod f(k)=0 \tag{2}
\end{equation*}
$$

Since $f(k)>2 k$, we can combine Equations (1) and (2) and obtain that

$$
\left(t-t^{\prime}\right) \bmod f(k) p_{i} p_{i+1}=0
$$

for all $i \in[k]$. It follows that

$$
\left(t-t^{\prime}\right) \bmod f(k) p_{1} p_{2} \cdots p_{k}=0
$$

since all $p_{i}$ are pairwise coprime. This implies $t=t^{\prime}$. So overall, for all $(s, t) \in S_{W}$ and all $\left(s, t^{\prime}\right) \in S_{W}^{\prime}$, we have $t=t^{\prime}$. This means that $S_{W}=S_{W}^{\prime}$.

It remains to show the second claim. Suppose that $W / \equiv^{*}$ is a toroidal vertical separator. Note that $W / \equiv^{*}$ contains a vertex from every row. Because $W$ is of size at most $k$, the set $W / \equiv^{*}$ consists of exactly one $\equiv^{*}$-equivalence class per row. Let $S_{W}$ be a minimal toroidal vertical separator such that $S_{W} \subseteq W / \equiv^{*}$. For the sake of contradiction suppose that $\left|S_{W}\right|>k$. Assume that $S_{W}$ contains two vertices $(i, j)$ and $\left(i, j^{\prime}\right)$ of row $i$. Consider the columns $j, \ldots, j+f(k)-1$ (column indices modulo $\left|J^{*}\right|$ ). Then $S_{W}$ contains vertices of at most $k$ of these columns because $\equiv^{*}$-equivalent vertices in the same row have distance at least $f(k)$ and $W / \equiv$ ㅇ contains at most
one $\equiv$-equivalence class per row. That is, there is a column between the $j$-th and the $(j+f(k))$ th column of which no vertex is contained in $S_{W}$. Similarly, there is also a column between the $j^{\prime}$-th and the $\left(j^{\prime}+f(k)\right)$-th column of which no vertex is contained in $S_{W}$. Hence, at least one of $(i, j)$ and $\left(i, j^{\prime}\right)$ can be removed from $S_{W}$ such that we still obtain a vertical toroidal separator. This contradicts $S_{W}$ being minimal.

Using these unique $k$-vertex toroidal vertical separators, we show that a pseudo-separator $W$ that is not a toroidal vertical separator cannot be turned into a toroidal vertical separator by exchanging a single vertex in $W$.

Lemma 27. Let $W, W^{\prime} \subseteq V(C)$ be pseudo-separators each of size $k$ differing by at most one vertex (i.e., $\left|W \cap W^{\prime}\right| \geq k-1$ ). Suppose that $W / \equiv^{*}$ is a toroidal vertical separator. Then

1. $W^{\prime} / \equiv^{*}$ contains a $k$-vertex toroidal vertical separator,
2. the unique $k$-vertex toroidal vertical separators $S_{W} \subseteq W / \equiv^{*}$ and $S_{W^{\prime}} \subseteq W^{\prime} /$ ミ* $^{*}$ (see Lemma 26) differ by at most one vertex (i.e., $\left|S_{W} \cap S_{W^{\prime}}\right| \geq k-1$ ), and
3. every $u \in S_{W^{\prime}}$ has distance at most 2 to $S_{W}$ in $C^{*}$.

Proof. Note that $W$ and $W^{\prime}$ each contain exactly one vertex from every row. If $W / \equiv^{*}=W^{\prime} / \equiv^{*}$, there is nothing to show, because the set $S_{W}$ only depends on $W / \equiv^{*}$ (Lemma 26).

So assume that $W / \equiv^{*} \neq W^{\prime} / \equiv^{*}$ and let $i \in I$ denote the unique row where $W$ and $W^{\prime}$ differ. By Lemma 26, there is a unique $k$-vertex toroidal vertical separator $S_{W} \subseteq W / \equiv^{*}$. Let $v_{i}=\left(i, j_{i}\right)$ denote the vertex of $S_{W}$ in row $i$.
Claim 1. There is a vertex $v_{i}^{*}=\left(i, j_{i}^{*}\right) \in W^{\prime} / \approx$ such that $\left(S_{W} \backslash\left\{v_{i}\right\}\right) \cup\left\{v_{i}^{*}\right\}$ is a toroidal vertical separator.

Proof. Since $W^{\prime}$ is a pseudo-separator, the set $W^{\prime} / \approx$ contains some $k$-vertex toroidal vertical separator $S^{\prime}$. The elements in $S^{\prime}$ span at most $k$ consecutive columns by Lemma 23(iii). This implies that the set $W^{\prime} / \approx$ is a periodic set of $k$-vertex toroidal vertical separators that repeat every $f(k)$ columns. More precisely, for every $z \in \mathbb{Z}$, we define

$$
S_{z}^{\prime}:=\left\{\left(i,(j+z \cdot f(k)) \bmod \left|J^{*}\right|\right) \mid(i, j) \in S^{\prime}\right\} .
$$

Every $S_{z}^{\prime}$ is a $k$-vertex toroidal vertical separator because we just shifted $S^{\prime}$ by $z \cdot f(k)$.
When regarding the columns of elements from different toroidal vertical separators, the distance is at least $f(k)-k$. Conversely, elements of $W^{\prime} / \approx$ whose columns are less than $f(k)-k$ apart are in the same toroidal vertical separator. Thus, there exists an index $z \in \mathbb{Z}$ such that $S_{W} \backslash\left\{v_{i}\right\} \subseteq S_{z}^{\prime}$. Hence, there is a vertex $v_{i}^{*}:=\left(i, j_{i}^{*}\right) \in W^{\prime} / \approx$ in row $i$ so that the set $\left(S_{W} \backslash\left\{v_{i}\right\}\right) \cup\left\{v_{i}^{*}\right\}=S_{z}^{\prime}$ is a toroidal vertical separator.

Let $v_{i}^{*}=\left(i, j_{i}^{*}\right) \in W^{\prime} / \approx$ be the vertex from Claim 1 such that $S_{W^{\prime}}:=\left(S_{W} \backslash\left\{v_{i}\right\}\right) \cup\left\{v_{i}^{*}\right\}$ is a toroidal vertical separator. In particular, $v_{i}^{*}$ has distance at most 2 to $v_{i}$ in $C^{*}$ by Lemma 23(ii).
Claim 2. $S_{W^{\prime}} \subseteq W^{\prime} / \equiv^{*}$.
Proof. First observe that $S_{W} \backslash\left\{v_{i}\right\} \subseteq W^{\prime} / \equiv^{*}$ since $W$ and $W^{\prime}$ only differ in row $i$. So it remains to argue that $v_{i}^{*} \in W^{\prime} / \equiv^{*}$. Let $v_{i}^{\prime}:=\left(i, j_{i}^{\prime}\right)$ denote the unique vertex from $W^{\prime}$ in row $i$.

The sets $S_{W}$ and $\left(S_{W} \backslash\left\{v_{i}\right\}\right) \cup\left\{v_{i}^{\prime}\right\}$ contain the same vertex $\left(i+1, j_{i+1}\right)$ in row $(i+1)$ (row indices are modulo $k$ ). Since $W, S_{W} \subseteq W / \equiv^{*}$ are both $k$-element sets containing one vertex from each row, we conclude that $W / \equiv^{*}=S_{W} / \equiv^{*}$. Similarly, $W^{\prime} / \equiv^{*}=\left(\left(S_{W} \backslash\left\{v_{i}\right\}\right) \cup\left\{v_{i}^{\prime}\right\}\right) / \equiv^{*}$. Together with the fact that $W$ and $W^{\prime}$ are pseudo-separators (and in particular pairwiseseparators), this implies

$$
\left(j_{i}-j_{i}^{\prime}\right) \bmod f(k) p_{i+1} \in\{-2, \ldots, 2\} .
$$

Similarly, $S_{W}$ and $\left(S_{W} \backslash\left\{v_{i}\right\}\right) \cup\left\{v_{i}^{\prime}\right\}$ contain the same element $\left(i-1, j_{i-1}\right)$ in row $(i-1)$. Thus,

$$
\left(j_{i}-j_{i}^{\prime}\right) \bmod f(k) p_{i} \in\{-2, \ldots, 2\}
$$

In fact, we have more strongly that

$$
\left(j_{i}-j_{i}^{\prime}\right) \bmod f(k) p_{i+1}=\left(j_{i}-j_{i}^{\prime}\right) \bmod f(k) p_{i}
$$

Together these statements imply that

$$
\left(j_{i}-j_{i}^{\prime}\right) \bmod f(k) p_{i} p_{i+1} \in\{-2, \ldots, 2\}
$$

by the Chinese Remainder Theorem. So there is some vertex $v_{i}^{\prime \prime}=\left(i, j_{i}^{\prime \prime}\right)$ in row $i$ in $W^{\prime} / \equiv^{*}$ with $\left(\left(j_{i}^{\prime \prime}-j_{i}\right) \bmod \left|J^{*}\right|\right) \in\{-2, \ldots, 2\}$.

Now $v_{i}^{*}=\left(i, j_{i}^{*}\right)$ and $v_{i}^{\prime \prime}=\left(i, j_{i}^{\prime \prime}\right)$ are both row $i$ vertices in $W^{\prime} / \approx$ in a column at most $k$ away from $v_{i}=\left(i, j_{i}\right)$ in $C^{*}$. This means $v_{i}^{*}=v_{i}^{\prime \prime} \in W^{\prime} / \equiv^{*}$ since distinct vertices in $W^{\prime} / \approx$ that are in same row have distance at least $f(k)$.

Hence, $S_{W^{\prime}}=\left(S_{W} \backslash\left\{v_{i}\right\}\right) \cup\left\{v_{i}^{*}\right\} \subseteq W^{\prime} / \equiv *$ is a toroidal vertical separator by Claims 1 and 2 . Together with Lemma 26, this proves Part 1 and 2 of the lemma. To prove Part 3, let $u \in S_{W^{\prime}}$. If $u \in S_{W}$, then $u$ has distance 0 to $S_{W}$. Otherwise, $u=v_{i}^{*}$ and $v_{i}^{*}$ has distance at most 2 to $v_{i} \in S_{W}$ in $C^{*}$.

We are finally ready to consider the compressed Cops and Robber game on $C_{I, J}$ and the compression $\equiv$ (Lemma 17).

Lemma 28. The robber has a winning strategy in the $\Omega\left(w^{k}\right)$-round compressed $(k+1)$-Cops and Robber game played on $C$ and $\equiv$ when the robber is initially placed on an edge in the first column.

Proof. We set $\ell:=|J| / 6-(k+2)$ and show that the robber wins the $\ell$-round game. By Lemma 16, we have $\ell=\Omega\left(w^{k}\right)$. We prove by induction on the number of rounds $r \leq \ell$ that the robber can maintain two invariants. For this consider in round $r$ the situation when it is the robber's turn to move and thus at most $k$ many $\equiv$-equivalence classes are occupied by the cops. Let $W \subseteq V(C)$ be a set of at most $k$ vertices containing exactly one vertex per cop-occupied equivalence class. We call such a set $W$ a cop position. We also say that the cops are placed on the vertices $W / \equiv$. The two invariants are that the cop position $W$ satisfies the following properties:
(I.1) The robber is located at a cop-free column among the first $k+2$ or last $k+2$ columns of the cylindrical grid $C$.
(I.2) If $W /$ इ* $^{*}$ is a toroidal vertical separator then the following holds:

- If the robber is located within the first $k+2$ columns, the distance in the toroidal grid $C^{*}$ between column 1 (i.e., the set $I \times\{0\}$ ) and the unique $k$-vertex toroidal vertical separator $S_{W} \subseteq W / \equiv^{*}($ Lemma 26$)$ is at least $|J| / 3-2 r$.
- If the robber is located within the last $k+2$ columns, the distance in the toroidal grid $C^{*}$ between column $|J|$ (i.e., the set $I \times\{|J|-1\}$ ) and the unique $k$-vertex toroidal vertical separator $S_{W} \subseteq W / \equiv^{*}($ Lemma 26) is at least $|J| / 3-2 r$.

Note that the invariant is independent of the chosen cop position because all vertices in the first and last $k+2$ columns of $C$ are singleton $\equiv$-equivalence classes. Moreover, $W / \equiv^{*}$ is independent of the chosen cop position because $\equiv$-equivalent vertices are always $\equiv$ *-equivalent.

In the beginning of the game, the invariant clearly holds because no cop is placed. So assume we are in round $r<\ell$ and let $W$ be a cop position for the currently placed cops. Let $x \in V(C)$
be a vertex in the $\equiv$-equivalence class on which the next cop will be placed resulting in the cop position $X:=W \cup\{x\}$. By Invariant (I.1), the robber is located within the first or last $k+2$ columns of $C$. Assume by symmetry that the robber is located within the first $k+2$ columns. We make the following case distinction:

1. Assume $W / \equiv^{*}$ is a toroidal vertical separator. The robber picks a column among the first $k+2$ not containing a vertex of $X$. Such a column exists because $X$ contains vertices from at most $k+1$ columns. By Invariant (I.2), $W / \equiv^{*}$ does not separate the first $k+2$ columns, so there is a path from the robber to that column within the first $k+2$ columns. Hence, this path only uses vertices in singleton $\equiv$-equivalence classes and thus induces a $\equiv$-compressible $C$-twisting avoiding $W / \equiv$. The robber moves to this column. Now a cop is placed on the $\equiv$-equivalence class of $x$. By construction, the column of the robber is still cop-free and hence Invariant (I.1) still holds when a cop is picked up again. In particular, the robber does not loose in this round.
Now a cop is picked up again resulting in a cop position $\widehat{W} \subseteq X$. Let $S_{W} \subseteq W / \equiv *$ be the unique $k$-vertex vertical separator contained in $W / \equiv *$ (see Lemma 26). In particular $W$ is a pseudo-separator. Because $k$-vertex pseudo-separators have to contain exactly one vertex per row, there is at most one other $k$-vertex pseudo-separator $W^{\prime} \subseteq X$ distinct from $W$ ( $W^{\prime}$ contains $x$ but not the vertex in the same row in $W$ ). We make another case distinction:

- Assume the other pseudo-separator $W^{\prime}$ exists. Then, by Lemma 27, $W^{\prime} /$ ®* contains $^{\text {e }}$ a unique $k$-vertex toroidal vertical separator $S_{W^{\prime}} \subseteq W^{\prime} / \overline{彡 *}^{*}$ differing by at most one vertex from $S_{W}$. This vertex has distance 2 to $S_{W}$. If $\widehat{W} / \equiv^{*}$ is a toroidal vertical separator, then $\widehat{W}=W^{\prime}$ or $\widehat{W}=W$ (because $\widehat{W}$ is in particular a pseudo-separator) and the unique $k$-vertex toroidal vertical separator contained in $\widehat{W} / \equiv^{*}$ is either $S_{W}$ or $S_{W^{\prime}}$. So the distance between the first column and the $k$-vertex toroidal vertical separator decreased by at most 2. Hence, Invariant (I.2) holds. If otherwise $\widehat{W} / \equiv^{*}$ is not a toroidal vertical separator, then Invariant (I.2) trivially holds.
- Otherwise $W$ is the only $k$-vertex pseudo-separator contained in $X$. If $\widehat{W} / \equiv^{*}$ is a toroidal vertical separator, then $\widehat{W}=W$ and thus Invariant (I.2) holds. Otherwise, Invariant (I.2) trivially holds.

2. Assume $W / \equiv *$ is a pseudo-separator but not a toroidal vertical separator. In particular, $W / \equiv$ does not separate the first $k+2$ columns of $C$. The robber moves to a column among the first $k+2$ not containing a vertex of $X$ exactly as in Case 1. A cop is placed on the $\equiv$-equivalence class of $x$. The robber is still in a cop-free column. Hence, Invariant (I.1) still holds hold once a cop is picked up again and the robber does not lose in this round. A cop is picked up again resulting in a cop position $\widehat{W} \subseteq X$.
As in Case 1, there can be at most one other pseudo-separator $W^{\prime} \subseteq X$ distinct from $W$. If $\widehat{W}$ is not a pseudo-separator, then in particular $\widehat{W} / \equiv^{*}$ is not a toroidal vertical separator and Invariant (I.2) trivially holds.
Otherwise, $\widehat{W}$ is a pseudo-separator. Then, by Lemmas 26 and $27, \widehat{W} / \equiv^{*}$ cannot be a toroidal vertical separator and Invariant (I.2) trivially holds.
3. Lastly, assume $W / \equiv^{*}$ is not a pseudo-separator. There can be at most one pseudoseparator $W^{\prime} \subseteq X$ (because $k$-vertex pseudo-separators contain exactly one vertex per row and $W$ is not a pseudo-separator). We make another case distinction:
(a) Assume this pseudo-separator $W^{\prime}$ exists and that $W^{\prime} / \equiv^{*}$ is a toroidal vertical separator. Then $W^{\prime} / \equiv *$ contains a unique $k$-vertex toroidal vertical separator $S_{W^{\prime}} \subseteq W^{\prime} / \equiv *$ by Lemma 26. We distinguish two more cases:

- Assume the first column has distance at least $|J| / 3$ to $S_{W^{\prime}}$ in the toroidal grid $C^{*}$. The robber moves to a column among the first $k+2$ not containing a vertex of $X$. A cop is placed on the $\equiv$-equivalence class of $x$. The robber does not lose in this round and Invariant (I.1) holds as before. After a cop is picked up, let $\widehat{W} \subseteq X$ be the resulting cop position.
If $\widehat{W} / \equiv^{*}$ is a toroidal vertical separator, then $\widehat{W}=W^{\prime}$ and the robber has distance at least $|J| / 3$ to $S_{W^{\prime}}$ satisfying Invariant (I.2). Otherwise, $\widehat{W} / \equiv^{*}$ is not a toroidal vertical separator and Invariant (I.2) trivially holds.
- Otherwise, the first column has distance less than $|J| / 3$ to $S_{W^{\prime}}$ in the toroidal grid $C^{*}$. By construction and Lemma 23, the last column of the cylindrical grid $C$ has distance at least $|J|-|J| / 3-3 k-3 \geq|J| / 3$ to $S_{W^{\prime}}$ in the toroidal grid $C^{*}$ because $S_{W^{\prime}}$ spans at most $k$ consecutive columns in $C^{*}$ (see Figure 3). Recall that $C$ is a subgraph of $C^{*}$ and that $C$ has length $|J|$ and $C^{*}$ has length $\left|J^{*}\right|=2 \cdot|J|$.
Because $W$ is not a pseudo-separator, there exists an end-to-end twisting avoiding $W$ by Lemma 25 that twists two edges $e_{1}$ and $e_{2}$. Assume that $e_{1}$ is the edge in the first column of $C$. Because the robber is in a cop-free column and this twisting exists, there is a $W$-avoiding path from the robber to $e_{1}$ within the first $k+2$ columns. Via this path and the end-to-end twisting, the robber moves to the last column in $C$. From there, the robber moves to a column not containing a vertex of $X$ among the last $k+2$ as seen earlier for the first $k+2$ columns.
A cop is placed on the $\equiv$-equivalence class of $x$. Again, the robber does not lose and Invariant (I.1) holds. Next, a cop is picked up resulting in the cop position $\widehat{W} \subseteq X$. If $\widehat{W}$ is a toroidal vertical separator, then $\widehat{W}=W^{\prime}$, the robber has distance at least $|J| / 3$ to $S_{W^{\prime}}$, and thus Invariant (I.2) holds. Otherwise, $\widehat{W}$ is not a toroidal vertical separator and Invariant (I.2) trivially holds.
(b) Otherwise, the robber moves to a column among the first $k+2$ not containing a vertex of $X$. This is done as in Case 1. A cop is placed on the $\equiv$-equivalence class of $x$. The robber does not lose in this round and Invariant (I.1) holds as before. After a cop is picked up, the resulting cop position $\widehat{W} \subseteq X$ is not a toroidal vertical separator because, for no $k$-vertex subset $W^{\prime} \subseteq X$, the set $W^{\prime} / \equiv^{*}$ is a toroidal vertical separator. Thus, Invariant (I.2) trivially holds.

Lemma 29. Let $f, g: E \rightarrow \mathbb{F}_{2}$ twist a single edge contained in the first column. Spoiler wins the bijective ( $k+1$ )-pebble game played on $\operatorname{CFI}\left(C_{I, J}, f\right) / \equiv$ and $\operatorname{CFI}\left(C_{I, J}, g\right) / \equiv$ but not before $\Omega\left(w^{k}\right)$ many rounds.

Proof. The equivalence relation $\equiv$ is a compression by Lemma 17. Also, the functions $f$ and $g$ are $\equiv$-compressible because in the first column all vertices are in singleton $\equiv$-equivalence classes. By Lemma 6, Spoiler wins the bijective $(k+1)$-pebble game on non-isomorphic CFI graphs over cylindrical grids with $k$ rows. So Spoiler also wins on the precompressed CFI graphs $\left(\operatorname{CFI}\left(C_{I, J}, f\right), \equiv\right)$ and $\left(\operatorname{CFI}\left(C_{I, J}, g\right), \equiv\right)$ and hence, on the compressed CFI graphs $\mathrm{CFI}\left(C_{I, J}, f\right) / \equiv$ and $\operatorname{CFI}\left(C_{I, J}, g\right) / \equiv$ by Lemma 13.

By Lemma 28 , the robber wins the $\Omega\left(w^{k}\right)$-round ( $k+1$ )-Cops and Robber game on $C_{I, J}$ and $\equiv$ when the robber starts in the first column. So Duplicator wins the $\Omega\left(w^{k}\right)$-round bijective $(k+1)$-pebble game played on $\left(\operatorname{CFI}\left(C_{I, J}, f\right), \equiv\right)$ and $\left(\operatorname{CFI}\left(C_{I, J}, g\right), \equiv\right)($ Lemma 15) and on $\operatorname{CFI}\left(C_{I, J}, f\right) / \equiv$ and $\operatorname{CFI}\left(C_{I, J}, g\right) / \equiv$ (Corollary 14).

We are now ready to prove the main result of this paper.
Theorem 30. Let $k \geq 2$ be an integer. Then there is a function $r: \mathbb{N} \rightarrow \mathbb{N}$ such that $r=\Omega\left(n^{k / 2}\right)$ and, for every $n \in \mathbb{N}$, there are graphs $G_{n}, H_{n}$ such that
(a) $\left|V\left(G_{n}\right)\right|=\left|V\left(H_{n}\right)\right|=\Theta(n)$,
(b) $G_{n} \simeq_{k+1}^{r(n)-1} H_{n}$, and
(c) $G_{n} \not \nsim_{k+1}^{r(n)} H_{n}$.

Proof. The statement is already known for $k \leq 2$ (see Section 3). So suppose $k \geq 3$.
Let $n$ be sufficiently large such that, setting $w:=\lceil\sqrt{n}\rceil$, it holds that $w / 2 \geq f(k)=2 k+2$ and there are coprime numbers $p_{0}, \ldots, p_{k-1}$ such that $w / 2<p_{i} \leq w$. Let $f, g: E \rightarrow \mathbb{F}_{2}$ twist a single edge contained in the first column of $C_{I, J}$. Consider the two graphs $G_{n}:=\operatorname{CFI}\left(C_{I, J}, f\right) / \equiv$ and $H_{n}:=\operatorname{CFI}\left(C_{I, J}, g\right) / \equiv$, where $I$ and $J$ are defined as before with respect to the numbers $p_{0}, \ldots, p_{k-1}$. Then $\left|V\left(G_{n}\right)\right|=\left|V\left(H_{n}\right)\right|=\Theta\left(w^{2}\right)=\Theta(n)$ by Lemmas 10 and 16.

By Lemma 29, Spoiler wins the bijective ( $k+1$ )-pebble game played on $G_{n}$ and $H_{n}$. Let $r(n)$ denote the minimum number of rounds required by Spoiler to win the bijective $(k+1)$-pebble game played on $G_{n}$ and $H_{n}$. Then $G_{n} \simeq_{k+1}^{r(n)-1} H_{n}$ and $G_{n} \not \chi_{k+1}^{r(n)} H_{n}$ by definition of the number $r(n)$. Also, $r(n) \in \Omega\left(w^{k}\right)=\Omega\left(n^{k / 2}\right)$ by Lemma 29 .

Corollary 31. Let $k \geq 2$ be an integer. For every $n \in \mathbb{N}$, there are graphs $G_{n}, H_{n}$ such that
(a) $\left|V\left(G_{n}\right)\right|=\left|V\left(H_{n}\right)\right|=\Theta(n)$,
(b) $k$-WL distinguishes $G_{n}$ and $H_{n}$, and
(c) $k$-WL requires $\Omega\left(n^{k / 2}\right)$ rounds to distinguish $G_{n}$ and $H_{n}$.

Proof. This follows directly from Lemma 2 and Theorem 30.
Finally, Theorem 1 follows directly from Corollary 31.

## 6 Conclusions

We prove a lower bound of $\Omega\left(n^{k / 2}\right)$ for the iteration number of the $k$-dimensional WeisfeilerLeman algorithm on graphs. This is the first improvement over Fürer's linear lower bound from 2001 [9]. Furthermore, our lower bound even improves the $n^{\Omega(k)}$ lower bound for the iteration number of $k$-WL on $k$-ary relational structures [12] (by establishing the fixed constant $k / 2$ for the exponent). Our lower bound is close to the upper bound of $\mathcal{O}\left(n^{k-1} \log n\right)$, but we leave it as an open problem where the exact bound is situated.

Our main technical contribution is a novel compression technique for CFI graphs. There is a well-known connection between the CFI graphs and Boolean XOR-formulas (see [5]). Hence, our construction can also be viewed as a new compression for XOR-formulas. Furthermore, the WL-algorithm is related to the polynomial calculus, where the dimension $k$ corresponds to the degree of the polynomials in a derivation [4]. It will be interesting to explore the implications of our construction for proof complexity.

By a known equivalence between the Weisfeiler-Leman algorithm and the finite-variable fragments of first-order logic [6] (also see [16]), our lower bound also yields an $\Omega\left(n^{(k-1) / 2}\right)$-lower bound on the quantifier depth of sentences in the $k$-variable fragment of first-order logic (with or without counting) needed to distinguish non-isomorphic graphs of order $n$.

Finally, we remark that $(3 k)$-WL can distinguish between the constructed instances using only $\mathcal{O}(\log n)$ many rounds (for every fixed $k \geq 2$ ). Indeed, using the same "binary search" strategy already employed in [9], $(3 k)$-WL only requires $\mathcal{O}(\log n)$ rounds to distinguish between $\operatorname{CFI}\left(C_{I, J}, f\right)$ and $\operatorname{CFI}\left(C_{I, J}, g\right)$ (assuming $\left.\sum f \neq \sum g\right)$. Using Lemma 13 , the same bounds can be achieved for the compressed versions $\operatorname{CFI}\left(C_{I, J}, f\right) / \equiv$ and $\operatorname{CFI}\left(C_{I, J}, g\right) / \equiv$. It is an interesting open question whether our construction can be modified so that the iteration number remains large even if the dimension increases.
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