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Abstract

In the classical world, an extremely fruitful technique for constructing interactive protocols is “com-
piling” a multiprover game, using cryptography to simulate the separation between the provers. In the
quantum world, the study of compiled nonlocal games was introduced by Kalai et al. (STOC’23), who de-
fined a compilation procedure that applies to any nonlocal game and preserves the classical value; however,
they did not show any bounds on the quantum value of their protocols. In this work, we make progress
towards a full understanding of the quantum value of compiled nonlocal games. For the special case of the
CHSH game, we show that the Tsirelson bound holds for the compiled game in two ways: by extending
the “macroscopic locality” argument of Rohrlich, and by showing that strategies for the compiled game
yield feasible solutions to the Tsirelson SDP. We conjecture that the latter argument can be extended to all
XOR games. Using our SDP argument, we are able to recover a strong version of the “rigidity” property
that makes CHSH so useful in applications; specifically, we show that compiled CHSH is a “computational
self-test” in the sense of Metger and Vidick. As an application, we give a classical verification protocol for
BQP based on a compiled nonlocal game and prove soundness. Our protocol replicates the functionality
of Mahadev "18 but with two advantages: (1) the soundness analysis is much simpler, and directly follows
the analysis of the nonlocal case, and (2) the soundness does not “explicitly” use the assumption of a TCF
or an adaptive hardcore bit, and only requires QFHE as a black box (though currently the only known
constructions of QFHE use TCFs).

1 Introduction

The study of multiprover interactive proofs (MIPs) is indispensable to complexity theory and cryptography.
In complexity theory, the study of the power of the MIP model of computation, in which one computation-
ally bounded verifier interacts with two (sometimes more) untrusted and unbounded provers who are not
allowed to communicate, has led to many of the most celebrated results and fundamental techniques in the
field. For example, the 1991 work of Babai, Fortnow and Lund showed that MIP = NEXP [BFL91], and the
techniques used in the proof were adapted to prove several other important results, including PCP = NP
[AS98, ALM98]. Meanwhile, the study of variants on the classic two-prover MIP model has yielded a
number of equally interesting lines of research. For example, we now know that when the two unbounded
provers are allowed to share entanglement, the deciding power of the model increases to RE [JNV20]; if
the verifier’s questions are forced to be uncorrelated, then the deciding power of the model decreases to
AM [AIM14]; and if the two unbounded provers are allowed to share not only entanglement but any non-
signalling correlations, then the deciding power of the model decreases to PSPACE [Ito10] (although, if we
allow the verifier to interact with polynomially many provers instead of 2, the deciding power of the model
goes back up to EXP [KRR14]).
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The study of MIPs is also, somewhat more obliquely, important to cryptography, because techniques
and ideas that originate in the study of MIPs often find application in cryptographic settings. In crypto-
graphic settings, we are commonly interested in situations where all the parties are efficient and thus can be
restrained using cryptographic tools; we are also more commonly interested in an interaction between two
parties (e.g. between a verifier and a single prover) than an interaction between multiple parties in which a
no-communication assumption between two or more of them is meaningful. Nonetheless, ideas from MIPs
sometimes find a surprising amount of traction in cryptography. As early as 2000, for example, the idea
of creating succinct arguments for NP by compiling MIPs (specifically, PCPs) using cryptographic tools was
proposed by Aiello et al. [ABORO00], although questions were subsequently raised about the soundness of
such a compilation procedure by Dwork et al. [DLN"04]. These works were followed up by Kalai, Raz
and Rothblum in 2013 [KRR14], who observed that any MIP sound against nonsignalling provers can in
fact be ‘compiled’, using a homomorphic encryption (HE) scheme or a private information retrieval (PIR)
scheme, into a single-prover protocol in which the single prover is efficient and controlled by cryptography.
‘Compilation” here refers to a black-box procedure which takes any non-signalling MIP and turns it into a
single-prover, cryptographically sound protocol by simulating the separation between the provers using
cryptography. Kalai, Raz and Rothblum then showed that the non-signalling MIP (nsMIP) model has the
same deciding power as EXP, from which it follows that there is a single-prover cryptographic delegation
protocol for all of EXP, assuming that there is subexponentially secure homomorphic encryption which
cannot be broken by the powerful prover.

We may ask if the same principle could be applied fruitfully in the quantum setting. The quantum
version of the MIP model, known as the MIP* model, has been extensively studied, starting with the
historical observation by Bell [Bel64] that entangled players can win certain ‘nonlocal games’ (games in-
volving two or more players and a referee, in which the players are only allowed to communicate with
the referee) with higher probability than classical players. Bell’s observation led to a long line of research,
and now the MIP* model—in which the two noncommunicating provers of the MIP model are allowed
to share quantum entanglement—is one of the best understood models in quantum complexity theory.
[CHTWO04, IV12, RUV13, ENT14, Ji17] As a consequence of this line of research, we have a rich repertoire
of techniques for proving the soundness of multiprover entangled interactive proofs, not all of which have
easy cryptographic analogues in the comparatively young area of single-prover quantum delegation (in
which a classical verifier interacts with an untrusted quantum polynomial-time prover and uses cryptogra-
phy in order to achieve certain ends, such as randomness generation [BCM " 21] or the verification of BQP
instances [Mah18]). It is natural, then, to ask whether there is some way to translate techniques from the
former model into the latter model, the same way that [KRR14] translates between nsMIP and single-prover
classical delegation using cryptography.

Suppose that we are allowed to use (quantum) homomorphic encryption, a la [Mah17], [Bral8]; then,
a natural first attempt at creating such a ‘translation” procedure might be as follows. Given a two-prover
nonlocal game between two players Alice and Bob and a referee, the verifier transforms it into a single-
prover protocol by encrypting Alice’s and Bob’s questions under different encryption keys. The verifier
then sends both encrypted questions to its single computationally bounded prover, and the single prover
is expected to homomorphically compute two answers, one ‘Alice’ answer and one ‘Bob” answer, using
the same strategies that nonlocal Alice and Bob would have used. (The prover can do this because the
very purpose of homomorphic encryption is to allow computations on encrypted data.) This homomorphic
computation results in two ciphertexts, one of which encrypts the ‘Alice answer” and one of which encrypts
the ‘Bob answer’. The prover sends both ciphertexts to the verifier; the verifier decrypts the ciphertexts and
decides whether to accept or reject in the same way that the referee of the nonlocal game would have.

As it turns out, this perhaps natural first attempt fails in an interesting way. It was suspected since
2004 [DLN*04], and confirmed in 2016 [DHRW16], that the compilation procedure just described does not
necessarily preserve the value (maximum winning probability), either classical or quantum, of the origi-
nal nonlocal game. Dodis et al. show that there are certain homomorphic encryption schemes for which
this compilation procedure only preserves the non-signalling value, which corresponds to the maximum
winning probability that can be achieved by a class of strategies even more general than quantum strate-



gies. This result complements the result of Kalai, Raz and Rothblum, which shows precisely that the same
compilation procedure prevents the single prover from simulating any two-prover strategy that involves
signalling.

Nonetheless, the techniques we have for controlling entangled nonlocal players are so useful that efforts
have persisted to translate these, more or less generally, into the cryptographic single-prover setting. For
example, the single-prover randomness generation protocol proposed by Brakerski, Christiano, Mahadeyv,
Vazirani and Vidick [BCM " 21] relies on a specific cryptograhic version of a “self-test’, a powerful type of
MIP* protocol in which the verifier forces the provers to execute certain quantum operations—in spite of
being only classical itself—by using a property of certain entangled nonlocal games known as rigidity. Intu-
itively, rigidity guarantees that, if entangled and noncommunicating players pass with high probability in a
certain nonlocal game, there is essentially a unique quantum strategy that they must be using (characterised
by the algebraic relations between the measurement operators that each prover applies). This property al-
lows a classical verifier to control entangled and noncommunicating provers only by testing their classical
measurement statistics, and is fundamental to the considerable power of the MIP* model.

The [BCM "21] protocol uses a cryptographic version of a ‘self-test’ in order to extract randomness from
a quantum prover. It compels the prover to generate randomness by essentially forcing it to prepare an
eigenstate of one measurement basis (e.g. a |+) state) and measure that eigenstate in the complementary
basis (e.g. the standard basis). This is done by exploiting special properties of so-called noisy trapdoor
claw-free functions (NTCFs), a classical cryptographic primitive with tailor-made characteristics that facil-
itate precisely the kind of ‘computational self-test” just described. The same cryptographic tools which
make up this ‘computational |+) state self-test’ appear again in the celebrated work of Mahadev [Mah18],
which allows a classical verifier to verify BQP instances by interacting with a cryptographically bounded
quantum prover. Mahadev’s protocol works by forcing the quantum prover to do certain measurements in
complementary bases on its internal state, which can then be interpreted as measurements of certain local
Hamiltonian terms.

Other works have followed in this line. For example, [MV21] extends the ‘computational |+) state
self-test’ to a more general set of measurements on an EPR pair, also using NTCFs. ([MV21] also inspired
followups such as [GMP22], [FWZ22], [MTH "22], which progressively expanded the set of states and op-
erators that could be cryptographically self-tested using similar techniques.) [KMCVY22] presents a much
simplified version of the ‘computational |+) state self-test’ of [BCM "21] that is still a proof of quantumness
(meaning that an efficient classical prover cannot pass with high probability), which allows more efficient
proofs of quantumness from assumptions other than Learning With Errors, the only cryptographic assump-
tion from which we are currently able to derive the full range of properties that (NTCFs) can have. All of
these protocols, however, are bespoke protocols tailored for particular applications, and all of them rely
heavily on the specific structure of NTCFs. One might ask whether there is a more general and black-box
way to translate useful nonlocal techniques into the cryptographic setting.

A candidate for such a transformation was proposed by Kalai, Lombardi, Vaikuntanathan and Yang
in 2022 [KLVY21]. They propose a compilation procedure, along the lines of the compilation procedure
for turning nsMIP protocols into single-prover delegation protocols, which can be applied to any MIP*
protocol, and which produces a single-prover cryptographic protocol that we might hope preserves the
quantum value of the original MIP* protocol. The compilation procedure itself is very simple, and can be
instantiated using any quantum homomorphic encryption scheme (or, more broadly, any blind quantum
delegation scheme). Recall that a general two-player one-round MIP* protocol runs as follows:

1. Before the interaction begins, the two honest provers (‘Alice” and ‘Bob’) prepare a shared state |i)—
usually some number of EPR pairs—and divide it up between them, so that Alice keeps some portion
of the qubits and Bob keeps the rest.

2. The verifier generates a question pair (x, y) from some specified set of questions, and sends the ques-
tion x to the first prover (“Alice’) and the question y to the second prover (‘Bob’).

3. Alice replies to the verifier with an answer a, and Bob replies to the verifier with an answer b. In the
honest case, these answers are generated through measurements of the shared state |¢). Since the



provers cannot communicate, Alice measures only her qubits in order to produce 4, and Bob likewise
measures only his qubits in order to produce b.

4. The verifier computes a decision predicate V(x,y,a,b), and accepts iff V(x,y,a,b) = 1.

The compiled version of this protocol, given a quantum homomorphic encryption scheme QHE =
(Gen, Enc, Dec, Eval), is as follows:

1. Before the interaction begins, the honest prover prepares the same state |¢) that the nonlocal provers
would have prepared, and divides it up into “Alice’s qubits” and ‘Bob’s qubits’.

2. The verifier generates a secret key sk <— Gen(1%), along with a question pair (x, y). The verifier sends
¢ := Encg(x) to the prover.

3. The prover homomorphically evaluates the quantum measurement which Alice would have evaluated
in the nonlocal game, using the homomorphic capabilities of the encryption scheme. This is necessary
because the prover does not know x, and only has an encryption of x; however, the very purpose of
a homomorphic encryption scheme is to allow computations on encrypted data. The result of the
homomorphic computation is an encryption a := Encg(a), and the prover sends a back to the verifier.

4. The verifier sends y to the prover in the clear.

5. The prover evaluates the quantum circuit which Bob would have evaluated in the nonlocal game on
‘Bob’s qubits’, again in the clear. Note that the homomorphic part of the computation (step 3) occurred
only on “Alice’s qubits’, and the ‘Bob” measurement occurring in this step is therefore happening on
a disjoint set of qubits from the “Alice’” measurement of step 3. A homomorphic encryption scheme
with sufficiently strong correctness properties will ensure that the measurement outcome b produced
in this step has the same joint statistics with 2 = Decg(«) as Bob’s answer would have had with
Alice’s answer in the nonlocal case.

6. The verifier decrypts « to get a, computes V(x,y,a,b), and accepts iff V(x,y,a,b) = 1.

Intuitively, this protocol is using the encryption scheme to hide Alice’s question x from the prover, so
that the prover cannot take advantage of knowing Alice’s question when it is doing the ‘Bob” part of its
computation. Moreover, it is using the round structure of the protocol to ensure that the prover does not
know the ‘Bob’ question when it is doing the ‘Alice” part of its computation. In this way, the compilation
procedure uses cryptography to simulate the no-communication assumption in the original protocol. Note
that this compilation procedure differs from the ‘naive’ procedure first proposed by Aiello et al. [ABORO00]
(which we sketched earlier in this introduction) because the prover is forced by the protocol’s round struc-
ture to provide its answer to the encrypted “Alice’” question before it is given the Bob question; this effectively
ensures that the prover cannot craft its answers to the two questions simultaneously, which is what the
results of [DHRW16] relied on to show that the prover could simulate non-signalling strategies.

Kalai, Lombardi, Vaikuntanathan and Yang prove that this compilation procedure preserves classical
value. That is, they prove that the maximum probability with which a pair of non-entangled, noncommu-
nicating provers can pass in the original nonlocal protocol is also the maximum probability with which a
single classical prover can pass in the compiled protocol, assuming the QFHE scheme is IND-CPA secure.
They also prove that the quantum value of the compiled game is at least that of the nonlocal game. This
is already enough to produce single-prover ‘proofs of quantumness’ by applying the compilation proce-
dure to classic nonlocal games such as the CHSH game [CHSH69], which is known to have classical value
3 and quantum value cos?(77/8) ~ 0.85. However, the authors of [KLVY21] leave open the question of
whether their transformation preserves important quantum properties of the nonlocal game to which it is
applied, such as upper bounds on the quantum value and rigidity. For example, it was left open whether
the quantum value of the compiled version of the CHSH game is equal to 1, as it is in the non-signalling
world.



1.1 Owur results
1.1.1 Building blocks

We make progress towards a full understanding of the quantum consequences of the KLVY transformation.
We prove the following core technical lemmas, with an eye toward using them in order to recover the results
of [BCM21], [MV21], [Mah18], and others.

1. The quantum value of the CHSH game [CHSH69] is preserved under the KLVY transformation: that
is, the maximum winning probability which a single prover can achieve in the compiled version of
the CHSH game is cos?(71/8) (up to negligible corrections in the security parameter of the encryption
scheme). We show this in two ways:

(a)

(b)

Directly constructing an operator from the prover’s ‘Bob measurements’ in the compiled CHSH
game which, conditioned on the prover winning with probability better than cos?(7r/8), allows
the prover to guess the ‘Alice question’ x with better than 1 probability, thus violating IND-
CPA security. This argument is based on arguments for the nonlocal CHSH value which were
introduced in [Roh14], and we present our version of it in Section 4.3. This argument is somewhat

specific to CHSH, and it is comparatively difficult to see how to generalise it.

Decomposing the game value py,;, of the compiled CHSH game in terms of certain expectation
values of the prover’s ‘Alice’ and ‘Bob” measurements in the compiled protocol, and then rewrit-
ing the decomposition in the form p,,;, = w* — terms?, where terms? is manifestly non-negative
and w* = cos?(7r/8). This argument is based on a common argument for the nonlocal CHSH
value (and the nonlocal quantum value of other games) in terms of sum-of-squares decompositions,
and is presented in Section 4.4. We believe that some version of this argument may generalise to
other games whose value is captured by the first level of the non-commutative sum-of-squares
(ncSoS) hierarchy [NPA08, DLTWO08], and possibly even to higher levels, but we were not able to
generalise it due to a technical cryptographic obstruction. See ‘Open questions’ for more discus-
sion.

2. The KLVY transformation preserves an important rigidity property of the CHSH game. The property
is that the (square of the) anticommutator {B’, B} is approximately zero, where B? is the measure-
ment the prover applies (to the post-measurement state left behind by its ‘Alice measurement’) in
the second round when it receives the ‘Bob question’ 0, and B! is the measurement it applies when
it receives the ‘Bob question’ 1. More precisely, we show that {BY, B'}? approximately annihilates
(has as a zero-eigenvalue eigenvector) the post-measurement state left behind by the prover’s ‘Alice
measurement’ in the first round. This technical condition is an extremely important property of the
CHSH game, because it means that CHSH functions as a ‘self-test’ for a pair of anticommuting oper-
ators (namely, B” and B'), and so also as a self-test for a qubit, if we identify B® with the single-qubit
Z operator and B! with the single-qubit X operator. Our argument for this property is presented in
Section 4.5.

1.1.2 Applications

The most important two of our core lemmas concern the properties of the CHSH game under compila-
tion. While focusing on CHSH alone may seem like an worrisomely specialised approach, this approach
is justified by the enormous range of applications that CHSH (and similar nonlocal games) have found in
the construction of quantum protocols. One could describe CHSH as the “harmonic oscillator” of nonlo-
cal games: it is the simplest example which captures the important properties of nonlocal games that make
them fruitful objects of study, such as quantum advantage (a quantum value higher than the classical value)
and rigidity. As a result, almost every nonlocal protocol in the literature uses CHSH—or a similar game
such as Magic Square—as a building block.



The power which understanding CHSH affords us can be seen when we turn our focus towards ap-
plications. Compiled CHSH is automatically a self-test for a single qubit and the associated complemen-
tary measurement operators, and therefore can be used to recover the randomness generation results of
[BCM*21]." In combination with the ‘commutation test’ (described in more detail in Section 3), compiled
CHSH can be extended to a constant-robustness self-test for n EPR pairs using the ‘Pauli braiding’” idea
that is found in [NV17]. This tool then makes it easy to recover the results of [MV21], as well as those of
follow-ups such as [GMP22], [FWZ22], [MTH " 22] using nonlocal remote state preparation ’fechrliques.2

Our main application, which we worked out to demonstrate the use of our techniques, is to recover the
title result of [Mah18]—a classical verification protocol for BQP instances under cryptographic assumptions—
using a conceptually different approach. The problem of BQP verification, namely, that of designing a
proof system by which a fully classical verifier can decide instances in BQP through an unbounded and
untrusted prover, and in which the honest prover is quantum polynomial-time, is one of the important
open problems in quantum complexity theory. In particular, it has been known for some years that BQP
verification can be done if the ‘classical” verifier has the ability to do very limited (one-qubit) quantum
operations [FHM18], or if the classical verifier interacts with two noncommunicating entangled provers
instead of one [RUV13]. Mahadev’s celebrated work of 2018 showed that BQP verification can also be
done if the untrusted prover is efficient and subject to post-quantum cryptographic assumptions. Her work
led to a host of follow-up work which found various applications for her new cryptographic techniques
[GV19, ACGH20, CCY20, Zha22, BKLT22]. As far as we know, we are the first to recover Mahadev’s result
using a markedly different approach.

The idea behind our new verification protocol is simple: we compile a nonlocal BQP verification proto-
col using the KLVY transformation. The nonlocal protocol in question is not the same as the one of [RUV13],
and is more similar, though not identical, to the one of [Gril7]. Intuitively, this nonlocal verification pro-
tocol uses a variant of the Pauli braiding test of [NV17] in order to establish a correspondence between the
operators that ‘Bob” applies and the Pauli operators on n qubits. Once the correspondence is established,
the verifier can then simply ask Bob to prepare a certain state and measure it using the Pauli operators, and
interpret the measurement outcomes as measurements of Hamiltonian terms on a witness state. In order
that the Pauli braiding test and the subtest in which Hamiltonian terms are measured are indistinguishable
to Bob, so that he has to use the same operators in both tests, the verifier asks Alice to feleport the witness
state to Bob during the Hamiltonian test, using their shared entanglement, and report the teleportation cor-
rections that arise; the verifier then asks Bob to do the same types of measurements regardless of whether
the Pauli braiding test or the Hamiltonian test is being performed. Since Alice and Bob are noncommuni-
cating, Bob cannot tell when the witness state was teleported to him and when he is being subjected to the
Pauli braiding test. In order to recover an effective measurement of the witness state, the verifier then cor-
rects Bob’s reported measurement outcomes using Alice’s reported teleportation corrections and interprets
the result as an energy measurement.

The main technical ingredient in the soundness analysis of this verification protocol is our analysis of a
compiled version of the Pauli braiding test, which is a versatile and robust self-test for n EPR pairs that can
support many applications. The intuition behind the Pauli braiding test is that it tests that the prover’s mea-
surements ‘look like” the n-qubit Pauli operators {¢z(a) } 4e 10,1} {ox (D) }pe (0,1} (see Section 2.2 for a more
formal definition of these) by certifying that the prover’s operators satisfy, on average, the commutation
and anticommutation relations that the n-qubit Pauli operators satisfy, in addition to a linearity property
which says that, for any W € {X,Z} and any a,4’ € {0,1}", ow(a)ow(a’) = ow(a @ a’). In our case,
because local Hamiltonians with pure-X and pure-Z terms only are already QMA-complete, meaning that
we only ever need Bob to measure in one basis at a time, we can modify the test to get linearity ‘for free’

1A qubit self-test by itself does not necessarily yield a full randomness generation protocol but only a single-round randomness
generation protocol; however, the work of [MAF23], to appear presently, makes it easy to turn a single-round randomness generation
protocol into a many-round randomness generation protocol by modularising Sections 7 and 8 of [BCM " 21].

2We did not actually try to recover these results, but we believe it would be relatively straightforward to proceed given the work
we did do on making a computational version of the ‘Pauli braiding test’ of [NV17]. One of the main attractions of our approach is
that the proofs seem to follow their nonlocal models fairly closely; as such, the analyses of protocols which recover the aforementioned
results using our approach would likely be simpler than the originals.



by forcing the linearity relations to be satisfied by construction: we only ask Bob two possible questions
(‘measure all qubits in Z basis’, and ‘measure all qubits in X basis’), and we can construct Pauli operators
that satisfy the linearity relations from the two resulting measurement operators. (See Section 7.1 for more
details.) The commutation and anticommutation relations are then certified by choosing two random Pauli
operators 0z(a),ox(b) for uniformly random a,b € {0,1}", and having the verifier referee the compiled
CHSH game involving these operators if they anticommute, or the compiled commutation game involving
these operators if they anticommute. Therefore, once we are equipped with the right lemmas about CHSH
rigidity (Lemma 34) and commutation game rigidity (Lemma 23), the analysis is, if not straightforward, at
least familiar. We think it remarkable that the KLVY transformation makes it easy to write down a compu-
tational version of the Pauli braiding test whose analysis follows fairly naturally from the nonlocal analysis:
if such a building block had been available before, we think it might have conceptually simplified many
quantum delegated computation protocols in the literature.

The full protocol is presented in Section 5, and its soundness analysis is presented in Section 7. We
remark, for the interested reader, that the most interesting individual step in the soundness analysis (apart
from the proof of the CHSH rigidty lemma, Lemma 34) is perhaps the proof of Lemma 39. Here, it becomes
clear why it is important to prove that the squared anticommutator is zero: the anticommutator itself might
have been sufficient if it weren't for the teleportation corrections, but the latter force us to condition on
certain ‘Alice” outcomes, and then it becomes vital that all of our ‘error terms’ are non-negative, since the
conditioning causes us to remove certain terms from a sum.

1.1.3 Discussion
Our approach to BQP verification has several natural advantages:

e It is conceptually more modular: the nonlocal protocol and the blind delegation protocol can be
treated more or less separately. We do not rely on the specific properties of NTCFs (in fact, our anal-
ysis never even mentions them), which we consider a boon given that NTCFs can be cumbersome to
work with, notwithstanding their considerable power. The more modular nature of our protocol may
open the door for the development of verification protocols from alternative assumptions.

e Our analysis, if we view the blind delegation protocol as a black box, is comparatively simple in
contrast with the original analysis of Mahadev. It is also familiar given some degree of experience
with the nonlocal techniques, which may be useful from a pedagogical point of view.

® Previously, the two-prover BQP verification protocol of [RUV13] and Mahadev’s cryptographic ver-
ification protocol were viewed as separate instantiations of the objective in different computational
models. Our protocol establishes a conceptual link between them.

® Our protocol confirms the perhaps natural intuition that blind delegation and verification are closely
related, and that blind delegation should imply verification without further assumptions. Previously,
it was not clear why Mahadev’s verification protocol had a markedly different analysis, and used new
assumptions (e.g. the “adaptive hardcore bit” property of NTCFs) compared with her QFHE protocol
of 2017 [Mah17].

Viewed more generally, we believe our work represents an important step in the general program of
translating powerful nonlocal quantum techniques into the cryptographic setting. As we mentioned, this
program has already received a good deal of attention, but so far progress has been made mostly through
the application of ‘ad hoc’ cryptographic techniques that rely heavily on the structure of NTCFs. We believe
it is possible to unify most of these previous results under our framework, which is significantly less com-
plicated than existing heuristics for ‘translating” nonlocal results to the cryptographic setting, and which
also generalises more easily to new tasks. As such, we claim that our approach is in some sense the ‘right
way’ to do computational self-testing: we get the closest and most general analogy to the nonlocal setting
using the simplest machinery. In particular, the ‘Pauli braiding test’ is a powerful tool in the nonlocal world,



capable of supporting nearly any delegated computation or remote state preparation application, and our
cryptographic version of it may facilitate the simplification of earlier work.

Related work While this work was in preparation, we became aware of an independent work [BGKM 23]
by Brakerski, Gheorghiu, Kahanamoku-Meyer, Porat, and Vidick that achieves similar results to items 1
and 2 of Section 1.1.1. Specifically, they recover a tight bound on the quantum value for a family of single-
prover cryptographically sound protocols obtained from nonlocal games, including the KLVY compilation
of CHSH and the protocol of [KMCVY22], but not for the KLVY compilation of general games. They also
show that any protocol in this family of protocols is rigid (in the same sense in which we define it in

Section 1.1.1), and is therefore a ‘qubit test’ which can be used to recover the randomness generation results
of [BCM "21].

1.2 Open questions

e We build a BQP verification protocol assuming QFHE as a black box. Unfortunately, known con-
structions of QFHE [Mah17, Bral8] all rely on heavy cryptographic machinery, and in particular on
noisy trapdoor claw-free functions, which are currently more or less the only way we can control a
single untrusted quantum party through purely classical interaction. However, our results about ver-
ification still hold even if the QFHE is replaced by any (potentially interactive) blind (not necessarily
verifiable) quantum delegation protocol, and they still hold if the QFHE is replaced by a form of blind
delegation that can only handle the specific circuit which the Alice part of the prover performs. In
its current form, it seems unlikely that there would be a blind delegation scheme which could han-
dle the Alice circuit associated with our verification protocol but not general circuits. However, we
might ask: could there be a nonlocal verification protocol where the “‘Alice” circuit was significantly
simpler than the ‘Bob’ circuit or the work required to prepare the witness state? For example, is there
a two-prover verification protocol in which Alice performs only controlled Pauli measurements (and
there are no restrictions on Bob)? Then, given such a protocol, is there a blind quantum delegation
scheme which can handle such measurements without relying on TCFs, and perhaps even relying on
a different assumption from LWE (e.g. LPN or quantum resistant one-way functions)?

* We gave a specialised proof of the quantum soundness of the KLVY transformation for CHSH, using
a degree-1 SoS certificate for the CHSH value, but we conjecture that it can be extended to handle
all degree-1 SoS certificates on the quantum value of any game. The main challenge along the way
appears to be the following. The canonical degree-1 SoS for CHSH has the convenient property that, in
each squared term p] p;, the polynomial p; contains a single A monomial: p; = A — (B+ B+ ---+ B).
This means that, when we expand the square and apply the pseudo-expectation operator [E[-], we
only have to work with states that are post-measurement states of the A measurements. However, a
general SoS will contain multiple A and B monomials, and expanding the square will yield states of
the form

(a1 A1+ oAy + - + g Ag)[¢)

Such a state never occurs operationally in the protocol, and in fact there is no obvious way to effi-
ciently prepare such a state using only Alice’s measurements from the protocol. (The usual way to
measure the sum of two operators involves doing phase estimation on the outcomes—but the out-
comes here are encrypted, and decrypting them would require the secret key.) As such, the IND-CPA
security of the cryptography doesn’t directly help us analyse such a state; in particular, it doesn’t
help us argue that such a state is indistinguishable from other states of a similar form. Could we get
around this obstacle with a more sophisticated cryptographic argument, or do we need additional
assumptions? We note that, if an analogue of our result for CHSH could be shown for all degree-1
SoS certificates, it would imply that the compiled value is equal to the quantum value for all XOR
games, and would likely yield rigidity for these games as well.



e Of course, a natural next question is to study higher-degree SoS certificates, and convert them into
arguments for the compiled value. Can we write a hierarchy of SoS relaxations that captures the
compiled game value?

* Alternatively, could we find an example game where we can provably separate the quantum and
compiled values?

¢ [s there a meaningful notion of “commuting-operator value” for games compiled under the KLVY
transformation? Intuitively, we might expect the answer to be no, because a finite security parameter
A should restrict the prover to a finite-dimensional Hilbert space—but how do we show this?

¢ The current prover running time of our verification protocol is some unspecified polynomial in 7 (the
number of qubits in the witness state). However, it seems plausible to us that our techniques—in par-
ticular, our compiled version of the ‘Pauli braiding test’—could be used to significantly simplify the
linear-time verification protocol of Zhang [Zha22]. In aiming for a linear-time verification protocol,
using history states already amounts to a loss, because the reduction involves a polynomial blowup.
Is it possible to use the KLVY framework to compile a more MBQC-based or gate-by-gate type of
nonlocal verification protocol, in order to make computational verification more efficient?

¢ Could we recover the functionality of remote state preparation (a la [GV19] and others) under our
framework? This seems possible if we can obtain rigidity for a tomographically complete set of mea-
surements for Bob, which might be possible using ideas from the extended CHSH game of [RUV13]
and followups. Could this yield better verification protocols as discussed in the first bullet point?

2 Preliminaries

2.1 Notation for norms and expectations
For a square matrix A, the matrix absolute value is defined by
|A] = VATA, |A> = ATA.
The state-dependent norm is defined as
1A[IG = tr[AT Ay].
If ¢ is a pure state i) (¢, then this is equal to
1AIG = (plATAly) = [lA[p)]3.

If ¢ is the maximally mixed state, note that || - || coincides with the normalized Frobenius norm. It is useful
to write the Cauchy-Schwarz inequality for this norm:

[(ATB)y| < |Ally - [|Blly. 1)

In general we will refer to the expectation of an operator A on a state |i) as (| A|¢); however, when
the state in question is clear from context, we may shorten this to (A).
The notation a ~; b, always used when a and b are both real numbers and § > 0, indicates that

a—6<b<a+é. ()



2.2 Quantum information

For a detailed overview of quantum computation preliminaries, we refer the reader to [NC10]. We establish
any somewhat nonstandard notation in this section.

We may specify a projective measurement by specifying a set of orthonormal projectors: for example, the
standard basis measurement on n qubits may be specified in this way as the set {|x1) (x1| - - - [xn) (Xn|} e f0,1}7-

We will use the shorthand ¢ for the Pauli-Z operator, and oy for the Pauli-X operator. We will also
use the shorthand o7 (a), for a € {0,1}", to indicate the n-qubit Pauli operator that is defined as 0z on the
qubits where a = 1 and identity on all other qubits. More precisely, 0z(a) := Q! _;(07,)%, where 0 ; is the
0z operator on the ith qubit out of . Similarly, ox (b) := Q! (ox ;)"

2.3 Nonlocal games

Definition 1. A nonlocal game G is given by natural numbers nq, ny, my, my, a distribution Q over pairs (x,y) €
{0,1}™ x {0,1}"2, and a polynomial-time verification predicate V(x,y,a,b) € {0,1}, where a € {0,1}"™ and
be{0,1}".

Definition 2. A quantum strategy .7 for a nonlocal game G consists of the following:
e A bipartite finite-dimensional state ) € Ha @ Hp.

e Forevery x € {0,1}™,a projective measurement { A} }, acting on H 4 with outcomes a € {0,1}"™ (the “Alice
measurements”).

e Forevery y € {0,1}"2, a projective measurement {BZ}b acting on Hg with outcomes b € {0,1}"2 (the “Bob
measurements”).

The value or winning probability of this strategy is given by

w*(G,Y):( E QZV(x,y,a,b)-<¢\A;‘®BZ\¢>- 3)
YY)~ b

Definition 3. The entangled value of a game G is defined as
w*(G) = supw*(G,.7). 4)
S
2.4 Cryptography

Definition 4. A procedure is quantum polynomial time or QPT in this section if it can be implemented by a
logspace-uniform family of quantum circuits with size polynomial in 1) the number of qubits n which they take as
input, and 2) the security parameter A.

The following definitions are taken with some modifications from [KLVY21].

Definition 5 (Quantum Homomorphic Encryption (QHE)). A quantum homomorphic encryption scheme QHE =
(Gen, Enc, Eval, Dec) for a class of quantum circuits C is a tuple of algorithms with the following syntax:

e Gen is a PPT algorithm that takes as input the security parameter 1" and outputs a (classical) secret key sk of
poly(A) bits;

® Encisa PPT algorithm that takes as input a secret key sk and a classical input x, and outputs a ciphertext ct;

e Eval is a QPT algorithm that takes as input a tuple (C, [¥), ctin), where C : H x (C2)¥" — (C2)®™ isa
quantum circuit, |'¥) € H is a quantum state, and cty, is a ciphertext corresponding to an n-bit plaintext.

Eval computes a quantum circuit Evalc([¥) @ |0)EPYA) e, Y which outputs a ciphertext ctou. If C has
classical output, we require that Evalc also has classical output.

10



e Decisa QPT algorithm that takes as input a secret key sk and ciphertext ct, and outputs a state |¢). Addition-
ally, if ct is a classical ciphertext, the decryption algorithm outputs a classical string y.

We require the following two properties from (Gen, Enc, Eval, Dec):

* Correctness with auxiliary input: For every security parameter A € IN, any quantum circuit C : H 4 X
(C2)®" — {0, 1}* (with classical output), any quantum state |¥) 45 € H 4 @ Hp, any message x € {0,1}",
any secret key sk < Gen(1") and any ciphertext ct < Enc(sk, x), the following states have negligible trace
distance:

Game 1. Start with (x, |Y) 45). Evaluate C on x and register A, obtaining classical string y. Output y and
the contents of register B.

Game 2. Start with ct < Enc(sk, x) and |¥) 45. Compute ct’ < Evalc(- ® |0>P01Y()\,n)

Compute y' = Dec(sk, ct’). Output y' and the contents of register .

,ct) on register A.

In words, “correctness with auxiliary input” requires that if QHE evaluation is applied to a register A that is
a part of a joint (entangled) state in H 4 ® Hp, the entanglement between the QHE evaluated output and B is
preserved.

e IND-CPA security against quantum distinguishers: For any two messages xo, x1 and any QPT adversary

A:

sk < Gen(1%)
ctg « Enc(sk, xg

sk < Gen(1")
cty « Enc(sk, xq

Pr [AE“CsM(ctO) =1 ) ] —Pr [.AE"CS"(')(ctl) =1 ) } ‘ < negl(A) .

2.4.1 Security of the cryptography

In this section we present a number of special utility lemmas about the cryptography that we will need
going forward.

Definition 6 (Parallel repeated IND-CPA security). We define the ‘m(\)-parallel repeated IND-CPA game’ for a
secret key encryption scheme £ = (Gen, Enc, Dec) as follows:

1. Fix a security parameter A. The challenger generates a secret key sk < Gen(1%).
The adversary makes polynomially many encryption queries to an encryption oracle Encgy(+).

The adversary produces two messages X, X1, and sends these to the challenger.

LN

The challenger chooses b < {0,1} uniformly at random and sends back m independent encryptions of xj, as
Cly---,Cm.

5. The adversary outputs a guess b’ for b. It wins if b’ = b.

We say that £ is parallel-repeated IND-CPA secure against quantum distinguishers if no QPT adversary can win the
above game with better than  + negl(A) probability.

Lemma 7. m(A)-parallel-repeated IND-CPA security for polynomial m(A) reduces to regular IND-CPA security.

Proof. This proof is routine and we only sketch it here: given an adversary for m-parallel-repeated IND-CPA
security, choose uniformly at random where to ‘plant’ the challenge of interest and do a hybrid argument.
O

Lemma 8. Let A € IN be a security parameter. There exists a negligible function 17(A) such that the following holds.
For any two efficiently (in QPT) sampleable distributions Dy, Dy over plaintext Alice questions, for any efficiently
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preparable state |), and for any two-outcome measurement {M, I — M} that can be implemented by a circuit with
size poly(A) acting on m = poly(A) copies of Alice’s register, it holds that

B, wMps] = B tr[Mox]| <7(A), ®)
where
pri= B L (AD)® @ (AG) () () AR @ @ (A", ©)
s Cm=ENC(X) gy

Proof. This follows from the m—parallel repeated IND-CPA security (Definition 6) of the QFHE scheme
against quantum adversaries, which follows from its regular IND-CPA security by Lemma 7. Define a
distinguisher A for the parallel-repeated IND-CPA game (Definition 6) as follows:

1. A samples x1 <— D1, xp < Djy. It submits x1, x; as the messages it wishes to be challenged on.

2. C, the challenger, chooses x;, € {x1,x} uniformly at random, computes m encryptions cy, ..., Cnu
Enc(k, xp), and sends these encryptions to A.

3. A prepares py, (ref. Equation (6)), measures M on py,, and outputs the outcome.

If the conclusion of the lemma does not hold, then A breaks IND-CPA security by our hypothesis that
Equation (5) is false. O

Lemma9. Let A € IN be a security parameter. There exists a negligible function ' (A) such that the following holds.
For any two efficiently (in QPT) sampleable distributions Dy, Dy over plaintext Alice questions, for any efficiently
preparable state |¢), and for any POVM measurement { Mg} g with outcomes in [0, 1] which can be implemented by
a circuit with size poly(A), it holds that

<7'(A). @)

E _E ZZﬁ Pl(AD) ' Mp(ADl¢) — E Z%ﬁ Pl(AL) ' Mp(AD) )

x<-D1c=Enc(x xDjc= Enc

Proof. Suppose that the conclusion of the lemma is false. This means that there exists a family of QPT sam-
pleable distributions D}, D} and QPT implementable POVMs {Mg} indexed by A such that the quantity

A(A) =

x4=D1 c=Enc(x x4=D7 c=Enc(x

E _E ZEIW’I (AD)'Mp(AQ)ly)— E  E ZEIW’I (A%) Mﬁ<AC)lP>| ®)

is a non-negligible function of A (here all of the objects on the RHS are functions of A). Unpacking the
definition of negligible, we have that there exists ¢ > 0 such that for all N > 0, there exists Ay > N for
which 1
A(AN) > pre 9
We will construct a two-outcome measurement {Q, I — Q} that will violate the conclusion of Lemma 8.
Define two distributions By, By, by

Prlp B = B B D {I(A) Mp(A)Y), (10)
Pr[f < Bo]= E B 3 (pl(AQ) Mp(AD)[w). (1n)

x4=Dj c=Enc(x)

Further define py := Eg, p,[B], 2 := Ep.p,[B]. By definition, it holds that [u; — pa| = A(A). WLOG
assume that yiq > uo.
We now define the POVM Q. This acts on m copies of |) (where m will be chosen below) as follows:

12



1. Measure M on each copy to obtain outcomes B, ..., Bm.
2. Acceptif Y; ;i > m(pqy + uz) /2.
Symbolically, we have

Q= Y 1) _Bi>m(u1+u2)/2] Mg, ®---@Mg,. 12)
,Blr'“rﬂm i

To prove that this is a good distinguisher, we must show two things. First, we must show that the chance
that it accepts samples from Bj is high, and second, we must show that the chance it accepts samples from
B, is low. For the first, by a Chernoff bound

P ;ﬁl <mp+p)/2 = Pr [Xi:ﬁl < mpu(1 - (’”27;1”2))} (13)
i

< exp (—5% 'zm}“) (14)

< exp (— <A); : m> (16)

Note that y1 > pp > 050 py is strictly positive, so the expressions above are well defined.

For the second, there are now two cases. If 4y = 0, then it follows that for samples B4, ..., B drawn
from B,, we have that }; 8; = 0 with certainty, and thus the probability that the distinguisher accepts is 0.
Otherwise, if yp > 0, we will apply concentration bounds. apply a Chernoff bound

(}41 )
iz 2 P> = IP 17
B1- ﬁm%Bz ;'B mp +42)/2] = B, m%Bz ;‘B mpa 2pp ) (17
—_———
)
(18)

If 6, > 1, then by Markov’s inequality we have

1
> 2] < . 19
o BE g LB 2 O + 1) /2] < 5 (19)
On the other hand, if §, < 1, we may apply a Chernoff bound:
1Y Bi > m(py + p2) /2] < ex g min (20)
By ﬁm<—Bz i Bi = m(p1 + p2 S exp 3
— )%
< exp (—7(#1 12]/;32) m) (21)
2,
< exp (— (A)IZ m) (22)

Let us now choose m to separate the two acceptance probabilities. We will take m = A%, For every
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N > 0, there exists Ay > N for which we have
1

A (23)
A
) < _N
P [Xi:ﬁl <m(p+p2)/2 <exp | —— (24)
P ;> /2] < 1 A?\IC 25
ﬂ1,---,ﬁ£<—Bz[Zi:ﬁl = m(p1 + p2)/2] < max 3Pl —7 | (- (25)

In particular, for all N sufficiently large, we have that the right-hand side of Equation (24) is at most 1/4.
Hence, we obtain that for every N sufficiently large, there exists a A such that the following bounds
hold:

x<]—ED1 tr[Qpx] = ﬁl,...,ll;ieBl [Zi:ﬁi > m(puy + p2) /2] (26)
=1- ”'IgreBl[Z,Bi < m(p1 + p2)/2] (27)
>3/4 (28)
E Qo] <1/2 (29)
1
x<]—ED1 tr[Qpx] — x<]—ED2 tr[Qpx]| = 7 (30)

This violates the conclusion of Lemma 8, which states that the RHS of the last line is a negliglible function
of A. Hence, our starting assumption on A is false.
O

Definition 10. Let H be a Hermitian matrix. A block encoding of H with scale factor t is a unitary matrix U such
that U in the computational basis has the form
U— (tH *) '
* ok

We say a block encoding U is implemented by a circuit if U is the unitary transformation performed by the circuit.
Lemma 11. Let B%, B! be two QPT-measurable binary observables. Then there is a QPT circuit implementing a block
encoding of
_ B+ B!

V2

B+

with scale factor O(1).

Proof. Taking does the job: here V. requires one additional ancilla qubit, and the blocks are labeled by the
state of this ancilla. The 0,0 block of V4 contains the desired operator. It also holds that V4 is efficiently
implementable by a quantum circuit. To see this, recall that by assumption there exist circuits that measure
By, By; by a simple application of uncomputation, these yield circuits to implement By and B; as unitaries.
Replacing each gate in these circuits by the appropriate controlled gate and concatenating them yields a
circuit for V4. O

Lemma 12. Let B®, B! be two QPT-measurable binary observables. Then there is a QPT circuit implementing a block
encoding of

(BY £ B1)?

BL=

with scale factor O(1).
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Proof. We use a similar construction to the previous part but using an extra ancilla qubit. Define Taking

Vf) Vj(tl) gives us the desired block encoding, with %3 encoded in the 00, 00 block. It straightforward to see
that this is QPT-implementable given QPT implementations of B® and B'. O

Lemma 13. Let BY, B! be two QPT-measurable binary observables. Then there is a QPT circuit implementing a block
encoding of

0+ = (B°B' + B'B%)*(B°B! + B'B°) = +(B"B! + B'B")?
with scale factor O(1).

Proof. We will use two ancilla qubits. Define Since B and B! are QPT-measurable binary observables,
by an application of uncomputation they are QPT-implementable as unitaries as well. Thus, the unitaries

Wil) and Wf) are both QPT-implementable. Taking the product (wf>)+(w(1>) yields the desired block
encoding, with €+ encoded in the 00, 00 block. O

Lemma 14. Suppose we have a QPT-implementable block encoding for a (not necessarily binary) observable % with
O(1) blowup, and suppose that || 2|| < O(1). Then & is QPT-measurable up to precision ¢ for any e =1 = poly(A).
That is, there exists a QPT-measurable POVM { Mg} g such that for any state p,

\ Xﬁ:ﬁ ~tr[Mpp] — tr[%Bp]| < e (31)

Proof. At a high level, we will view the Hermitian operator % as a Hamiltonian and use the energy estima-
tor of [Ral21] to measure it on p.

To start, let us renormalize and shift % by multiples of identity so that the resulting operators are PSD
and have eigenvalues contained in a smaller subinterval of [0,1]. Let r = ||#|| and define

B+ 4rl
Hi= = (32)
It holds that 3 5
T T
—I<H<X—I<1I.
0= SIXH= T (33)

The reason that we require the stronger bounds above, rather than merely 0 < H < [ is that the energy
estimation algorithm has a chance of overflow or underflow error for eigenvalues very close to 0 or 1.

Next, we need to prepare a block encoding of H, that is, a unitary U such that the upper-left block of
this unitary is proportional to H. We will accomplish this in two stages, using the linear combination of
unitaries construction of [CW12]. First, we will let V be the block encoding of % given by the hypothesis
of the theorem, and let ¢ be its scale factor (so the top left block of V is equal to t%). Next, we will use this
to implement the shift by a multiple of identity. Adjoin another ancilla and write Now we see that the 00
block of U is proportional to H. Moreover, U is efficiently implementable using the circuit for V.

Now, equipped with the block encoding, we are ready to analyze the performance of the energy esti-
mation algorithm. To set notation, let the dimension of the space on which H acts be r. We now apply
Corollary 16 of [Ral21]. This states that, for parameters n,«,J to be chosen below, there is an algorithm
making

Q(n,a,8) = O~ og (1) (2" + log(a ™))

queries to U that implements a channel A on two registers Out, In, where the first has dimension 2" and the
second has dimension r. This channel satisfies the property that ||A — Ajgeal||o < J, where Ajgeq is some
channel such that for any eigenstate |¢;) of H with eigenvalue E;,

Asgen(10VOloue @ 19 071,,) = (PI2"E D12 B+ (1= p)IED(EL) . @l iwyl,, G

9j
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where p; € [0,1]and E’ = [2"E;| —1 mod 2". In words, this says that with probability 1 — J, the algorithm
outputs an estimate for the eigenvalue of H that is correct up to precision 1/2"—with the possiblity of
“underflow error” for eigenvalues that are in the range [0,1/2").

This characterizes the action of the energy estimation algorithm on an eigenstate, but we would like to
know how it acts on a general state. Given a general state p, write it in the basis given by eigenstates of %
as a sum of a diagonal component pgiog = Y; A;[9;) (| and an off-diagonal component p¢. Then we have

Aideal (10) (0o ® p) = Z)\j‘fj @ [9;) (¥;] + Aidear (10) (Olout @ Poff) (35)
j

To understand the second term in the equation above, let us consider the purification of the channel A;j.,.
This is a unitary U that takes in three registers, which we may label Aux, Out, In. By Equation (34), it follows
that for all j,

u(|0>Au>< ® ‘O>Out ® |¢]>In) = |Xf>Aux,Out ® ‘l/)j>|n’ (36)

where |x;) is some normalized state. Hence, for all j # k,

Aideal(‘0> <0|Out ® W)]> <1Pk‘|n) = trAux[u(|0>Aux|0>0ut‘¢j>|n)(<0|Aux<0‘0ut<¢k|ln)u+} (37)
= trAuXHX]) <Xk|Aux,Out ® ‘¢]><lpk||n] (38)
= trauw|X) Xk aux,0ut) @ [97) (Wkl)- (39)

In other words, the channel maps the off-diagonal component to an output matrix with only off-diagonal
components as well. Now, ultimately, we are only interested in the expectation value of measurements on
the Out register, so we may take the partial trace of the In register. Upon taking the partial trace, all the
off-diagonal terms vanish, yielding:

tr1n [Aideal (10) {0l oue ® p)] = ZMU/' + tr10 [Aideal (10) (0l oyt ® (Pof)In] (40)
j

=) _Ajoj +0. (41)
]

Now, suppose we measure the resulting Out state in the standard basis to obtain a measured energy E €
{0,1,..., 2”’1}. Since we constructed H to have eigenvalues that are well-separated from 0 and 1, we are
guaranteed that overflow error never occurs as long as 1/2" is much less than 1 — 51/2/10. Supposing this
is true and, the expectation value of the measurement is guaranteed to satisfy

1
o < o (42)

1
BY IE[E — Aideal} - tr[HZA]U]]
j

This guarantee is for the output of Ajgeq- For the output of the algorithm, we thus have that

<Ll (43)

n 2n

1 E[E + Al —tr[H)_ Ajo]
j

To complete the proof of the lemma, we must now choose «,d, and n. If weseta = 1/4, 6 = ¢/2, and
2" = 2/¢, we obtain that the algorithm returns an estimate of the energy (and thus the eigenvalue of %)
that is accurate up to error e. The number of queries is Q = O(¢~!loge~!). It remains only to bound the
runtime of the algorithm. This can be seen to be polynomial in the number of queries by examining the
circuit for the algorithm given in the proof of Theorem 15 of [Ral21]. O
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Lemma 15. Let B, B! be two QPT-measurable binary observables, and define the (not necessarily binary) observables

B9+ B!
V2

as in Lemma 14. Further let D1, Dy be any two QPT sampleable distributions over plaintext Alice questions, and let
|¢) be any efficiently preparable Alice state. Then, there exists a negligible function dcrypto(A) such that, and for any
EES {+/ _}/

By =

E 2 (WI(A) B (A ) — E E Z P[(AL) T B(AD )| < berypto(A).  (44)

XHD1C Enc(x x4=D7 c=Enc(x

Proof. We show this by contridiction. Suppose the lemma is false for some s. Then there exists some poly-
nomial function f(A) such that for infinitely many A, the RHS of Equation (44) is greater than or equal to

1/f(A).

Now, choose ¢(A) so that e"1(A) is a polynomial function of A and e~(A) > 100£(A) for all sufficiently
large A—such an e exists since f is a polynomial function of A. Let {M; g} be the POVM guaranteed by
Lemma 14 applied with this choice of ¢ to the block encoding for %; given by Lemma 11. Let Ms = } 5 BM; g
be the corresponding observable. Then we obtain that for infinitely many A

BB DO MADI) — BB T (9149 MA(AD 1) > ! 099 " (45)

x4-Dq c=Enc(x x4=Dj c=Enc(x m o W

This is now a contradiction to Lemma 9, which says that the RHS of Equation (45) must be a negligible
function of A. O

Lemma 16. Let B, B! be two QPT-measurable binary observables, and define the (not necessarily binary) observables

(BY + B1)?

2 _
%y = 2

as in Lemma 14. Further let D1, Dy be any two QPT sampleable distributions over plaintext Alice questions, and let
) be any efficiently preparable Alice state. Then, there exists a negligible function dcrypto(A) such that, and for any
se{+ —}

E _E Z PlAD B (ADly) — B E Z PI(AD) B2 (ADIP)| < darypro(A).  (46)

x4<=D1 c=Enc(x x4¢=D7 c=Enc(x

Proof. Analogously to the proof of Lemma 15, combine Lemma 12, Lemma 14, and Lemma 9. O

Lemma17. Let BY, B! be two QPT-measurable binary observables, and define the (not necessarily binary) observables
0+ = (B°B' + B'B%)*(B°B! + B'B") = +(B°B' + B'B")2.

as in Lemma 13. Further let Dy, D, be any two QPT sampleable distributions over plaintext Alice questions, and let
) be any efficiently preparable Alice state. Then, there exists a negligible function derypto(A) such that, and for any
se{+ -}

E E 2 (YI(ADTO:(AD)ly) — E  E Z PI(AD O (ADIP)| < darypro(A).  (47)

x4+=D1 c=Enc(x) x4=D2 c=Enc(x)

Proof. Analogously to the proof of Lemma 15, combine Lemma 13, Lemma 14, and Lemma 9. O

17



2.5 Compiling nonlocal games using cryptography: the KLVY transformation

Kalai, Lombardi, Vaikuntanathan and Yang give a transformation that maps a k-player 1-round nonlocal
game into a 2k-message (k-round) interactive protocol between a single prover and verifier. For simplicity,
we will only present their transformation as it is applied to two-player nonlocal games, because this is
the only context in which we need to use it. The general transformation, applicable to k-player nonlocal
games for arbitrary k, is described in [KLVY21, Section 3.2]. The following presentation is taken with some
modifications from [KLVY21, Section 3.1].

[KLVY21] presents a PPT-computable transformation 7 that converts any 2-prover non-local game G
with question set Q and verification predicate V into a single-prover protocol 7 (associated with secu-
rity parameter A), defined as follows. The main theorem about this transformation which the authors of
[KLVY21] prove is presented in Theorem 22.

Definition 18 (Compiled version of nonlocal game G = (Q,V)). Fix a quantum homomorphic encryption
scheme QHE = (Gen, Enc, Eval, Dec).

1. The verifier samples (x,y) < Q, sk <— Gen(1"), and ¢ <+ Enc(sk, x). The verifier then sends c to the prover
as its first message.

The prover replies with a message .
The verifier sends y to the prover in the clear.

The prover replies with a message b.

AR

Define a := Dec(sk, ¢). The verifier accepts if and only if V(x,y,a,b) = 1.

2.5.1 The value of a compiled game

We make use of the ‘computationally sound value’ or ‘CS value’ as defined in [KLVY21, Definition 3.1]. As
a shorthand, we may refer to the CS value of a single-prover protocol simply as the “value’.

Definition 19. A single-prover interactive protocol G, specified by an interactive verifier Turing machine V, has
classical CS value > w if and only if there exists an interactive PPT Turing machine P such that for every A € N,

Pr[(P,V)(1") = 1] > w, (48)

where the probability is taken over the random coin tosses of V, and where (P, V') denotes the output bit of V(1)
after interacting with P.

Definition 20. A single-prover interactive protocol G, specified by an interactive verifier Turing machine V, has
quantum CS value > w* if and only if there exists an interactive QPT Turing machine P such that for every A € IN,

Pr[(P,V)(1") =1] > w*, (49)

where the probability is taken over the random coin tosses of V, and where (P, V) denotes the output bit of V(1)
after interacting with P.

The following theorem is identical to [KLVY21, Theorem 3.2] (except for notational changes), and guar-
antees that the quantum value of 7 is at least that of G and that the classical value of 7 is no more than
that of G (with respect to efficient provers). To state the theorem precisely, we must define the quantum
circuit associated with the Alice measurements in a game strategy (since these will be performed using
quantum homomorphic encryption).
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Definition 21. For a strateQy .7 with Alice measurements { A} },, the Alice circuit is the following unitary acting
on (C2)¥M @ H 4 @ (C%)®m

= ¥ ¥ Wleaie( X lz+a), (50)

x€{0,1}" ac{0,1}™ ze{01}™

where the addition is taken over Zy". Operationally, this corresponds to coherently performing the measurement AX
controlled on the value x in the first register, and adding the outcome to the contents of the third register.

Theorem 22. Fix any quantum homomorphic encryption scheme QHE for a circuit class C, and any 2-player non-
local game G = (Q, V') with classical value w and quantum value w*, such that the value w* is obtained by a prover
strateqy . with a quantum state |p) € H 4 @ Hp and Alice circuit C4 where Co € C. Denote by |qa| and |s 4|
respectively the length of the question given to Alice in G and the length of Alice’s (decrypted) answer in G. If QHE
is IND-CPA secure against all classical distinguishers running in time polynomial in T(A) = 219al+ls4l . poly (1),
then the following holds:

1. There exists a strategy for TC which can be executed in quantum polynomial time (polynomial in A and the
size of the prover strategy (C%, Cy)) and which attains quantum CS value at least w*.

2. Any strategy for TC that can be executed in classical probabilistic polynomial time (polynomial in T(A)) has
CS value at most w + negl(A).

2.5.2 Modeling prover strategies in a compiled game

Let the initial state used by the prover in a compiled game (with syntax specified by Definition 18) be
denoted |¢). In the first round, the prover receives an encrypted Alice question ¢, and computes an an
encrypted answer a.

In general, the prover’s action can be modeled as follows. The prover starts with some initial (pure)
state |¢). In the first round, it performs a POVM measurement depending on the ciphertext question ¢ to
obtain an outcome &, followed by a unitary depending on c and «, to obtain a post-measurement state. This
post-measurement unitary is usually not relevant® in the study of nonlocal games since the provers act on
separate subsystems, but it is crucial to consider in our setting because both “provers” act sequentially on
the same quantum register.

By the Naimark dilation theorem, the prover’s POVM measurement depending on ¢ can be simulated
by a projective measurement. Thus, to specify the prover’s behavior in the first round, we need to specify
a collection of projective measurements {I1§ }, and unitaries U ,. We can unify these into a single set of
matrices indexed by c, . Specifically, we model the action of the prover by a collection of non-Hermitian
operators A = UcqII]. These are (non-positive) “square-roots” of the projectors corresponding to the
measurement applied by the prover. More precisely, they satisfy the following conditions.

1. For any given c, the collection of positive Hermitian matrices

{(ADT(AD }a

forms a projective measurement. Thus, the probability that Alice returns outcome a in response to
question c is

Prla] = (p|(AD)T(AD)[9)-
2. The un-normalized post-measurement state after receiving question c and responding with answer « is
$a) = ALly)- (51)
Note that |||g5)||? = Pr[a].

3For an instance where it is relevant in the nonlocal setting, see [DSV15, page 18].
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Next, the verifier sends the prover a second question y, this time in the clear, and the prover measures the
state to obtain an outcome b. Once again, in general, the prover may apply a POVM measurement followed
by a unitary depending on the question and the measurement outcome. However, the measurement may be
assumed to be projective by once again applying the Naimark dilation theorem, and the post-measurement
unitary is irrelevant because we will no longer interact with the prover. Hence, to model this step, it suffices
to specify a collection of projective measurements

{By}-

3 The computational commutation game

In this section we study the compiled version of a very basic nonlocal game which forms an important sub-
routine in many nonlocal protocols: the commutation game. In this game, Alice receives an empty question
and returns two outcomes ay, a1. Bob receives a question y € {0, 1} and returns an outcome b. The players
win iff b = a,.

y

3.1 The compiled commutation game

The compiled version of this game is as follows. Note that we do not need to use any cryptography in this
compiled game: this is because Alice’s question is empty in the nonlocal version of this game, and so there
is no Alice question to hide from the prover using cryptography. Intuitively, this game simply certifies that
BY and B! (defined immediately below) stabilise the same state, which is sufficient to show that they can be
simultaneously measured.

1. Before the interaction begins, the honest prover selects a state |¢) and two observables BY, B! (not
necessarily binary) which both have |¢) as an eigenstate. The prover sends an answer « to the verifier.
We expect the honest prover to send two outcomes wg, &1 corresponding to the results of measuring
BY and B! on |¢), respectively.

2. The verifier sends a single bit y € {0,1}, chosen uniformly at random.
3. The honest prover measures BY on |¢) and returns the outcome s to the verifier. The verifier accepts
iffay =s.
3.2 Modeling the compiled game

We follow the notation in Section 2.5.2 with some modifications. Firstly, since there is no challenge sent in
the first round, the corresponding measurement operators are denoted A, (with no question index). In the
second round, the prover receives a plaintext question ¥ and measures a binary observable BY. We denote
the outcome projectors for these observables by B, so

BY =Y (-1)"B] (52)
b
B = %(H— (—1)"BY) (53)

3.3 Approximate commutation

Lemma 23. For any strategy that succeeds in the compiled commutation game (see Section 3.1) with probability
1 — ¢, it holds that

2 <1P‘(Avc)+ : ‘[30,31”2 - Aal9p) < bcom (e), (54)

14
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where
Jeom (€) = 128e. (55)

Proof. The condition for success in the game is that

Pwin = JEE Y. <¢\(Aa)+BZ(Aa)\1/J> (56)
& p=Dec(a)
1
=5+ ]EZ )Peel®s) (] (Aa)TBY (A) ). (57)

Suppose that py;;, > 1 — . Then we automatically obtain that for every y € {0,1},

LB Auly) = (~1)Pe Auly) | (58)

=2 2(=1)P (| (AL)"BY (Aa) ) (59)
— 44 (5 - 0Pl A) B AI) ) (60)
<4—4(1-2¢) (61)
= 8. (62)

From this, we will deduce approximate commutation of the B observables. First, observe by the triangle
inequality:

Y [IBOB  Aa[y) — (—1)Pecl®otDeclhig |y |1 (63)

o

SZEHBOBlAa\W—BO( 1)Pecl®]y) |2

+2ZHBO )Pecl®i|p) — (—1)Pecl®lr(—1)Pec(ofy) 12
< 32e. (65)

(64)

Moreover, by symmetry, the same holds if we exchange B® and B'. Now, expanding the square of the
commutator and applying the triangle inequality again, we get

LB B A = L [B°B Acly) — BB Auly)” (66)

< ZZHBOBlA ) — (—1)PecelotPecltn g, y) |12 (67)

+ZZHB B Aulp) — (—1)PectelotDectei, fy) |2 (68)

< 1286 = Seom (€). (69)

By expanding out the squared norm on the LHS we obtain the conclusion of the lemma. O

4 The computational CHSH game

In this section we study the compiled version of the important nonlocal game known as the CHSH game.
The protocol associated with this nonlocal game is as follows:

1. The verifier samples two questions x,y <— {0,1} uniformly at random. The verifier sends x to Alice
and y to Bob.
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2. Alice responds with a bit 2 and Bob responds with a bit b.

3. The verifier accepts if and only if x -y = a ® b.

The classical value of this game is %, and the quantum value of this game is cos?(77/8) = % + %. This
bound on the quantum value is sometimes known as the Tsirelson bound.

41 The compiled CHSH game

The compiled version of the CHSH game is as follows.
Before the interaction begins, the honest prover prepares n EPR pairs, and designates half of each pair
as an “Alice qubit’ and the other half as a ‘Bob qubit’ (so there are n Alice qubits and n Bob qubits).

1. Fix a homomorphic encryption scheme QHE = (Gen, Enc, Dec, Eval) as defined in Section 2.4. The
verifier chooses a secret key sk <— Gen(1*), and samples two questions x, y uniformly at random. The
verifier sends ¢ := Encg(x) to the prover.

2. The honest prover responds with « := Encg(a), a ciphertext obtained by homomorphically evaluat-
ing the canonical Alice strategy for CHSH given question x on the Alice qubits.

3. The verifier sends y to the prover in the clear.

4. The prover responds with a bit b in the clear, obtained by evaluating the canonical Bob strategy for
CHSH on the Bob qubits.

5. The verifier decrypts « to obtain 4, and acceptsiff x -y = a @ b.

4.2 Modeling the cryptographic game

We recall the notation in Section 2.5.2 used to define a strategy for a compiled game. In the case of the
CHSH game, we define two additional pieces of notation.

First, for the first round, in the case of the CHSH game, the answer « is supposed to be an encryption of
a single bit. We may define an associated “decrypted” binary observable for every encrypted ciphertext c:

AC= Y (=1)Pe (A (AD). (70)
4
Since the A measurement is projective, it follows that A is indeed a binary observable, viz. it is Hermi-
tian and squares to identity. It is important to note that the quantity E._gn(,) A" is nof necessarily a binary
observable as the different A° measurements may not commute for different ciphertexts ¢ corresponding to
the same plaintext question x.
Next, in the second round, In the case of the CHSH game, the outcome b is a single bit, so we may define
binary observables out of the projective measurements {BZ }, in the usual way:

BY =Y (-1)"B]. (71)
b

4.3 Macroscopic locality in the cryptographic game

In this section, we present an argument to show that the quantum value of the cryptographically compiled
CHSH game is at most w™ + € for some negligible €. This argument is based on a formalisation of arguments
contained in [Roh14]. The crux of this argument, assuming the existence of a QPT prover which wins in the
compiled CHSH game with probability at least w* + € for some non-negligible €, is to show a contradiction
with the IND-CPA security of the encryption scheme by defining a concrete efficiently measurable operator
that allows an adversary to guess the decryption of ¢ with probability better than % + negl(A) by measuring
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this operator. In the nonlocal case, this corresponds to an argument which shows that, if two nonlocal
provers Alice and Bob win in CHSH with probability better than w*, then Bob has it within his power to
guess Alice’s question x with probability better than %, using some combination of the measurements with
which he would win the game.

Formally, we will show the following lemma.

Lemma 24. If there is a QPT cheating prover P* for the cryptographically compiled CHSH game, consisting of
operators {AS }cu and {Bly] by, as defined in Section 4.2, which wins with probability w* + € for non-negligible
€, where w* = cos®(7t/8), then there is a POVM measurement {Mpg}p with eigenvalues in [0,1] which can be
implemented with a polynomial (in A) sized circuit such that

E ZZﬁwl (A Mg(AD)p)— E E ZZﬁwl (AL Mg(AD[9)| <7'(A).  (72)

XHD1C Enc(x x4¢=D7 c=Enc(x

Comparison with Lemma 9 yields a contradiction.
Define binary observables BY for y € {0,1} as in Equation (71), and define the post-measurement states
|y<) as they are defined in Equation (51). In order to show Lemma 24, we will show the following:

Lemma 25. If there is a QPT cheating prover P* for the cryptographically compiled CHSH game, consisting of
operators {AS }e o and {BZ}y,b as defined in Section 4.2, which wins with probability w* + € for non-negligible €,

where w* = cos?(71/8), then

(,DIE() Z<¢;<B°+Bl>2|¢;>> —( ol L (YLI(BY+BY) |¢a>> > 16e. (73)

=07

Since (B + B')? is an operator of bounded norm, normalising appropriately yields Lemma 24.
Let us use the shorthand notation

<X>o:=cDeC(c) L (vl Xlya) (74)
Xh=_ L E 2<%\X|¢a> (75)
B4 8 = (30 51 C;DEc):0§<‘/’w'(30i31>2“/’5> (76)
A(BY £ BY) = ((B°+ B)?)1 = Delgc)lea)WEI(BoiBl)zlwii% (77)

In addition, let us define the following notation for two-point correlators.

(A, X):= _E Y (—1)Pee®(yg|X|ps), (78)

c:Dec(c)=x"F

where X is a “Bob observable” (any linear combination of By and By).
The variances and the correlators are related by the following inequality.

Lemma 26. |(A*, B+ B')|2 < A, (B + B).

Proof. The proof follows by applying Jensen’s inequality twice. Recall that Jensen’s says that for a real-
valued random variable X, (E X )2 < E X2. When the random variable X arises from measuring an observ-
able O on a quantum state |¢), this can be written as ((¢|O[y))? < (p|O?|). We use both forms of the
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inequality below.

c:Dec(c)=x"

2
(A%, B £ BY)[? = ( Z(—l)D“(“)<lPi(BOiBl)lP@)

< E Y (WRI(BY £ BYgr))

c:Dec(c)=x"F

Y (el (B® & BY)?|yg)

" ac:Dec(c)=x"F

= Ay(B"+ BY).

Now we proceed to analysing the game. We firstly make the following observation:

Lemma 27. A;(B° + B') =4 — A(B° — BY).
Proof. Observe that

A1(B+ BY) + A (BY — B) = 2((B%)); +2((B")2)
=4,

Next we prove that:
Lemma 28. Ag(B°+ B!) + A1(B% — B!) > 4 + 16e.

Proof. Let J be the real number such that

((B®+B")?)o+((B"=B")*)1 =4 +0¢.

Note that
1,1 0 go 1 1 R0 pl
>+ 5 ((4%BO+ BY) 4 (A", B~ BY))
1 1 b
=513 E -1 ec(a) (pC BO Bl c
2 * 8 (C:Dec(c)—OXa:( ) <¢a‘( + )|1/7,x>
E —1)Pec(a) (1 (BO — BL)|y€
+ C:Dec(c):];( ) <lp0€|( )|lpa>>
=w"+e,
by the CHSH condition.

Moreover, by Lemma 26, we have
Ao(B”+ B') = ((B"+ B")?)o > (A%, B + B1)~
Similarly,
A](BO _ Bl) — <(B0 _ Bl)2>1 > <Al, BO _ Bl>2.
Hence
4+05=((B°+B")?)o+((B"—B")?*)
2 <AO, BO + B1>2 + <A1, BO _ Bl>2.

24

(79)
(80)
(81)

(82)

(83)
(84)

(85)

(86)

(87)

(88)

(89)
(90)



Using the inequality |x +y| < (2x2 +2y?)'/2, we have

8 <v*+e—%) = (A%, B"+ B) + (A", B" — B')| ©1n
< \/2(<A0, BO+ B1)2 4 (A1, B0 — B1)2) (92)

< /2(((BY+ B1)2)o + ((BY — BL)2)y) (93)

<\/2(4+9) (94)

= V2(4+06)/? (95)

<2V2+ %5. (96)

— § > 16e. 97)

O

Now, putting Lemmas 27 and 28 together, we get that
Ao(BY + BY) — A1 (B® + BY) > 16e.

This concludes the proof.

4.4 An SoS for the cryptographic game
4.4.1 Warmup: SoS in the nonlocal case

We start by reviewing the argument that obtains the Tsirelson bound in the nonlocal case using a sum-of-
squares decomposition.

Define the game polynomial to be the following polynomial in the binary observables AY, A, B?, B! used
by Alice and Bob, respectively, given a question 0 or 1.

persy = A'BY + A°B - A1BY — AlBL. (98)
For any strategy .,
§ 1 1
w*(Gensu, ) = 5T §<¢|pCH5H|¢>‘

The operators A0 Al BO Bl satisfy certain constraints. First, they must each square to the identity 1,
since each one is a binary observable. Second, the Alice and Bob operators must commute with each other:
foralla,b € {0,1}, it holds that A?Bb = Bb A%, Subject to these constraints, we will show that the following
sum-of-squares decomposition of pcpsy holds:

V2

persi =2V2-1— == (4 + 43), (99)
B° + B!

— A0 _ 100

7 7 (100)
BO _ Bl

— Al , 101

2 7 (101)
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We can check this by direct computation:

1 1
gi = (A% + S((B%)* + (B")* + BB + B'B’) — —ﬁ(AOBO +BYA% + A"B! 4+ B'A?) (102)
=1+ %(21 + BB + B'B) - %(AOBO + BYA% + A%B! + BYAY) (103)
B=1+ %(21 — B°B! — B'BY) - %(AlBO + BA! — AlB! — BlAY) (104)

2
2 2

42 = 41— = , 105
q1 + 492 \/EPCHSH (105)

where we have used the commutation between Alice and Bob operators in the last line.
Since for any state ¢ and i € {1,2} it holds that (|q?|¢p) > 0, this implies that (|pcrsu|p) < 2v2.

This in turn implies that w*(Gepsy) < % + % which is exactly the Tsirelson bound.

There is a more cumbersome way of phrasing the preceding argument, that will lead more naturally
to the cryptographic case. (It also arises when one writes down a semidefinite program to search for SoS
certificates.) Let us define a matrix I', called the covariance matrix, whose rows and columns are indexed by
Alice and Bob observables A* and BY. The entries of I are defined as follows:

T e = (P|ATAY [9) (106)
Tpyax = Tarpy := (Pp|A"BY|y) (107)
Tpype = (|BYBY|9). (108)

By construction, I is a Gram matrix and hence it is positive semidefinite. Moreover, the expectation value
(1|g?|y) can be written in terms of I' and the 4-dimensional vector §; of coefficients of the polynomial g;:

i = §i1 A + §ipA' + §;3B° + ;4B (109)
($lg?|y) = GiTax. (110)

Since I is PSD, it follows that (1|?|¢) is nonnegative, and the argument proceeds as above.

4.4.2 The cryptographic case

In the cryptographic case, the expression (¢|pcysy|y) (as defined in the previous section) is no longer
operationally meaningful: although we could define “encrypted Alice observables”, as in Equation (70),
these have no reason to commute with the Bob observables, and therefore quantities like (| A*BY|y) no
longer occur operationally in the protocol. To modify the SoS argument to work in the cryptographic case,
we will define a modified “covariance matrix” I, and replace all expressions of the form (¢|p|y), where p
is a polynomial in the provers’ operators, with a linear combination of entries of our modified I'. We will
design our I' so that ultimately, the probability that the prover succeeds in the cryptographic CHSH game
can be written as

Pr[win] = wiysy — ), 51TT), (111)
j

for some vectors z"fj. We will show that the terms FiT'7;

10} are nonnegative, thus establishing that w( ;¢ is an

upper bound on the winning probability.
Let us now give the details for our definition of I'. As before, it will have rows and columns indexed by

26



A* and BY. We define the entries as follows:

1 ifx=x
T, = 112
AxAY {0 otherwise (112)

Cpar =Ty o= B 3 (-1)P) - (9|(4) BV ALly) (113)
Tppy = E 2 (Y| (AS)YBYBY (AS)|y). (114)
c=Enc(x)

Remark 29. The definition of the entries T ,. ,. is actually almost completely arbitrary: the only constraint they
need to satisfy is that the diagonal entries with x = x" must be equal to 1. This is because these ‘AA cross terms’ never
appear in the SoS decomposition which we use below. This is, however, a coincidence special to the SoS decomposition
for the CHSH game in particular, and any analysis of a different game may need to define the "AA cross terms’ more
meaningfully.

Let us emphasize that I' is in many ways not like a covariance matrix. In particular, while it is Hermitian,
it is not necessarily positive semidefinite. However, we will show that it is “close enough” to looking like a
covariance matrix to enable us to use it to bound the game value.

Note that by this definition, the diagonal entries of I' are equal to 1. For the A*A* entries this is true by
definition. For the BYBY entries we have

Twp = B T (1040 (B)2(A0)14) (115
- _E, ZWACAmw (116
=1 (117)

The AB entries of I" have an operational meaning: when the verifier samples a question pair x, y in the

crypto game and receives (decrypted) answers a, b, then T 4xpy is precisely the expected value of (—1)*?.
_ _1\ab
Lo = E [(-1)"*]x,. (118)

This implies the following: suppose we have a game polynomial for a nonlocal XOR game:

Poame = Y_(—1)* ¥ AXBY, (119)
XY

together with an associated SoS decomposition

Pgame = w* 1—217 q7q; +ch [A%i, BYi] +Zd (1— (AY)?) + Y er(1— (B¥)?), (120)
k

where the coefficients b; are real and nonnegative, and the other coefficients are arbitrary complex numbers.
Here we have written out the constraint terms explicitly, and the two sides are equal as formal polynomials.
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For instance, such a decomposition exists for the CHSH game:

Pgame = % 14 %(AOBO + A°B! + A'BY — AlBl) (121)

= G + %) 1- \1/—65 (gtgr +ada2 + F +2) (122)
N

g i=A"— BO\;%Bl (123)

G Al BO\;EBl (124)

fi= ;(1 — (A")?) + ;(1 — (BY)?) (125)

g = %([BO, A% +[BY, AY] + [BY, A% — [BY, A1)). (126)

To see this, calculate:

A%B? 4 A%B! + B%A° 4 B'A° N (B°)*+ (B")* + B"B' + B'B°

T _ 0\2
7191 = (A”)" — N 5 (127)
1R0 _ Alpl 041 _ plapl 0\2 1N\2 _ pOpl _ plpo
o — (A1)2 _ ABY—ANB 4 B4 BlA! | (B)?+ (B~ B'B' ~ B'B 129
NG 2
A+l =4-1—V2(A°B" + A°B' + A'B" — A'B)

—(1- (A" - (1-(AYY) —(1—(BY*) —(1—(B")?)
- %([30, AY 4 (B, AY] + [BY, A] — B, A1)). (129)

Observe that the game polynomial and the SoS decomposition both have the form v - 1+ h, where h is
a homogeneous degree-2 polynomial in the variables A*, BY. Define the linear operator E[-] mapping such
polynomials to complex numbers by the following:

e E1]=1.

o E[] acting on a monomial of degree 2 in the A and B variables maps it to the corresponding entry of
T, e.g. ]E[AxBy} = FAxBy.

¢ Extend this by linearity to all polynomials of the form v -1+ h.

This operator can be thought of as a “pseudo-expectation” mapping polynomials in the formal A, B vari-
ables to the expectation value of the corresponding operators on the state. In particular, it has the following
two properties:

1. The pseudo-expectation of the game polynomial is equal to the winning probability of the strategy
used to construct I', by Equation (118):

E[pgame] = Prwin]. (130)
2. The pseudo-expectation of the “constraint terms” in the SoS decomposition is 0.

E[1— (A%)?] =E[1-(BY)?=1-1=0 (131)
E[A*BY — B*AY] = T gxpy — Ty ax = 0. (132)
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Hence, by applying IE to both sides of Equation (120) we get that
Pr[win] = w* — ) b;(E[q]q)]) = 0" =Y b;- }_qiawTo0, = w* — Zb Tg)), (133)
j j kK

where we have decomposed g; as a sum of variables g; = } 43Ok with each Oy either an A or a B variable.

Thus, if we could show that 4! j l"q] > 0 for every q] that appears in the SoS for pgame, then it would follow
the highest attainable value in the crypto game is w*, which is the optimum deduced by NPA level 1. Note
that this is weaker than showing that I' is positive semidefinite. The goal of the remainder of this section is
to show this property for 41, g2 appearing in the SoS for the CHSH game.

We will start by showing giT'q; > 0. The calculation for g, will be exactly analogous. To show that
qiTq1 > 0, we will show that it is equal to an expectation of a square under some probability distribution.
Specifically, define random variables a, b with the joint distribution y; defined by the following process:

Definition 30 (Probability distribution ).

1. First, generate a random encryption ¢ = Enc(0) and measure the projective measurement { A}y on [ip) to
obtain an outcome ciphertext «, and let a € +1 be obtained from the decryption of a by a = (—1)Pec(@),

2. Next, on the post-measurement state, measure the observable (B0 + Bl)/ /2 to obtain an outcome b € R. Note
that a priori, we cannot say anything about the possible values b can take, other than that they are real (they are
the eigenvalues of (B® + B') //2).

Claim 31. There exists a function derypto(A) = negl(A) such that
q-ll-rql zécrypto E[(g - b)z]

Proof. For notational convenience, define # = (BY 4 B')/+/2, and the associated outcome projectors .
Observe that

%’:Xb:b-%’b, %’2:;172-%’;3.

Now we may calculate:

E[(Cl - b)z] — E]E Z 2 ” <¢|(AC)+<@ AC ‘IP><< )Dec(rx) - b)2 (134)
c=Enc(0) % bespec(Z
= Egl LWl (AT B AC|9) (1 4+ B2 — 2+ (—1)Pe(@) . p) (135)

& bespec(AB)

=1+ E 2 Y, (WA B AL )b

c=Enc(0)z bespec(%)
-2 B Y Y (pl(A) B AL ) (—1)P) b (136)

c=Enc(0) 7 bespec(#)
=1+ C:E]EC(O)Z (YI(AL)T A AL ) — :EIEC(O)ZZ<¢\(A§)+«%’A§\¢>(—1)De°(“) (137)
o\t (B°+ B2 ¢
=1+ _E LAy gA «¥)
B° + B
—2 E Ayt BB yeiy(_1)Dect) 138
C:Enc(o);ﬁ/f\( @) 7 29 (1) (138)
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Now, applying Lemma 15 and Lemma 16, there exists a function derypto(A) = negl(A) such that

(B°+B')?

138) & 1+ E E AT T2 4C
( ) Cscrypto + bG{O,l}C/:Enc(b) ; <l/)‘( 14 ) 2 [14 ‘l/)>
BY + BY)
. 2 Ac ( WP TP e Dec(rx) 139
& 28l B A - (139)
1 2
:1+1+§<FBoBl +FBlBo)— E(FAOBO‘FFAOBI) (140)
1 1
=T 040 + §<FBOBO + T gt +Tgogt +Tgigo) — T(FAOBO +Tgo40 + T gop1 +T'g140) (141)
= qiTq;. (142)
O

Now we move onto showing that giT'g, > 0. Like in the case of gy, to show that giT'qy > 0, we will
show that it is equal to an expectation of a square under some probability distribution. Specifically, define
random variables a, b with the joint distribution i, defined by the following process:

Definition 32 (Probability distribution ).

1. First, generate a random encryption ¢ = Enc(1) and measure the projective measurement { A}y on [ip) to
obtain an outcome ciphertext «, and let a € +1 be obtained from the decryption of a by a = (—1)Pec(@),

2. Next, on the post-measurement state, measure the observable (B0 — Bl)/ /2 to obtain an outcome b € R. Note
that a priori, we cannot say anything about the possible values b can take, other than that they are real (they are

the eigenvalues of (BY — B1) /+/2).
Claim 33. There exists a function dcrypto(A) = negl(A) such that
T2L92 Nsypro Ella = 0)7].
Proof. For notational convenience, define 2 = (B” — B')/+/2, and the associated outcome projectors %,,.
Observe that
B=Y b B, B =Y %
b b

Now we may calculate:

Ela—b71= _E ¥ L (#lA) Zarly)(-)°= —b)? (143)
! c=Enc(1) " bespec(A)
= E Z Y (WIA) B AL ) (1 + 17 —2- (—1)P) ) (144)

c=Enc(1) "y bespec(AB)

=1+ E 3 ) ($l(AD B ALl

c=Enc(1) g bespec(#)

-2 E Y)Y (9l(AD B AL (—1)P b (145)
c=Enc(1) bespec(#)

:1+C:E]Ec(l)ZW\(Ai)*%zAiIlp)— E 2Y (9[(A)TBAG ) (—1)Pecl®) (146)

c=Enc(0)
BO _ Bl 2
=1+ _E Tl Al
BO _ Bl
~2_E Tl T Al (<)o (147)
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Now, applying Lemma 15 and Lemma 16, there exists a function derypto(A) = negl(A) such that

W)~ 1+ E E Y (pl(ady BB e
N(5crypto bG{O,l}C/:EnC(b) m l/) o 2 o l/)
BY — BY)
- E 2 Ayt BL=B) ey q)Decte) 148
E 2Rl Al ) (148)
1 2
:1+1—§(T3031 +rBlBO)_E<rAlBO_rAlBl) (149)
1 1
=T go40 + E(FBOBO + Tgigt — Tpogt — pigo) — E(rAlBO +Tgoar =L p1pt — Tpign) (150)
= 0T (151)
O

4.5 Rigidity and anticommutation
4.5.1 Zero-error argument for anticommutation

In this section, for intuition’s sake, we will present a zero-error version of the robust rigidity argument that
we present in the proof of Lemma 34.
Suppose we have an optimal strategy for the game. This is a strategy for which

T qopo + T gop1 + T g1po — T g1 = 2V2.

By Lemmas 31 and 33, it therefore holds that q;.fl"q i Rbaypo 0 fOT j € {1,2}. For the sake of illustration, in
this section only, we will pretend that dcrypto = 0. Then, expanding this out, we get

0 =q{Tq = qiTq. (152)

Let us focus on the condition that 4iTq; = 0 and therefore E,, [(a — b)?] = 0. These conditions imply
that, for any ¢ = Enc(0), after we measure the state with A to obtain an outcome 2 = Dec(a) and a
post-measurement state |¢5), then

2B gg) = (-etiyg. 59
Let us now calculate %2|¢¢).
l¥5) = 2|95 (154)
= 22+ (BB lyE) (155)
0= {B% B'}|y5). (156)

Thus, we conclude that in the zero-error case, the anticommutator annihilates the post-measurement state
for all possible questions c that are encryptions of 0 and for all possible measurement outcomes «. The
post-measurement states must span the entire Hilbert space of possible Bob states (states that the prover
can be in at the start of the second round of interaction). Therefore, the anticommutator is 0 when restricted
to this subspace. A similar argument could be applied to argue that the square of the anticommutator is 0
when restricted to this subspace.
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4.5.2 Anticommutation with finite error

Now, suppose we have a strategy that succeeds in the game with probability pesme = w* —e. We would
like to show that an e-approximate version of the argument presented in Section 4.5.1 holds.

Lemma 34. For any strategy that succeeds in the compiled CHSH game (see Section 4.1) with probability pgame =

w* — ¢, it holds that
]EC(O)Z ($I(ADT - 1{B% B'}I* - ALl9) < Santicom (€), (157)
4

c=E

where
Santicom (€) = 96V2 - & + 128crypto- (158)

Proof. Suppose the prover succeeds in the compiled CHSH game with probability w* — ¢; then it holds by
Equation (133) that

9iTq1 + 3302 = 8v/2(w* — pgame) (159)
=8v2-¢ (160)

4T < 8v2¢ (161)

giTq, < 8v/2e. (162)

Let us analyze each term separately. First, for q;, we have

8v2 ¢ > qiTq (163)
> ]E[({l - b)z} - 5ccrypt0 (164)

=1+ _E 2 (p|(AS) B (AS)|p) — Z (Pl(ADTBAL| ) (—1)PW) — brypro, (165)

c:E nc(0

where the last line is by Equation (146) and Equation (148).

Now, we would like to use this to derive an approximate version of Equation (153). To do this, start by
writing the squared difference of the left and right sides of Equation (153), averaged over ¢ and summed
over a:

e ZH«%ACIIP (=1)°e® A]y) | (166)
:ngc LWl # Ay + _E V(140" (40 1)
—2 _E DDyl A %Am (167)

E 2 )Pecl®) (| (AS)F BAG ) (168)

c Enc(0) %

=1+ B ) (gl(A) ' #Ally) -
c=Enc(0) F
Hence, applying Equation (165), we deduce that

]E ZH%ACW’ (—1 )Dec AC‘IP>H2<8\/_ €+ derypto- (169)

Now, as in the exact case, we will study what happens when %2 is applied to AS|). First, recall that by
the definition of %, the following equalities hold exactly for any choice of B?, B:

Yor+ {B°,B'}). (170)

B 2(

(B + B!)? =

I\)lH
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So we have

B A) = (1+ 5 (B B')) ALly) a7
= AS|Y) + (BAS — AD)|y) + B(BAS — AD)) . (172)
Azt NG
{B%, B'}ASIp) = 21a5") + 287, (173)

We would like bound the square norm of the RHS of the last line, averaged over ¢ = Enc(0) and summed
over a:

C:EIEC(O)X“:H{BO, B'}AL)|? < 4 IE ZH\A H2+4 JE ZHIA N (174)
<4 IE ZH\A H2+4C ElE X;H%”H2 11ag®) )2 (175)
<1 C_]E ZHIA 2, (176)
< 96V2 - €+ 120crypto = Santicom (€) (177)

where in the penultimate line we have used that ||%|| < /2, and in the last line we have applied Equa-
tion (169).
By expanding out the squared norm on the LHS we obtain the conclusion of the lemma:

B DRI 1EBY B ALIP) < Sanicom(€). (178)

O

5 A verification protocol

Let QHE = (Gen, Enc, Dec, Eval) be a quantum secret-key homomorphic encryption scheme, as described
in Section 2.4. (QHE needs to be capable of homomorphically evaluating the circuit family C4 which we
describe in step 4 of the protocol below.) Let H = ¥yy;; pwijW (e; + ¢;), a Hamiltonian operator on 7 qubits,
be the XX/ZZ local Hamiltonian of interest, where we assume Y y;; pwij = 1. We are trying to decide
whether the minimum eigenvalue of H, which ranges from —1 to 1, is smaller than « € [—1,1] or larger

than f = a + poly =IOk Suppose that the honest prover receives a witness state p which is n qubits long.

1. The verifier sets A = 1 and samples a secret key sk < Gen(1").
2. The verifier samples a pair of questions g4,4qp as follows. For notational convenience, define U,

to be the uniform distribution on 7 bits, and define Dx to be the (renormalised) distribution over
X(ei +¢j) operators induced by H: formally, Dy is a distribution over n-bit bitstrings, defined by

Pxij
— e;t+e
Dx(z) = {OZI'J' Pxij s ‘i . Define Dz similarly to Dx. Define Dy to be the distribution U, ® Dx.

Let k(n) = O((B — «)?) be a parameter. The verifier chooses one of the subtests below, the first two
with probability (1 — «)/2 and the last one with probability «:

(a) CHSH. The verifier samples a pair (a,b) from the distribution Dy = U, ® Dy, and keeps sam-
pling until a - b = 1. (We will refer to the distribution that the verifier rejection-samples from in
this case as Db.) The verifier also chooses uniformly random bits x € {0,1} and y € {0,1}. It

sets g4 = (CHSH, (a,b,x)) and gg =y
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(b) Commutation. The verifier samples a pair (a, b) from the distribution Dy = U, ® Dy, and keeps
sampling until a - b = 0. (We will refer to the distribution that the verifier rejection-samples
from in this case as D%.) The verifier also chooses a uniformly random bit y € {0,1}. It sets
g4 = (Commutation, (4,b)) and qp = y.

(c) Teleport. The verifier sets 44 = Teleport. It samples uniformly random y € {0,1}, and sets
g8 = Y-

The verifier pads g4 so that all Alice questions have the same bit length.
. The verifier encrypts g4 under sk and sends ¢ = Encg(g4) to the prover.

. The (honest) prover creates n EPR pairs, and designates one half of each pair as an ‘Alice qubit’
and the other half as a “Bob qubit’ (so that there are n Alice and n Bob qubits in total). Then, using
¢ = Encg(g4), it homomorphically evaluates a circuit C4 with the following description. C4 acts on
ga as well as the concatenation of the ‘Alice qubits” and the witness p, and responds to each question
type in the following way:

(a) CHSH. Measure the prescribed CHSH Alice observable A*** = (v(a) + (—1)*ox(b))/v/2 on
the “Alice qubits’; do nothing to p.
(b) Commutation. Measure 0z (a) and ox(b) on the “Alice qubits’; do nothing to p.

(c) Teleport. Teleport p into the ‘Bob qubits’ by doing a teleportation circuit on the ‘Alice qubits’
and p, and measure the X /Z corrections that arise from the Bell basis measurements as a 2n-bit
string.

The prover reports the (encrypted) measurement outcome that results from homomorphically evalu-
ating C4. We will refer to the encrypted measurement outcome which the prover reports at this stage
as the ‘Alice answer’ «.

. The verifier sends gqp to the prover in the clear. The prover measures all the ‘Bob qubits’ in the basis
W indicated by gp, where W = X if gg = 0 and W = Z if g = 1, and obtains an n-bit string sp. It
reports the answer sp.

. The verifier decrypts the Alice answer « to obtain a string s 4, and then accepts or rejects according to
the subtest.

(a) CHSH. In this case, recall that the Alice question was (CHSH, (4,b,x)), and the Bob question
was y € {0,1}. s4 in this case is a single bit, and sp is an n-bit string. The verifier computes
z:=(1—-y)(a-sg) +y(b-sp),and acceptsiff sy, +z = x-y.

(b) Commutation. In this case, recall that the Alice question was (Commutation, (a,b)), and the Bob
question was y € {0,1}. Recall also that s4 € {0,1}? and s € {0,1}". The verifier computes
z:=(1—y)(a-sg) +y(b-sp), and accepts iff (s4), = z (i.e. if y = 0, it checks that z is equal to
the first bit of s 4, and otherwise it checks that it is equal to the second bit of s4).

(c) Teleport. The verifier samples a w such that w = 0 with probability Yij Pxij and w = 1 with
probability Zi]- pzij- If w # pp, the verifier automatically accepts. If w = pp, then the verifier
samples a term W(e; + e;) from the distribution induced by py;;, where W = X if w = 0 and
W = Z if w = 1. We assume that the 2n-bit string s4 is in the form sy = z | _x . (Here

~— =~

nbits n bits

z represents the Z-gate corrections that the verifier is supposed to apply, and x represents the

X-gate corrections. Note that the Z gate corrections only affect the outcome if W = X, and vice
versa.)

i. If W = Z, the verifier computes (—1)(®8)i*(58)i+(84)i+(4)j and accepts iff the result is —1.

ii. If W = X, the verifier computes (—1)(®8)i*(8)i+(54)n+i+(a)ntj and accepts iff the result is —1.
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6 Completeness

See Theorem 46 for an analysis of the completeness-soundness gap that the protocol of Section 5 achieves.

7 Soundness

71 Modeling

We model the prover in the protocol of Section 5 as follows, largely following the notation in Section 2.5.2.

1. The prover starts with a pure state |i). Notational note: in this section, for notational convenience,
we may use the notational shorthand (O) in order to represent the expectation value of operator O
with respect to |i), i.e. (O) := (¢|O|y).

2. Upon receipt of an “Alice” question ciphertext ¢ (step 3), the prover applies a measurement specified
by a collection of matrices {A§ }«. (See Section 2.5.2 for more details about how {Ag }, is defined.)
The prover replies to the verifier (step 4) with the measurement outcome «.

3. Upon receipt of a plaintext ‘Bob’” question (step 5), the prover applies one of two projective mea-
surements: {Zy},cr01)7 of {Xq},cq01)n, depending on whether it receives question 0 or 1 respec-
tively. The prover replies to the verifier (step 6) with the string . We assume wlog that both Z
and X consist of a unitary followed by a (potentially partial) standard basis measurement, that is:
{Zy}eqony = (UL (nl @ -+ @ [ym) (val © DUz} eqo1yr and {Xy }yeqoay = {Uk([71) (1] @
<= @ |n) (rnl ® I)Ux},eqo1yr- The I part simply represents the part of the system that the prover
does not measure, and because it is not important, the dimensions will be left unspecified.

Notational note: For notational purposes, we will define a set of binary observables {Z(a) },¢{o,1}» and
{X(b) }peqo,1) from the prover’s Z and X measurements (defined immediately above) as follows:

Z@) = Y. (-D)"UL(In)(nl®@ @ |ra) (el @ Uy (179)
yefoy

X(b)= Y (~D"Uk(r) (1| ® - @ 1) (vl ® HUx (180)
ye{0,1}"

Lemma 35. For W € {X,Z}, and forall a,a’ € {0,1}", W(a)W(a') = W(a+a’).
Proof. By definition. O

7.2 Subtests
Lemma 36. Suppose the prover’s strategy succeeds in the CHSH subtest with probability at least wi gy — €. Then,

E E AN 11Z(a), X(D)Y? - (AS)) < Santi ) 181
(a,b)wbC:Enc((CHSHl(a,h,O));« o) [{Z(a), X(b)} - (A2)) < anticom (€) (181)

Proof. Fix a pair a,b, and let w¢ sy — €4,» be the probability of success of the prover’s strategy conditioned
on this choice of a,b. By the definition of conditional probability, it holds that E, . D} Eab = & By the

analysis of the computational CHSH game (Lemma 34), we have that

c\t ., 2, )\ < .
ooy D (A0 HZ@) X0} (4) < dunscom 00

This is because for a fixed 4, b, the CHSH subtest reduces to the CHSH game with Z(a) playing the role of
Bob’s observable BY and X (b) playing the role of his observable B'.
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Thus, it holds that

E E ANV {Z(a), XD (A)) < B banticom (€ap)- 182
ot by ettty AL HEZ@ XOME (AN < B bunim ) 152
To complete the proof, we recall that d,nticom (€) = 96v/2 - €+ 120crypto is linear in e and therefore [E, 4 danticom (€4,5) =

5anticom(1Ea,h Sa,b) = Santicom (5) O

Lemma 37. Suppose the prover’s strateqy succeeds in the commutation subtest with probability at least 1 — €. Then,

E E ADT[Z(a), X(D)]* - (AS)) < beom (e) 183
(ﬂ,b)w%C:Enc((Commutation,(a,b));(( 2) - 1[Z(a), X1 - (AL)) < dcom(e) (183)
Proof. For any fixed a, b, let the probability of success in this subtest conditioned on a,b be 1 — ¢, ;. It holds

that B, j)es.om €a,b = € By the analysis of the commutation game, it holds that

Y ((AD" - 11Z(a), X(0)] - (AF)) < bcom(eap)- (184)

c=Enc((Commutation,(a,b)) %

Now, averaging both sides over (a,b) € Scom and observing that dcom (€) is linear in €, we obtain the con-
clusion of the lemma. O

Lemma 38. Suppose the prover's strategy succeeds in the CHSH subtest with probability at least wi gy — € and
in the commutation subtest with probability 1 — e. Then,

b 2 A(ADT[(=1)"PZ(a)X(b) — X(b)Z(a)* - (AL)) < Fphase(e), (185)
c:En’c(teIeonrt) ¢
where ,
‘Sphase (5) = E(fscom + 5ar1ticom) + 5crypto (/\) (186)
Proof. By definition,
D Y A(ADT (=)™ Z (@)X (b) — X(b)Z(a)|? - (A)) (187)
c:En,c(teIep%rt) ¢
1
= 3 WEp (AT IC)MZ@X0) - X0z (49) (159)
c:Er':c(teIep%rt)
+% ( h)IE o Y A(ADT (=)™ Z(a) X (b) — X(b)Z(a)|? - (A)) (189)
ab)<Dy  a

c=Enc(teleport)
Applying Lemma 17 and Lemma 37 to Equation (188), we get that

3 By, DD U Z@X0) - XOZR - (A7) (190)

c:En’c(teIeonrt)

—1 c\t ., 2 c

T2 (a,bED% ;«Aa) [Z(a), X(D)]I7 - (AQ)) (191)
c=Enc(teleport)

S (5c0m + 5crypt0()\)). (192)

NI =
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Applying Lemma 17 and Lemma 36 to Equation (189), we get that

1 e\t |(_1)ab a o a 2 c
2 (a,b)]};—Dclg ;«A“) [(=1)""Z(a)X(b) — X(b)Z(a)|* - (A3)) (193)
c=Enc(teleport)

E Y {(AD"T HZ(a), X(0)}? - (AD)) (194)

(ll,b) (;D(lz o
c=Enc(teleport)

(5anticom + 5crypt0 (/\) ) . (195)

NI =

<

NI =

Therefore, expanding Equation (187),

E Y ((ADT- (=)™ Z(a)X(b) — X(b)Z(a) *- (AY)) (196)
(a,b)(—DQ a
c=Enc(teleport)
1
< E (5c0m + 5anticom) + 5crypt0 (/\) (197)
o
7.3 The isometry
Lemma 39. Forany uq,uy € {0,1}, it holds that
WEo L (AT (C)PZ@X0)Z(0) = X(0) | AD < S (@), (199
a, o
c:Enc(teIeonrt) Dec(a);=u1,
Dec(a)j=ua

where 5te|eport (8) — CPphase (8)1/2'

Proof. Essentially, we would like to prove Equation (198) by commuting the X(b) in the first term to the

37



right past the Z(a).

N Y ((AN(-)"Z(0)X (b)Z(a) - X(b) )A]) (199)
c:En,c(teIep%rt) Dec(g)',-:ul,
Dec(a)j=ua

= (a,hEDQ ; ((ADT[(=1)"PZ(a)(X(b) Z(a) — (—1)"*Z(a) X (b))] AS) (200)

c=Enc(teleport) Dec(«)
Dec(a)j=ua

AN
™

—1)azZ7 AcZ
B, L ICDZ@ALG

c=Enc(teleport) Dec(a);=u1,
Dec(a);=ua
E X(b)Z(a) — (—1)**Z(a)X(b)) AS I 201
wEo, L IX®Z@ - (P z@X ) Al (o)
c=Enc(teleport) Dec(a);=uy,
Dec(a);j=up
<1- E X(b)Z(a) — (=1)*0Z(a)X (b)) AS3 202
<t [0 E T Gz - () Z@X e) A 02)
c=Enc(teleport) Dec(a);=uy,
Dec(a);=ua
< | wEo Y. {(ADT(Z(@)X(b) — (=1)=X(b)Z(a)) (X (D) Z(a) — (—1)*"Z(a) X (b)) Af)
a, o
C:Enc(telep%rt) Dec(a);=u1,
Dec(a) =1z
(203)
< E Y (CD)mEH((ADH(X(b)Z(a) — (—1)"Z(a) X ())2Af) (204)
(u,b)%DQ o
c=Enc(teleport) Dec(a);=u1,
Dec(a);=ua
It thus suffices to prove the statement
E 2 A(ADT T (-1)™X(b) Z(a) = Z(a)X(b) [* - Af) < Sreleport (€)7 (205)

(ﬂ,h)(—DQ Q
c=Enc(teleport)

where we sum over all values of y; this is because the summand in Equation (205) is nonnegative for all y,
and so the sum is an upper bound for the term inside the square root in Equation (204).
Now, to conclude the proof, observe that Equation (205) is precisely the conclusion of Lemma 38, for
our choice of dieleport-
O

Definition 40. Let Hg and H 4 be two copies of (C2)®". The n-qubit SWAP isometry V : Hprover — Hprover ®
Ho @ H 4 is defined by the following expression:

Vig) = (21 Y, ZwX(ele UZ(M)UX(U)) o) " (206)
uw,ve{0,1}"
Claim 41. Let |¢) € Hprover and let p = tryrover, a[V|¢) (¢|V]. Then for any a,b € {0,1}" it holds that
tloz(a)p] = B (9lZ(u)Z(u+a)lg) 07
tlox(V)p] = B (~1)**(plZ(0)X(0+ D)X (0)Z(u) ). (208
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Proof. We prove these each by direct calculation. For the first, write

troz(z)p] = ($|VI(1®@ 02(z) ©1)V|9) (209)

jn _ (9117 ZEXOX0)Z(0) 9 02(0) ©z(Sox(o+ Hoz(wlg4) " @10)

:4% Y L@l Z(s) XX Z(u) © 07(a) @ 0z (a)|9) 9 )" (211)
u,s:u+s=a u

=5 L 0lZ6)zwl) (12)
u,s:u+s=a

= E (9lz)Z(u+a)lg). (213)

For the second, write

trfox (b)p] = (9|V' (1@ ox (b) @ 1)V]¢) (214)
41n Mst<¢\<¢+\ Z()X(1)X(0)Z(u) @ ox(b) ® 0z (s)ox (v + oz (u)|p)97) ™" (215)

= %Ut:;t_h;<¢l<¢+®"Z(M)X(f)X(v)Z(u)®ax(b)®( 1)“ox(0)g)leH)™"  (216)

= 4%,M(—l)”'h@Z(u)X(v+b)X(v)Z(u)<P> (217)

= 1,,015;n<—1>”'h<¢z<u>x<v +b)X(0)Z(u)|$). (218)

0

Claim 42. Let Hy be H restricted to the XX terms. Let IE[Hx] be the expected value of the measurement outcome
computed by the verifier in a teleport round, conditioned on 1) w = pg, so that the verifier performs an energy check
instead of accepting automatically, and 2) the verifier choosing an XX term to check. Then

E[Hy] = ) (-1t E Yo ((ADTX(b)AY).

(b= e+e)<—DX -

Uy, uz
c—Enc(teIeport) Dec(a);=u1,
Dec(a) j=u>
Similarly,
E[Hz] = ) (-7 E Y ((AD'Z(a)Ap).
V1,02 (a=e;+ej)«Dy a:

= Enc(teleport) Dec( )n+z—01

)n+]*02
Proof. By inspection of the verifier’s and the prover’s actions in the protocol of Section 5. O

Lemma 43. Define py := B _gnc(teleport) tprover,AlV (AL [¥) (@ (AS) V). Then, assuming that the prover passes
with probability w¢ gy — € in the CHSH subtest and with probability 1 — ¢ in the commutation subtest,

Y (=nmte Y E - trlox(D)pal Rasgpen ) EIHx] (219)
uq,Up o b«Dx

Dec(a);=u1,

Dec(a)j=uz
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Proof. First, by Equation (208), and by the exact linearity (Lemma 35) of the Bob operators, the LHS of
Equation (219) is equal to

_1\#1tu2 _1\a-b c\t ¢
PSS} Y B LE CUMWIAY Z@XOZ@ A, @20
Dec(a);= ul c=Enc(teleport)
Dec(a);=u

By definition, a <— Uy, b <— Dy is equivalent to (a,b) <— Dg. Applying Lemma 39 to the RHS, we get

Y (=1 ; IE E  (=1)"(yl(AD)Z(a)X(0)Z(a)(A) ) (221)

c=Enc(teleport) (a,b)<Dg

iz Dec(a);=u1
Dec(a);j=u
= ) (-1 oD Y. (WIADT (1) Z(a)X(b)Z(a) (AL |y) (222)
U1, U a, o
b c:Enc(teIeonrt) Dec(a)i=u1,
Dec(a);=ua
= ) (-1 D Yo (WIADT (D)X (D) + Z(a)X(b)Z(a) — X (D)) (AQ)|y)  (223)
U1, U a, o
- c:Enc(teIeonrt) Dec(a)i=u1,
Dec(a)j=ua
A tsrgepore) 2 (— 1)1 D Z ($I(ADT (1) X (D) (AD|p) (224)
e c= Enc(teleonrt) Dec( Ji=u1,
Dec(a )]—MZ
=) (=pmreE Yo (PI(ADTX (D) (AD ly) (225)
11,1 Dy o
c=Enc(teleport) Dec(a);=u,
Dec(a)j=ua
= E[Hx], (226)
by Claim 42. O

Lemma 44. Deﬁne Pu = ]Ec:Enc(teIeport) trprover,A[V(Agz) W)> <1/7| (AE)JFVW. Then

Y (-0t Y E trlog(a)pd = B[Hy). (227)
01,02 - H(—DZ
Dec(a),4 =01,
Dec(a),1j=02
Proof. Follows from Equation (207) and exact linearity (Lemma 35). O

Lemma 45. Assuming that the prover passes with probability w¢ygy — € in the CHSH subtest and with probability
1 — e in the commutation subtest, there exists a state p such that

E  trloz(a)-p] = E[Hyz], (228)
a<Dy
b%]EDX tr[ox (D) - 0] Ras,gepon(c) E[Hy]. (229)
Proof. Define pr = Ec_gnc(teleport) Wprover,a[V (AL W) (¥[(A5)TVT]. For notational convenience, define
||l _x := Dec(a). (Here z represents the Z-gate corrections that the verifier is supposed to apply,

n bits  n bits
and x represents the X-gate corrections.) Define p = Y, 0x(x)0z(2) - pa - 07(z)ox(x). Then, for any fixed
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a = e; +ej, we have

tloz(a) ] = t [o2(0) (Dox(0102(2) - pu 02 2)0x(0) | (230
= Y tr o2(a) ox(x)02(2) - pu - 02(2)ox ()] (231)
= YL tr [o2(a) ox(x) - pa - ox ()] (232)
= Y tr [ox(x) o2(a) ox(x) - pa (233)
=) X (=D)"2trloz(a)pdl. (234)
01,02 lx:qc::glﬂx,
xlj:z;z,
Therefore,
ElHx]= B ), ), (=1)""trloz(a)ed (235)
4Lz v1,0y a:u‘ci:z,]sz,
Y=ty
=B, tloz(a)-pl. (236)
An analogous calculation holds to show Equation (229). O

Theorem 46. Let w,, be the optimal success probability in the protocol. Set the protocol’s choice of security parameter
A to be equal to n. Then there exists a choice of x = @ ((B — a)?) such that, for all sufficiently large n, the following
holds. If the lowest eigenvalue of H is at most «, then w}e, is at least (1 —x) (1 + wWepysy) Tr(1— 1a). Conversely,
if the lowest eigenvalue of H is at least B, then we, is at most (1 —x)(1+ wWepsy) (1 — la)+v, forv =

§(B — «). Thus, the protocol of Section 5 achieves a completeness-soundness gap of § (B — «).

Proof. Suppose the lowest eigenvalue of H is at most «. Then the prover can pass in the CHSH subtest
with probability w¢ sy, in the commutation subtest with probability 1, and in the teleport subtest with
probability 1 — a. If we perform the first two subtests with probability 1(1 — ) each and the last with
probability «, then wi, is atleast 3 (1 — x)(1 + wgygy) +x(1 — fa).

Now suppose the lowest eigenvalue of H is at least . Then suppose the prover passes with probability
I1-n)1+ wWepysy) + (11— 1B) + v. Since the maximum passing probability for the commutation test
is 1, and the maximum passing probability for the CHSH test is w¢p g,y + negl(A), we note that the prover
must pass in the teleport subtest with probability at least 1 — 8 + £ — negl(A). Moreover, it cannot do too
badly in the other subtests either: since it passes with probability at least 1 (1 — x)(1 + wWipsy) +r(1— 1B)
overall, we have (letting pcpsy be the probability that the prover passes in the CHSH subtest, pcom be the
probability the prover passes in the commutation subtest, and pieleport be the probability the prover passes
in the teleport subtest):

%(1 — %) (PCHSH + Pcom) + K * Preleport > %(1 — ) (14 wepsy) +x(1 — }Lﬁ) (237)
— 2= R)(porsh + peom) + 5 > (1 1) (1 + wigy) + 51— 7P) (239)
— 20— ) (pensn + peom) = 51— 1) (1 + wiygyy) — 5 7B (239)

— 20— x) (14 @gsn — (porsh + peom) ) < K- 3B (240)

= 1+ wcysy — (PcHsH + Peom) < (241)

2(1—x)
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Hence the prover passes in the CHSH subtest with probability at least w¢ gy — ﬁ, and in the commu-
K

tation subtest with probability at least 1 — ﬁ Define € := PTGt Applying Lemma 45, and recalling

that the prover passes with probability at least 1 — 18 + £ — negl()) in the teleport subtest, there exists a
state p such that tr[Hp] is at most f — 2 + negl(A) + 40eleport (€). If 4(5te|eport(ﬁ) < &' —negl(A), then
we derive a contradiction.

The theorem statement sets v = §(B — a). Substituting into 45te|eport(2(1_K)) < 47” — negl(A), we find

we need to set ¥ and A such that

4§teleport(2(lK_ K)) < (K/Z)ECIB — IX) - negl()\) (242)

O((5)12) < B2 0( (duypro())172). 043)

Recall that derypto is equal to negl(A). Then, setting A = 1 and choosing n large enough, we have

(5 < B8 (244)

For an appropriate choice of x = @((8 — «)?), this can be shown to hold for sufficiently large 7.
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