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Abstract—This paper introduces a novel optimization frame-
work for deep neural network (DNN) hardware accelerators,
enabling the rapid development of customized and automated
design flows. More specifically, our approach aims to automate
the selection and configuration of low-level optimization tech-
niques, encompassing DNN and FPGA low-level optimizations.
We introduce novel optimization and transformation tasks for
building design-flow architectures, which are highly customizable
and flexible, thereby enhancing the performance and efficiency
of DNN accelerators. Our results demonstrate considerable
reductions of up to 92% in DSP usage and 89% in LUT usage
for two networks, while maintaining accuracy and eliminating
the need for human effort or domain expertise. In comparison to
state-of-the-art approaches, our design achieves higher accuracy
and utilizes three times fewer DSP resources, underscoring the
advantages of our proposed framework.

I. INTRODUCTION

The field of deep learning has witnessed unprecedented
growth in recent years, driven by the increasing demand for
efficient and high-performance applications [1]]. Consequently,
FPGA-based deep neural network (DNN) accelerator design
and optimization have gained significant attention [2, 13| 4]].
The development of an efficient FPGA-based DNN design
requires a diverse skill set that combines expertise in machine
learning with low-level knowledge of the target hardware
architecture [5]. Optimizing these DNN designs is a complex
process, as it involves balancing competing objectives. On
one hand, high accuracy during inference is crucial from an
application perspective. On the other hand, the design must be
optimized for the underlying hardware architecture, meeting
power, latency and throughput requirements while fitting into
the FPGA device [6,[7]]. Achieving an optimal balance between
these conflicting objectives requires careful consideration and
effective optimization strategies [8].

In this paper, we focus on the key challenge of codify-
ing optimization strategies that automate the selection and
configuration of low-level optimization techniques covering
multiple abstraction levels from DNN optimizations to FPGA
optimizations. Achieving optimal results for a given problem
is complex [9]]. It is challenging to identify the most effective
combination, order and tuning of optimization techniques to
ensure optimal outcomes [4, [10]. In order to address this
challenge, we propose the following contributions:

1) A co-optimization framework for FPGA-based DNN ac-
celerators, which includes novel building tasks that enable

rapid development of customized design flows, automat-
ing the entire design iteration process (Section [II).

2) A library of reusable optimization and transformation
tasks designed to be customizable and flexible, and
that can be easily integrated into our co-optimization
framework. Some of the tasks in our library are specific
to certain applications and/or target technologies, while
others are agnostic, providing versatility and adaptability
to the framework (Section [[V).

3) The evaluation of the proposed framework using multiple
benchmarks and different optimization strategies. This
evaluation provides insights into the effectiveness of the
framework and its optimization modules under different
scenarios (Section [V).

We present related work in Section [[If and conclude this
paper and present future work in Section

II. RELATED WORK

The field of FPGA-based DNN acceleration has rapidly
expanded, leading to the development of numerous optimiza-
tion techniques and tools. Several co-optimization techniques
have been proposed that optimize both algorithm and hard-
ware stages for DNNs on FPGAs, as discussed in various
papers [1L1, 12, [13} 14} (15, [16} [17] and in hardware-aware
neural architecture search studies like [18, [19]. These op-
timization strategies are often coupled with design space
exploration, but are typically hardcoded and cannot be easily
changed or customized. Other approaches offer end-to-end
software frameworks, such as Xilinx’s Vitis Al [20] and
Intel’s OpenVINO [21], which optimize DNNs with pre-built
optimizations for deployment on specific target technologies.
Moreover, frameworks, such as FINN [22], HLS4ML [23],
and fpgaConvNet [24], provide optimized hardware building
blocks for FPGA-based DNN accelerators. However, they do
not support automated cross-stage optimization strategies.

Our framework addresses the limitations of current opti-
mization techniques for deep neural networks (DNNs) and
hardware by supporting the design of fully automated opti-
mization flows. These flows can be described by reusable tasks
that are specific to the target platform as well as ones that can
be used across different platforms. Additionally, our approach
seamlessly integrates both new and existing optimization tech-
niques, catering to different levels of abstraction. For instance,
it includes graph optimizations for neural networks and source-
to-source optimizations for HLS C++ as described in [235].
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III. OUR APPROACH

This paper introduces a novel framework that simplifies the
development of customizable design flows for optimizing deep
neural networks (DNNs) on FPGA platforms. A design flow
consists of a series of tasks that aim to convert a high-level
specification into a final hardware design. Typically, a design
flow is implemented as a multi-stage pipeline, where each
stage operates on a specific model abstraction. As the pipeline
progresses, the model abstraction is gradually refined and
optimized, taking into account the key features of the target
device. For instance, to illustrate the process, let us consider a
DNN model described in Tensorflow. The framework utilizes
the HLS4ML tool to translate this model into a C++ HLS
model in the initial stage. Subsequently, the resulting C++
HLS model can be further transformed into a Register Transfer
Level (RTL) model using Vivado HLS.

Our approach enables the optimization strategies to be cod-
ified, automating the selection and configuration of DNN and
hardware optimizations. It is designed to fulfill the following
requirements:

Customizable: Users have the freedom to customize, ex-
tend, or modify the design-flow to meet specific needs and
support experimentation. They can select a set of design-flow
tasks, that implement specific optimizations or transforma-
tions, arrange them in a desired order, and fine-tune their
parameters to create a specific optimization flow. Additionally,
users can develop their own tasks and integrate them into the
design-flow.

Cross-stage: This refers to the breadth of optimizations and
the ability to target multiple levels of abstraction, typically
associated with different stages of a design-flow. More specif-
ically, optimizations performed at the neural network level
operate at the graph-level, while optimizations at the HLS C++
level involve source-level transformations.

Using our framework, design flows are programmatically
generated and consist of two types of components (Fig. [I): the
pipe task and the meta-model. The pipe task serves as the basic
unit of the design flow, executing specific optimizations or
transformations. By interconnecting these tasks, we construct
a complete design flow. The architecture of the design-flow
is depicted as a cyclic directed graph where nodes symbolize
tasks and edges signify dependencies between tasks, denoting
the need to complete one task before initiating another.

The meta-model, on the other hand, serves as a shared space
for storing the states of the design flow. This model consists
of three sections: configuration, log, and model space. The
configuration section (CFG) acts as a key-value store, holding
the parameters of all pipe tasks in the design flow. The log
section (LOG) records the runtime execution trace, aiding
in debugging. Furthermore, the model space can store the
generated models obtained during the execution of the design
flow. In the example presented in Fig.[I] six models are stored,
covering DNN, HLS C++, and RTL abstraction levels. Each
model includes supporting files, tool reports, and computed
metrics.
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Fig. 1. A connection between an O-task and a A-task. Each connection defines
a unidirectional flow between a source and a target task.

IV. REUSABLE PIPE TASKS

Table [[] provides a list of pipe tasks that are currently imple-
mented, along with their roles, multiplicity, and parameters.
The multiplicity indicates the number of input and output
connections that a task can handle. We consider two types
of tasks:

o O-task: These are self-contained optimization tasks that
enhance a given model based on specific objectives and
constraints. Our current pipe task repository includes
PRUNING and SCALING, which are implemented using
the Keras API (version 2.9.0), and QUANTIZATION,
which employs C++ source-to-source transformations via
the Artisan framework [25]];

o A-task: These tasks perform functional transformations
on the model space, such as compilation and synthesis.
Examples include HLS4ML (version 0.6.0), which trans-
lates a DNN model into an HLS C++ model, and Vivado
HLS (version 20.1), which translates an HLS C++ model
into an RTL model.

Our framework is customizable. Different parameters (see
Table E]) can be used to customise a design flow, and new
design-flows can be built from existing ones to tailor to specific
needs.
TABLE I
A LIST OF IMPLEMENTED PIPE TASKS.
Role

Parameters
default_precision
10Type
FPGA_part_number
clock_period
test_dataset
project_dir

train_en
train_test_dataset
train_epochs
tolerate_acc_loss (ap)
pruning_rate_thresh (5p)
train_test_dataset
train_epochs
default_scale_factor
tolerate_acc_loss (as)
scale_auto
max_trials_num
train_test_dataset
train_epochs
tolerate_acc_loss (ag)
train_test_dataset

Type Multiplicity

HLS4ML A 1-to-1

VIVADO-HLS A

KERAS-MODEL
-GEN

1-to-1

A 0-to-1

PRUNING O 1-to-1

SCALING @] 1-to-1

QUANTIZATION @] 1-to-1




V. EVALUATION

In this section, we demonstrate how optimization strategies
can be built by revising design-flow architectures, combining
and reusing pipe tasks, and modifying their configuration.

A. Experimental Setup

Experiments were conducted in Python 3.9.15 with bench-
mark workloads from typical DNN applications, including jet
identification [23l 26] (Jet-DNN), image classification using
VGG7 [27] and ResNet9 [28]] networks. The datasets used
are: Jet-HLF [23[], MNIST [29] and SVHN [30], respectively.
The jet identification task targeted FPGA-based CERN Large
Hadron Collider (LHC) triggers with a 40 MHz input rate
and a response latency of less than 1 microsecond. Default
frequencies were 100MHz for Zynq 7020 and 200MHz for
Alveo U250 and VU9P, and the HLS4ML task used 18-bit
fixed-point precision with 8 integer bits.

B. Optimization Strategies

In this subsection, we initially focus on three strategies, each
supported by a single O-task. Then, we shift our focus towards
combined strategies that utilize multiple O-tasks.

Pruning strategy. Pruning is a technique that improves the
performance and efficiency of neural networks by removing
insignificant weights. Our framework includes an implementa-
tion of this technique through the PRUNING O-task. A design-
flow which employs the PRUNING O-task is illustrated in
Fig. Pfa). This optimization task gradually zeroes out weights
during training to create a more compact and efficient network
while maintaining accuracy. In addition, it supports auto-
pruning, which automatically determines the highest pruning
rate while maintaining a given level of accuracy loss. Formally,
the objective of this O-task is defined as:

maximum  Pruning_rate

6]

subject to  Accuracy_loss(Pruning_rate) < oy

Starting at 0% pruning rate, the auto-pruning algorithm
obtains initial accuracy Accpo at step 1 (sl). It then uses a
binary search approach, increasing or decreasing the pruning
rate based on whether the accuracy loss is within a user-
defined tolerance (< «y). The algorithm terminates when the
rate difference is below a threshold (3,,). The number of steps
is determined by 1+ log2(1/,). Algorithm search steps and
direction are shown in Fig. |3| Both the tolerance (< ;) and
threshold (8,) values are initially set to 2% in this work.

The effectiveness of the auto-pruning algorithm is demon-
strated in Fig. f] Fig. 4(a) and (b) depict the pruning rate and
accuracy for Jet-DNN and ResNet9 in each step, while Fig.
4(c) and (d) show the resources utilization. As the pruning rate
increases, hardware resource requirements, particularly DSPs
and LUTs, decrease, leading to improved FPGA performance.
The design candidate with the highest pruning rate within the
allowed tolerance is selected.

Scaling strategy. To accommodate a large DNN design
on an FPGA, our framework supports the SCALING O-task
which automatically reduces the layer size while tracking the
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Fig. 2. (a) Pruning strategy. (b) The combined strategy of scaling, pruning
and quantization. (c) The combined strategy with a different order of O-tasks.
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Fig. 3. The auto-pruning algorithm applied to models, (a) Jet-DNN and (b)
ResNet9, with binary search direction shown. Omitting step sl for visibility.
The blue arrow indicates an accuracy loss > user threshold; red denotes the
optimal pruning rate.
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Fig. 5. (a) Jet-DNN accuracy and pruning rates with scaling then pruning.

(b) Jet-DNN accuracy and layer size with pruning then scaling.

accuracy loss ag. The search stops when the loss exceeds
as. This parameter can be adjusted to achieve further size
reduction with minimal impact on accuracy. This work sets

as to 0.05%, which allows for model size reduction with
negligible accuracy loss.
Quantization strategy. Our framework supports the

QUANTIZATION O-task to automate mixed-precision quan-
tization for networks. It operates at the HLS C++ level,
providing more direct control over hardware optimizations
and reducing unintended side effects when translating DNN
models to HLS C++ using tools such as HLS4ML. The
resulting precision configuration is directly instrumented into
the C++ kernel, and a co-design simulation evaluates the
accuracy of the quantized model. If the accuracy loss is within
tolerance (< ay), this process is repeated. This work sets «
to 1%.

Combining O-tasks. With our framework, new strategies
can be derived by building and revising the design-flow
architecture. For instance, by inserting the SCALING O-task
before the PRUNING O-task in Fig. 2a), a custom combined
strategy is created with results shown in Fig. [5[a). The new
optimal pruning rate is 84.4%, lower than the previous 93.8%,
due to reduced redundancy from the preceding scaling task. By
switching the order of the O-tasks, a different optimization is
achieved, resulting in a 0.7% accuracy drop after one scaling
step, as seen in Fig. [5[b). Moreover, the three optimization
O-tasks, pruning, scaling, and quantization, can be integrated
into a single automated cross-stage strategy to enhance both
performance and hardware efficiency, as illustrated in Fig. [2(b)
and (c¢).

Discussion and Comparison. Our evaluation results indi-
cate that our combined O-task optimization strategy typically
outperforms single O-task techniques. Furthermore, the order
in which these optimization techniques are applied plays a
crucial role, as different orders produce varying final results.

To highlight the advantages of our framework, we compared
our design flow results to those of other studies targeting
low-latency, low-resource, fully unfolded FPGA implemen-
tations, including original Jet-DNN [23] using HLS4ML,
LogicNets [31]], QKeras-based Q6 [6], and AutoQKeras-based
QE and QB [6]. All designs use the same architecture, except
for JSC-L, which employs a larger architecture. Our ”S+P+Q”
design with «ay set to 0.01 achieves an accuracy of 74.1%
for JSC-S, outperforming JSC-M and JSC-L, which have

TABLE 11
PERFORMANCE COMPARISON WITH THE FPGA DESIGNS OF JET-DNN
NETWORK USING OTHER APPROACHES ON XILINX FPGAS

Model aq | FPGA ‘ ’?,,;3 E}"‘:) (cijltés) I(D;P ‘ L(gT ‘ P("%“
Je%;ﬁ%g ‘ ‘ KUI15 ‘ 75 ‘ 75 ‘ 15 ‘ (1975‘;) ‘ ‘
Jéocg;\f[NE‘; ‘ ‘ VU9P ‘ 70.6 ‘ NA ‘ NA ‘ 0 (0) ‘ 1;‘1422)8 ‘
Jlé"clg'_iﬁl\[]?f ‘ ‘ VU9P ‘ 71.8 ‘ 13 5 ‘ 0 (0) ‘ 3(73923)1 ‘

gée[rgs ‘ ‘ VU9P ‘ 74.8 ‘ 55 ‘ 11 ‘ (112§1) ‘ 3(93748)2 ‘
A“(‘z"EQlkgra“ ‘ ‘ VU9P ‘ 723 ‘ 55 ‘ 1 ‘ (]6((’)) ‘ 9((;3? ‘
A“é‘;g‘;’“ ‘ ‘ VU9P ‘ 71.9 ‘ 70 ‘ 14 ‘ (]6%) ‘ 1(10199; ‘
(Jn:“:tz"rzg) ‘ 1% | VU9P ‘ 76.1 ‘ 70 ‘ 14 ‘ (69338) ‘ 6?5795)1 ‘ 2510
?fp"fg‘ ‘ 1% | vuop ‘ 75.6 ‘ 45 ‘ ‘ (3(;) ‘ 6(06? ‘0199b
?isp‘f:g‘ 4% | vuop ‘ 728 | 40 ‘ ((ﬁ) 7(022;4 ‘0166*’

2 A clock frequency of 384 MHz is used and the final softmax layer is removed.

 Dynamic power reported by Vivado. The static power is about 2.5W for all these designs.
accuracies of 70.6% and 71.8%, respectively. Compared to Q6,
our design has 0.8% higher accuracy, uses 2.5 times fewer DSP
blocks, and 5.7 times fewer LUTs. Furthermore, our design
outperforms both QE and QB, achieving over 3.3% higher
accuracy and lower resource usage. Our design also boasts
lower latency than all Q6, QE, and QB designs, demonstrating
the benefits of our framework. Inspired by the AutoQKeras
design QB, which minimizes model bit consumption, we
further optimize our design by tuning the parameters, such
as «,. Increasing the quantization O-task’s tolerant accuracy
loss (ayg) from 1% to 4% results in a smaller model with DSP
usage 3 times lower than AutoQkeras’ most efficient model,
QE (see Table [[). Although the model accuracy decreases
to 72.8%, it remains higher than the optimized AutoQKeras
designs QB and QE.

VI. CONCLUSION

This paper presents a novel co-optimization framework for
FPGA-based DNN accelerators, enabling efficient develop-
ment of customized cross-stage design flows. Our approach
reduces DSP resource usage by up to 92% and LUT usage by
up to 89% while maintaining accuracy. Compared to existing
research, our approach achieves higher model accuracy and
uses 3 times fewer DSP resources, highlighting the benefits of
our framework. Future work includes exploring more efficient
search techniques with larger numbers of O-tasks, introducing
control tasks to cover bottom-up and parallel flows, supporting
more types of neural networks such as graph [32] and trans-
former [33] networks, and utilizing new FPGA resources such
as Al Engines [34] and AI Tensor Blocks [35].
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