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Abstract cluster application development will create new

applicatons for both scalable and fault-tolerastems.

For clusters to realize this promise, cluster tedagy
must improve. Users find it difficult to configurdusters
with the desired management and security propeitiés
difficult to configure applications to be automatiy
launched in an appropriate order, to deal with vddea
integration issues, and otherwise to match thetelus
application needs. Lacking solutions to these mEnois]
clusters will remain awkward and time-consuminglgpo
limiting the growth ofcluster-aware applications.

Microsoft Cluster Service (MSCS) takes a phased ap-
proach to solving these problems. The first phade a
dresses high-availability file servers, databasety serv-
ers, and electronic mail servers. For many busasess
these servers have become essential to daily aperat
1 Introduction MSCS extends Windows NT™ with mechanisms to im-
prove application availability. MSCS detects andtas
failed components, reducing the mean-time-to-repair
(MTTR) . MSCS also migrates components to otheresod
if one node of the cluster fails. Migration impragvavail-
ability by more than an order of magnitude.

In this first phase, MSCS offers only minimal suppo
for application scalability to two nodes. Later MS@e-
leases may support larger and geographically diged
clusters. They will also improve support for self-
management of distributed applications, and for dee
velopment of cluster-aware (parallel) applications.

Microsoft Cluster Service is not the first techrmpjao
support failover, migration, and automated resiafailed
components. Important prior work includes the agpli
tion fail-over support available on many commercial

gle site, and can scalgeographically, creating a single
“server” that spans multiple locationSoftware clusters cluster platforms, no'gably the DEC, HP, IBM, NCRarit
dem and Stratus failover products. See [5] for aemo

can also offer improved management and ease-of-use. let ; f th d oth lust lsti
These benefits are well matched to a web-oriented-c (I\:/IOSmeSe € rewt?w ?] q reisre V\?nl’k g err ?/igisner S0 iBrI1ci)f?
puting model. Software clusters, integrated witblgcdfor goes beyond prior wo y pro g a signifi-

Microsoft Cluster Service (MSCS) extends the Win-
dows NT operating system to support high-availability
services. The goal is to offer an execution environment
where off-the-shelf server applications can continue to
operate, even in the presence of node failures. Later ver-
sions of MSCS will provide scalability via a node and
application management system  which  allows
applications to scale to hundreds of nodes. In this paper
we provide a detailed description of the MSCS architec-
ture and the design decisions that have driven the imple-
mentation of the service. The paper also describes how
some major applications use the MSCS features, and de-
scribes features added to make it easier to implement and
manage fault-tolerant applications on MSCS,

A cluster is a collection of computer nodes thatkwvo
in concert to provide a much more powerful syst€mbe
effective, the cluster must be as easy to prognasnnaan-
age as a single large computer. Clusters havedihana
tage that they can grow much larger than the lagagle
node, they can tolerate node failures and contiousfer
service, and they can be built from inexpensive pom
nents.

Cluster computing is poised to surge in importance
with the emergence of software that supports stalab
clusters using commodity components. Traditionally,
cluster architectures relied on special-purposeiviare.
Software clusters eliminate the need for propretaard-
ware. A software cluster can scale to many nodessat-

" This paper is the result of a collaboration betwere Reliable Distributed Computing group at tfer@uter Science Department of Cornell Univer-
sity, the Cluster Group at Microsoft Corporatiordahe Scalable Server Group at Microsoft Resedonell’s Reliable Distributed Computing group
is analyzing the distributed system components 808 and designing new algorithms for scalable djperand cluster-aware application program-
ming. An extended version of this analysis papeide available [6].

The research by the Reliable Distributed Compu@ngup is supported by DARPA/ONR under contract NBO6-1-10014 and by Intel Corporation
and Microsoft Corporation. Inquiries with respezthis paper or the full report, can be send ton\&ke¥ogels, email: vogels@cs.cornell.edu.



cantly simpler use interface and greater sophistican
the way that applications are modeled. MoreoverCH®S
has a tighter integration with the operating systeam do
most other cluster solutions.

The connections between cluster-style computing ance

prior work on reliable group management and communi
cation (atomic multicast) are of interest. Trackthg ac-
tive set of nodes in a cluster corresponds to ttoeim
membership problem [1]. Avoiding the “split braigins
drome” (whereby a cluster splits into two disjojpearts
that both claim to own some critical resource) ligle-
gous to the primary component network partitioning
problem. Linking clusters into a geographically tdis
uted wide-area system is similar to the wide-anreegss-
group problem [1]. Maintaining a checkpoint and fog
use during restart is an instance of the more géner
transaction processing techniques of logging aneh-co
mit/abort to perform atomic state transformatioms adl
the replicas [3]. A cluster can thus be viewed agg to
package powerful fault-tolerance primitives in aywhat

is natural and convenient for a very large classsefrs for
whom application availability is a key objective.

The review of the Microsoft Cluster Service thalt fo
lows focuses on the fundamental abstractions offitke
phase. It describes the software architecture efcthster
service and describes the structure of some major- c
mercial applications that use MSCS.

2 Cluster design goals

A cluster managed by the Microsoft Cluster Service
a set of loosely coupled, independent computer sjode
which presents a single system image to its cliei&CS
adopts ashared nothing cluster model, where each node
within the cluster owns a subset of the clusteoueses.
Only one node may own a particular resource atna,ti
although, on a failure, another node may take osiripr
of the resource. Client requests are automaticalljed to
the node that owns the resource.

The first phase of MSCS, released in late 1997thad
following general goals:

e Commodity. The cluster runs on a collection of off-

System management tools access and manage the
services at the cluster as if it is one single ser8erv-

ice and system execution information is available i
single image, cluster wide logs.

Reliability. The Cluster Service is able to detect fail-
ures of the hardware and software resources it man-
ages. In case of failure the Cluster Service catare
failed applications on other nodes in the clustée re-
start policy is part of the cluster configuratidh.can
specify the availability requirements for that apg
tion. A failure can also cause ownership of other r
sources (shared disks, network names, etc.) toateigr
to other nodes in the system. Hardware and software
can be upgraded in a phased manner without interrup
ing the availability of the services in the cluster

Several issues were explicitlyot part of the first
phase of the design: MSCS proves no development sup
port for fault-tolerant applications (process paiimary-
backup, active replication), no facilities for thegration
of running applications, and no support for theoxery of
the shared state between client and server. Howallef
these are viewed as options for futures designgshas

3 Cluster Abstractions

MSCS is designed around the abstractions of nodes,
resources, resources dependencies, and resoungpsgro
This section describes each of these central aiisina
and the relations between the abstractions. The sexx
tion on Cluster Operation will provide the contenrt
which the abstractions are used.

3.1 Node

A node is a self-contained Windows NT™ system that
can run an instance of the Cluster Service. Graufps
nodes implement a cluster. Nodes in a cluster
communicate via messages over network interconnects
They use communication timeouts to detect nodertzsl.
There are two types of nodes in the cluster: défjned
nodes are all possible nodes that can be clustarbees,
and (2)active nodes are the current cluster members. A
node is in one of three stat&3ffline, Online, or Paused

the-shelf computer nodes interconnected by a generi (Se€ sections 4.1 and 5.1 for details on this).

network. The operating system is a standard commerg 2

cial version of Windows NT server, the network com-
munication is through the standard Internet prdtco

» Scalability. Adding applications, nodes, peripherals,
and network interconnects is possible without mter
rupting the availability of the services at thestér.

» Transparency. The cluster, which is built out of a
group of loosely coupled, independent computer apde
presents itself as a single system to clients dettie
cluster. Client applications interact with the ¢trsas if
it were a single high-performance, highly reliable
server. The clients as such, are not affected teydn-
tion with the cluster and do not need modification.

Resource

A resource represents certain functionality offeséa
node. It may be physical, for example a printerlogical
for example an IP address. Resources are the besie
agement units. Resources may, under control o€ths-
ter Service, migrate to another node.

MSCS implements several resource types: physical
hardware such as shared SCSI disks and logicalsitem
such as disk volumes, IP addresses, NetBios nangs a
SMB server shares. Applications extend this setny
plementing logical resources such as web servetsroo
transaction mangers, Lotus or Exchange mail daéshas
SQL databases, or SAP applications.



Resources can fail. The Cluster Service uses resour
monitors (section 4.2) to track the status of th&ources.
The cluster service restarts resources when thigyoffa
when one of the resources they depend on fails.

A resource has an associatgpe, which describes the
resource, its generic attributes, and the resaubsavior
as observed by the Cluster Service. One of thesbudes
is a resource control library that is used by thsource
monitors to implement the specific monitoring fdret
type of resource.

3.3 Quorum Resource

The quorum resource provides an arbitration mecha-
nism to control membership. The quorum resource als
implements persistent storage where the Clustevicger
can store the Cluster Configuration Database amaehggn

initializes the database from the Quorum Resowtéch
stores the master copy of the database change Tbgs.
Cluster Service, during the Cluster Form or Joirrap
tions, ensures that the replica of the configuraiiata-
base is correct at each active nhode. When a naa tjoe
cluster, it contacts an active member to deterrtfieecur-
rent version of the database and to synchronizéodasl
replica of the configuration database. Updatesi¢odata-
base during the regular operation are appliedg¢dvthster
copy and to all the replicas using an atomic upgat¢o-
col similar to Carrs Global Update Protocol [2].

4  Cluster Operation

There are four areas of particular interest in &3
cluster: (1) cluster membership activities, (2)orgse
management and resource failure handling, (3) egidin

cluster is formed, and whenever the Cluster Conditjon
Database is changed. It is desirable that the Quar:
source be highly available and that it not dependhe
availability of a single node. At present, MSCS égp a
partition on a shared fault-tolerant SCSI disk naplie-
ment the Quorum Resource, although other techredogi
may be employed for this purpose in the future.

3.4 Resource Dependencies
Resources often depend on the availability of other

sources. An instance of a SQL server depends on the

presence of a certain SQL database that in turerdkEp
on the availability of the disks that store the afiaise.
These dependencies are declared and recordedd&n a

pendency tree. The dependency tree describes the se-

guence in which the resources should be brougimearit
also describes which resources need to migratehege
If a resource is restarted, all resources that e it
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are also restarted. Dependencies cannot crossreesou Figure 1: State transition diagram for cluster membership.

group boundaries.

3.5 Resource Groups

A Resource Group is the unit of migration (failover
Although a resource dependency tree describes ghe r
sources whichmust failover together, there may be addi-
tional considerations for grouping resources intigraz
tion units. The cluster administrator can assigcobec-
tion of independent resource dependency treesstogle
resource group. When the group needs to migratnito
other node in the cluster, all the resources ingraip
will move to the new location. Failover policieeaet on
a group basis, including the list of preferred omwnedes,
the failback window, etc.

3.6 Cluster Database

All configuration data necessary to start the @uss
kept in the Cluster Configuration Database. Thaldzde,
which is replicated at each node in the clusteacisessed
through the standard Windows NT configuration dasah
called theregistry. The initial node forming the cluster

4.1  Cluster Membership Operation

When a cluster node restarts, it can take one of tw
distinct paths: (1) If there are already active e®th the
cluster, the new node will synchronize with theselas
and join the cluster (i.e. become active). (2)hé thode
cannot discover any other active cluster nodesijlittry
to form a cluster by itself. It will assume it tsetfirst node
to start and that other nodes will join later.

The next sections describe the different phasdbhef
membership operation. Section 5 has more detaitthen
membership protocols.

Starting a Node

When the node starts, as part of its reboot proitess
will bring all its local devices online, except fthose
device that are shared with other nodes. Sharettetev
may already be controlled by other nodes, so theyaly
be brought online after the node has joined or &
cluster. Then the active node negotiates with tthero
nodes in cluster for device ownership.



The operating system starts the Cluster Service-pro
ess at node startup. The Cluster Service firstreraelis-
covery phase. The node uses information from itsllo
copy of the cluster configuration database to fthe
names of the defined nodes (potential cluster meshbe
The nodes Cluster Service tries (in parallel) tntact
any other Cluster Service at a defined node. dtidceeds
in finding an active node, the new node will jolretex-
isting cluster. If all the connection attempts timat, the
node will try to form a cluster.

Joining a Cluster

If the starting node is able to find an active tdus
node, the applicant engages in a startup negatigtethe
active node gponsor). First the sponsor validates the
authentication credentials of the joining node ahdcks
whether the applicant has a right to join the @usif the
applicant is adefined member of the cluster the sponsor
moves to the second phase.

Next the sponsor sends version information of the ¢
figuration database and possibly sends databaséniog
formation to the applicant if changes were maddenthie
applicant was offline. The sponsor then atomichiyad-
casts information about the applicant to all activeles
members. The active nodes update their local meshiger
information.

Once the applicant is a full member of the clusied
is guaranteed to have access to the correct coafign
information, the applicant brings any resourcesnenthat
it is responsible for and that are not online el in
the cluster.

Forming a Cluster

A node attempts to form its own cluster if it cahno
find an active node during the discovgiyase. The node
uses the local cluster database (registry) to fivel ad-
dress of the quorum resource. The quorum resowics h
the master copy of the configuration database dued t
change logs. The node attempts to attach to theugquo
resource. The quorum resource supports an arbitrati
protocol that assures that at most one node cantben
resource. If the node is able to acquire ownersiithe
guorum resource, the node synchronizes the locaten
database instance with the master copy. When tteeida
the local database is updated, the node has foamezlv
instance of the cluster and has become an (th@jeact
member. It can now start bringing shared resouores
line. Other defined members can now join the newly
formed cluster.

Leaving a Cluster

When leaving a cluster, a cluster member sends a

ClusterExit message to all other members in the cluster,
notifying them of its intent to leave the clust€éhe exit-

ing cluster member does not wait for any respofmes
instead immediately proceeds to shutdown all ressur
and close all connections managed by the clusferace.

The active members gossip about the departed member
and update their cluster databases.

Node Failure

To track the availability of the active membersttie
cluster, all members send periodic heartbeat messtg
others and all monitor the network for heartbeassages
(see section 6.1). The communication manager sigaal
failure suspicion to the Cluster Service when twocgs-
sive heartbeats have not been received from acphati
node. In this case, the Cluster Service startsrébeoup
membership algorithm to determine the current membe
ship in the cluster (see section 5.1). After thev meem-
bership has been established, resources that wéne at
any failed member are brought online at the aativees,
based on the cluster configuration.

Node States

Defined but inactive nodes awg#fline. Active mem-
bers may be in one of two statesline or paused. Active
members, even paused ones, honor cluster datapase u
dates, contribute votes to the quorum algorithm and
maintain heartbeats. However, when the node isus@d
state it cannot take ownership of any resourcepgou

4.2 Resource management

The Cluster Service manages resources by invoking a
pre-defined set of calls to sesource control program
library (a dynamically linked library (DLL)) that is pro-
vided when the resource type is defined. Centréhiwis
means by which the Cluster Service can monitorstaee
of the resource. As resources are very diverseiihpos-
sible for the cluster service to have a generic tgaman-
age the state transitions of all resource types.rébource
control libraries, which implement the control bktspe-
cific resource types (see section 3.3), presertlarmr-
phic state transition mechanism. The resource abtitr
braries for each type hide the complexity of manggi
state changes for that resource type. This polyhiorp
design allows for a single Cluster Service to manag
varied resource types. One just plugs in a newureso
control library for the new resource type.

A resource has five distinct states:

» Offline. The (initial) inactive state of the resource, in
which it does not provide any service to its clgerih
this state the Cluster Service may request theureso
to go online. The Cluster Server can bring a resour
into offline state by issuing a request while theaurce

is in online or failed state.

Online-pending. The resource has accepted a request
by the Cluster Service to bring its services onlifiee
resource remains in this state while it initializéhe
service. If the resource fails to initialize it go@to the
failed state, otherwise the resource signals thestél
Service that the resource is online.

Online. The resource is providing services correctly.
When the resource is in this state the ClusteriGerv



uses the resource control library callbacks to kHec
problems with the resource.

Fail-back
A resource group that migrated from ipseferred

b Offline-pending. The Cluster Service has requested the owner is not automatica”y migrated back when the pre-

resource to stop offering service and go offline.

ferred owner rejoins the cluster. Migration backcen-

« Failed. The resource control library has decided thatstrained by the resource grofgilback window described

the resource has failed and cannot continue toigeov

services. This is signaled to the Cluster Servibéchv

can decide to restart the resource by bringindfiine

and online again (perhaps at another active node.)

The configuration database has a list of possibkish
for a resource and an ordered list of preferredessinlhe
Cluster Server brings a resource online when anghef
possible hosts is available and when all the degmnd
resources are online.

4.3 Resource Migration

in the Cluster Configuration Database. The failbadh-
dow indicates how long the new node must be up and
running, before the resource group is migrated liadis
preferred owner. It also indicatétackout periods when
failbacks are deferred for cost or availabilitygeas (mi-
gration causes temporary service outage).

4.4  Client Accessto Resources

NT clients normally access resources using nanas th
look like \node\serviceWith MSCS, resources and serv-
ices migrate among nodes. Clients do not wantehdce

A resource group may migrate to another node forname to change when it migrates -- migration shdueld

many reasons: (1) failure of the original node, félure

of the resource at the original node, (3) the resogroup
prefers to execute at the other node, and (4) tesabor
requests the group to move. In the first case €tuserv-
ices pull the resource groups to the surviving cluster
nodes. In the other cases, the owning Cluster &ervi
pushes the resource group to the other node.

Pushing a Group

If a resource fails, the local Cluster Service egpdly
tries toonline the resource. Failing that, the Cluster Serv-
ice will optionally move the containing resourcegp to
another node. First all resources in the resogroap are
taken to the offline state. A new active host niglse-
lected, and the resource group is brought onlinkeahew
hosting node by its local Cluster Service. Thiscess is
called pushing a group to another node. The Cluster Ad-
ministrator tool and load balancing tools, using tuster
call interfaces, can also initiate a group push.

Pulling a Group

When an active node fails, its resource groups ineist
pulled to the other active nodes. This process is sindlar
pushing a resource group, but without the shutdplase
on the failed node. The complication here is deiing
what groups were running on the failed node andclwhi
node should take ownership of the various grougk. A
nodes capable of hosting the groups determinehieami
selves the new ownership. This selection is basedode
capabilities, the group’s preferred owner list, ansimple
tie breaker rule, in case the nodes cannot deciehw
node should be the new host. The replicated cluktta-
base gives all nodes full knowledge of the resogroeips
on the failed node. Hence, the nodes can deterthime
new hosts without communicating with one anothecte
active node pulls (brings online) the resource psoit
Nnow owns.

transparent to the client. MSCS provides transparéry
de-coupling the physical node name from the service
name.

Resources are accessed through network names: a
NetBIOS name or a DNS name/IP address combination.
These names become logical resources that are ddded
the resource group. Whenever the resource migtates
another node in the cluster, the resources netwarke
and IP address also migrates as part of its resanaup.
Consequently, there is an immutable mapping between
network names and services. From the clients petspe
there are no nodes in the cluster, only serviceks tha
network names through which they are accessible: th
cluster becomes a single virtual node.

Clients experience a service disruption while a re-
source group is migrated to a new node. Migratien i
transparent for connectionless protocols like HTarRI
NFS. If the client is connection-oriented, the wtienust
reconnect to the service after the service migraféss
behavior is identical to server failure and recanrie the
monolithic case. Many off-the-shelf client softwesgs-
tems, such as the standard file-system networkeetoi,
already handle this temporary unavailability andore
nect in a transparent manner. Some clients su€DaC
v3 and the SAP R/3 presentation server are clastare
in that they store sufficient information at theeot to
reconnect to new instance of the middle tier apfitie
servers. These reconnections are not transparent
(connection state is lost), but they are automatic.

5 Cluster Architecture

The MSCS architecture presents cluster management
in three tiers: (1) cluster abstractions, (2) dusbpera-
tion, and (3) operating system interaction.

The top tier provides the abstractions described in
Section 3: nodes, resources, dependencies, anghsyrou
The important operations features aesource manage-
ment, which controls the local state of resources, faild



Table 1: components of the Cluster Service

Component Functionality

Event processor Provides intra-component event elgliservice

Object manager A simple object management systeméoobject collections in the Cluster Service

Node manager Controls the quordiarm andJoin process, generates node failure notifications, madages nett

work and node objects
Membership manager Handles the dynamic cluster mestipechanges
Global Update manager A distributed atomic updateicefor the volatile global cluster state varihl

Database manager Implements the Cluster Configur&taabase

Checkpoint manager Stores the current state ofcaures (in general its registry entries) on persisstéorage.

Log manager Provides structured logging to persistemage and a light-weight transaction mechanism

Resource manager Controls the configuration ane sthtesources and resource dependency trees.nlitars active
resources to see if they are still online

Failover manager Controls the placement of resogroaps at cluster nodes. Responds to configurati@mges ang
failure notifications by migrating resource groups

Network manger Provides inter-node communicationraj@uster members

ure management, which orchestrates responses to failure pjember Join
conditions.

The shared registry allows the cluster servicee® &
globally consistent view of the clusters curreasource
state. The clusters registry is updated with amat up-
date protocol and made persistent using transadtlog-
ging techniques. The current cluster membershipeis
corded in the registry. The membership agreemestopr
col and failure detection is based on the Tanderti-mu
computer membership algorithms [4].

The cluster service relies heavily on the Windows N
process and scheduling control, RPC mechanismsg ham
management, network interface management, security
resource controls, file system, etc. The ClustemviSe
extends the basic operating system with two newuiesd
(1) The cluster disk, which implements the Chal-
lenge/Defense protocol for shared SCSI disks (@ecti
6.2), and (2) the cluster network module, which lenp
ments a simplified interface to intra-cluster conmica-  Member Regroup
tion and implements the heartbeat monitoring. If there is suspicion that an active node has daitke

The core of MSCS consists of 11 components jointly membership manager runs tregroup protocol to detect
known as the Cluster Service (see table 1). Theycam-  membership changes. This suspicion can be caused by
bined in a single process, with some communicationproblems at the communication level, missing hemthb
functionality delegated to the cluster network driv messages, or power failures.

The following sections describe some elements of tw The regroup algorithm moves each node through six
of the components responsible for the Cluster 8ebs/i stages. Each node sends periodic status messaggis to
distributed operation. A detailed description dfcalmpo- other nodes, indicating which stage it has finisiédne
nents can be found in the technical report [6]. of the nodes can move to the next stage until afles
have finished the current stage.

>1 Membe_rshlp Manager . 1. Activate. Each node waits for a local clock tick so that
Membﬁrshlp manlagement is based on the Tandem j; \nows that its timeout system is working. Aftiat

membership protocol [4]. It maintains CONSeNSUS MO 6 node starts sending and collecting status messa

the active nodes: who is active and who is defifidtre It advances to the next stage if all active node!re-

are two important components to the membership man- sponded, or when the maximum waiting time has
agement: (1) théoin mechanism admits new members elapsed.’

into the cluster, and (2) theegroup mechanism deter- 5 cjosing This stage determines whether partitions exist
mines current membership on startup or suspeciitkia and whether the current node is in a partition that

Section 4.1 described the operation from the
perspective of a joining node. The join algorithsncon-
trolled by he sponsor and has 5 distinct phasedoh
active node.

The sponsor starts the algorithm by broadcastieg th
identity of the joining node to all active nodes.then
informs the new node about the current membership a
cluster database. This starts the new membersteszds.
The sponsor waits for the first heartbeat from tieav
member, and then signals the other nodes to canside
new node a full member. The algorithm finishes wéth
acknowledgement to the new member

All the broadcasts are repeated RPCSs to eacheactiv
node. If there is a failure during the join opesati(de-
tected by an RPC failure), the join is aborted trenew
member is removed from the membership.



6.

should survive. A partition survives &ny one of the sender is finished updating all the members inclbster

following conditions is satisfied it sends thdocker node anunlock request to indicate the
1. The new membership contains more than half theprotocol terminated successfully.
original membership. Node Updates

2. (a) the new membership has exactly half the orlgina
members, and (b) there are at least two members in Once a sender knows that the locker has accepted th

; . ._update, the sender RPCs to each active node (inglud
the current membership, and (c) this membership. . o
contains the tie breaker node that was selected whe'tself) t(.) install the update. Thg nodgshaLe up[datmg qt
the cluster was formed. a-time in a_node—ID order starting with t e.nodemadl—
3. (a) the original membership contained exactly two ately following the IocI_<er node, anq wrapping arguhe
members and (b) the new membership only has on Ds up to the node with ID preceding the locke@nce

member, and (c) this node owned the quorum disk innhoetif?epddz;ethza;%efgticl)r:fta“ed at all nodes, thiesios
the previous group. P ’
If the new group survives, the new members select aailures
tiebreaker node to use in the next regroup. Tlas fi The protocol assumes that if all nodes that reckikie
breaker then checks the connectivity information re update fail, it is as if the update never occuriEde re-
ceived from all nodes to ensure that the survigraup maining nodes do not need to recover such updates.
is fully connected. (If not it prunes the partiattpn- amples of such failures are (1) sender fails belocker
nected members nodes). It then announces the newccepts update, or (2) sender installs the updathea
membership to all members. All now move to stage 3. locker, but both sender and locker node fail &ftat.

. Pruning. All nodes that have been pruned for lack of If the sender fails during the update process|ableer

connectivity halt in this phase. All others moveward reconstructs the update and sends it to each autiste.
to the first cleanup phase. Nodes that already received the update detecthtosigh

. Cleanup Phase OneAll surviving nodes install the a duplicate sequence number and ignore the duplicat

new membership mark the nodes that did not surviveupdate.

the membership change as inactive, and inform the |If the sender and locker nodes both fail after the
cluster network manager to filter out messages fromsender managed to install the update at any noglente
these nodes. Each nodes Event Manger then invokeshe locker node, a new locker node will be assigdibs
local callback handlers to announce the node fslur new locker node will always be the next node in tipe

. Cleanup Phase TwoOnce all members have indicated date list. Given the way the updates are ordehésinbde

that the Cleanup Phase One has been successfaly exmust have already received the update. If the semde-
cuted, a second cleanup callback is invoked tonallo  aged to install the update past the locker nodealidt
coordinated two-phase cleanup. Once all members havstarting at the node immediately following the leckio-
signaled the completion of this last cleanup phbsg de. The new locker will complete any update thas wa
move to the final state. progress using the saved update information. Toentiaik
Stabilized. The regroup has finished. work, the locker allows at most one update at & tifrhis
There are several points during the operation, &her gives a total ordering property to the protocolipdates

timeouts can occur. These timeouts cause the rpgrouare applied in a serial order.
operation to restart at phase 1.

5.2 Global Update Manager

share volatile global state among nodes. The dalgari

6 Support Components.

The Cluster Service uses several support components
unique to MSCS: the cluster network component, the
cluster disk driver, the event logger, and the tsarvice.

Many components of the NT Cluster Service need to

used by the Global Update Manager is a varianthef t
Tandem GLUP protocol [2]. It is an atomic multicast 6.1  Cluster Network

protocol guaranteeing that if one surviving meminethe The Cluster Network component provides the cluster
cluster receives an update, all surviving membeentl- service with:

ally receive the update, even if the original serfdds. It 1. A uniform interface to communicate with other nades
also guarantees that updates are applied in d seé. independent of the network infrastructure.

Locker Node 2. Predictable processing Bim-Alive heartbeat messages

One cluster node, dubbed tloeker node, is assigned 3. Node failures detection based on heartbeats.

a central role in the Global Update Protocol. Arode 4, Network and interface failure detection.

that wants to start a global update first contdutslocker.
The locker node promises that if the sender failénd

Heartbeat Management

the update, thiocker (or its successor) will take over the The cluster network keeps an active-node conneégtivi
role of sender and update the remaining nodes. @ece  Vector. For each active node, the network managepsa



list of interfaces that can reach that node. Eaaterperi-
odically sends a heartbeat message to each otlige ac
node over each of these interfaces. When a heardioea
rives from an active node, the senders local tinteo
counter for that node is reset, and its heartbeaqtience
number is recorded. Duplicates arriving over ahégn
interfaces are ignored for the node’s alive coiit, do
test the network for latent failures. If, after ertain pe-
riod (currently 2 heartbeat periods), no messagas h
arrived over a certain interface or from a particutost,
failure suspicions are generated.

6.2 Cluster Disk driver

7 Virtual Servers

Virtual NT servers extend the resource group concept
to provide a simple abstraction for applicationsl au-
ministrators. Applications run within\artual server envi-
ronment. This environment provides the applicatidgth
the illusion that it is running on a virtual NT redvith
virtual services, a virtual registry, and with atwal name
space. When an application migrates to another ,nibde
appears to the application that it restarted at Stme
virtual NT node.

The Virtual Server environment provides applicasion
administrators, and clients with the illusion ofsigle,

MSCS provides support for the disks connected to aStable environment -- even if the resource grougraes.

shared SCSI bus. Multiple nodes in the cluster lsan
connected to the same SCSI bus. At any time, eig&higl

One benefit of virtual servers is that many insesnof
an application can be executed on a single nodeh ea

some disks on the bus. This allows dynamic ownprshi
and failover of disks among cluster members.
The Cluster Service uses the shared disk mechanism

implement the Cluster Quorum Resource. The quorum

resource has two roles: (1) it breaks ties wherrctgxaalf

of the nodes are trying to form a cluster, andit(&fores
the cluster database and log information acrossteru
failure periods. By using the SCSI challenge-defens
protocol, the cluster service arbitrates for thenemship of
the quorum resource.

6.3 Cluster Wide Event Logging

Event logs are an important tool for NT server admi
istrators. Logs track the execution state and piaten
problems of NT devices, services, and the apptoati
running on the node. The administrator uses an teven
viewer to display the logs. In a cluster thereadanger a
clear association between node and the applicatons
services running on the node, as such it is comfaexo
track nodes and services using the traditional eaeisms.

The Cluster Service extends the event log mechanis
by enabling administrators to view a single eveoq |
containing all the events in the cluster, everh& node
that reported the event is currently down.

To implement this global event log, the local eviegt
mechanism forwards local events to the local Cluste
Services. Events reported to the Cluster Servieesant
via RPC to all other nodes in the cluster, wheeytare
appended to the local event log files.

6.4 Time Service

The Cluster Service ensures that the clocks at the

nodes in the cluster never drift apart more thansthort-
est time it takes to failover a resource. This ezsuhat
resources that failover between nodes see a mdnatign
increasing local clock. The Cluster Service usesdfan-
dard NT Time System Service, but uses its resocooe
trol library to dynamically update the registryonfnation
to match the primary time source within the clustris
allows all clocks to be synchronized with univertiale.

m

SQL Servers or two SAP environments to executevas t
virtual servers on one physical NT node.

7.1 Client Access

A virtual server resource group requiresage name
resource (NetBios and DNS), and l&haddress resource.
Together, these present consistent naming for ltbats.
The virtual server name and IP address migrate gmon
several physical nodes. The client connects usheg t
virtual server name, without regard to the physiocab-
tion of the server.

7.2  Server Encapsulation

Each virtual server environment provides a name
space and configuration space separated from wvitteal
servers running at the same node: registry aceesgice
control, named communication (pipes), and RPC end-
points. This allows two instances of an applicasenvice
running on the same node but in separate virtuaicsee
environments not to clash in the access of conrditimm
data or internal communication patterns.

To provide this transparency, three features were
added to NT:
 Virtual server naming. System services (such as Get-
ComputerName) return the network name associated
with the virtual server instead of the host nodm@aa
» Named pipe re-mapping When an application service
consist of several components that use interprocess
communication to access each others services, the
communication endpoints must be named relative to
the virtual server. To achieve this a name remappin
facility for the named pipe interface was implengeht
Named pipe names are translated from
\Wvirtual_node\servicéo \\host\$virtual_node\service.
Registry replication. The Windows NT registry stores
most application configuration data. To allow apali
tions that run in separate virtual servers to ranttee
same host node, registry trees must be remapped to
virtual-server local trees. nt state in the regisparts
Each unique tree represents a single virtual seamdr




is internally dependent on the nhame associated tivith
virtual server. When the virtual server migratés o-
cal tree is rebuilt from the logs on the quorumidev

Although virtual servers are a clean abstraction fo
encapsulating applications, the implementation ¥ e

tremely difficult. It is difficult to know all thedependen-

cies on node specific resources, as applicationsn of

make use of dynamic loadable libraries in ways ithiab-
duce new naming dependencies.

8 Experience

Most major
modified to use MSCS. The next sections describeeth
of them: Microsoft SQL Server, Oracle Parallel drall-
safe servers, and the SAP R/3 business system.

8.1 Microsoft SQL-Server

SQL Server 6.5 is a client/server relational databa
system consisting of a main server process andpethe

process called the executive. The server processagesa
a collection of databases that in turn map dowtinéoNT
file system. The server is a free-threaded protiestslis-
tens for SQL requests and executes them againsiathe
base. It is common to encapsulate the databasestoitad
procedures that act on the database. Client rexjimstke

these procedures, written in the TransactSQL progra

NT Server applications have been

larly, security on the two servers had to be kdpttical.
Stored procedures often reside in a server-gloaiabdse.
Administrators discovered that they needed to déxact
replicate these procedures at each server so then the
database failed over to the second server, cligotdd be
able to find the same procedures. SQL ServerSoapin
software and many utilities did not use the ODB€Iin
face and so did not failover. This effectively diked rep-
lication -- a major loss of functionality.

SQL Server Failover under MCSC.

Using MSCS it was possible to move away from data-
base failover and redesign SQL Server to use server
failover as the mechanism for high-availability. $QL
Server resource group is configured as a virtualseiver
with a virtual registry, virtual devices, virtuakrsices,
virtual name, virtual IP address, and whatever é&se
needed to create the fiction that it is a virtudl Node.
Clients connect to the server running on this dirtoode.
The server application thinks it is running on thigual
server and the virtual server can migrate amongsiphly
servers.

This design allows a two-node MSCS cluster to have
two or more high-availability SQL Servers. The ot
always see the same server name, even as the sarver
grates from node to node. The server sees the sauie

ming language. The procedures execute a program witfonment, even as it migrates. Administrators, wihe a

control flow and calls to read and write the datmba
These procedures can also access other NT sefeces
Mail is often used for operator notification.)

really just clients, administer virtual serversstjlike real
servers (no new concepts have been added). Réphicat
and other mechanisms just work. Again, it is agoithing

The SQL executive performs housekeeping tasks likehas changed -- the server is just virtualized. Fmsple

launching periodic jobs to backup or replicate tiza-
base. The replication is quite flexible. It is oftased to
create a replica of the database that can be nsmase the
primary system fails.

SQL Server Database Failover

design has proved to be very easy to understandaand
explain to users.
8.2 Oracle Database Servers

Oracle Corporations Oracle Parallel Server (OPS)
runs on most cluster environments. OPS relies @ th

In 1996, Microsoft shipped a version of SQL Server shared disk model for its cluster technology, using a dis-
that provided database failover. This design pestlat tributed lock manager (DLM) to coordinate disk axsms.

MSCS. In that design, two SQL Servers were conédur

Each instance of the OPS database server can aatess

on two NT nodes with disks shared between themhEac databases stored on the shared disk array. Wheiagver

database, (a self-describing collection of SQLeabivith

its own transaction log file) was configured asubset of

the shared disks. SQL Server was able to migratata

base from one server to another. The ODBC clieotopr
col was aware of the different server names and emas
hanced to select the second server for a databdke i
first one was not available.

instance of the server fails, a surviving OPS ramecov-
ery operation to recover the database.

Classic OPS running on an MSCS cluster uses the
same model. Consequently, the shared disks are not
resources managed by MSCS. OPS just uses MSCS to
track cluster organization and membership notiiores.

Oracle developed the Oracle Fail-Safe product te-in

This design "worked" but it had some unexpected grate more closely with MSCS. Fail-Safe uses theCBS

problems. Fundamentally, it was very hard to camnfyg
correctly, especially at the server side. A databtmt
moves between two SQL servers finds itself with sets
of registry entries that determine how the sereed(the
database) should behave. Administrators quicklynkes
that they needed to keep the two senidemtical. One
important difficulty is that the administrator mawpt re-
alize that some operation is modifying the regis8imi-

shared nothing model anddata partitioning. Each Fail-
Safe server instance manages one or more databases.
A Fail-Safe server instance runs as a service g33)c
at each node in the cluster. It performs databasaitor-
ing (interacting with the MSCS resource monitorgj f
each database at that node, and it maintains thanayg
configuration of the client/server interface module



The Oracle Fail-Safe server iscantainer service in
the sense that a single server process at a ngg@rssi

many resource groups. Resource groups can migrate tsurviving node.

and from the container service. Microsofts SQLV@eby

server dubbed the Central Instance (Cl). Upon rfailof
either node, the failed virtual server migrates the
The application components are
placed in a joint resource group, with dedicatezbuece

contrast is grocess-service: there is one resource group libraries managing each of the components. Theuress
per process, and new processes are created when-the are organized in several complex dependency tf®&B.

source migrates.

application migration is relatively simple as nagstent

Each Oracle Fail-Safe database is stored on one ostate is kept at this tier.
The application servers in SAP R/3 are "failover

more shared disks, but conforming to the MSCS model

the database is only accessible to the Oracle rsénat
controls the disk as a cluster resource. Eachrinstaf a
Fail-Safe database is an MSCS virtual server. Updn
ure, the virtual server (disk, database, IP addrasd

aware", in that they can be temporarily disconreeétem

all

the database or message/enqueue server. Aftertimgvai

period they try to reconnect. A failure in the detse tier
is transparent to the user, as the applicationesemask

network name) migrates to another active node. Gimee the potential transaction failure that was the ltesuthe
resources are brought on-line, the local Fail-Safeer is  failure. Migration of the application server is déad at
notified of the new resources. The Fail-Safe serverthe client by establishing a new login-sessionhat iew
initiates recovery and begins offering databasessc node hosting the application server.

Clients access a database through the network name§ . .
and IP addresses associated with the resource gnatip Future Directions
holds each database. When a database fails, témt cli We commented that MSCS is still in a first phadee T
reconnects to the database server under the same na second phase will focus on scalability and extemdin
and address, which have moved to the surviving hodeavailability management. The scaling effort has tajor

Application builders are encouraged to maintaimgee-
tion state information, so that after a failure amflight

components: First there is cluster software itsetiere
scalability of the algorithms used in the distriaiopera-
tion is critical to growing clusters to larger nuenp of

transactions can be resubmitted.
83 SAPR/3 nodes [7]. Secondly, we are exploring the intromucbf
) _cluster aware mechanisms for use by developers-of s
SAP AG offers a scalable system for business appli-phisticated servers that might exploit clusterestghral-
cations. It is the worlds largest supplier of ess solu- |gjism. In support of such an approach it wouldneees-
tions. SAP builds its systems around the sophistita sary to provide programming interfaces for clustem-
middleware system SAP R/3. R/3 is a three-tier Cli- hership and communication services, similar toisesvin

ent/Server system, separating presentation, agipiica |gjs [1]. Server developers would then use theskuitd
and data storage into clearly isolated layers. dlgh all  gcaiaple applications.

the business logic is in the application tier af 8ystem,
there is no persistent state at the applicationessr This
separation allows application servers to be addeslys-
tem to achieve higher processing capacity and aviitly.
Load balancing and availability management of the- p 2]
allel application servers is through dedicated Ri&n-
agement tools. [3]
All persistent state of R/3 is maintained in théatfase
tier where a § party database is used for data storage. To[4]
facilitate the use of different database venddrs,system
avoids the storage of non-portable elements suctates
base stored procedures. There are 3 componenthicii w
only a single instance can be active in the systzmnal,
which are thus a single point of failure: the dats the
message server and the enqueue server. The faflargy

of these servers will bring the complete systera hilt. Service", Cornell University Dept. of CS Techni&aport,
These services are made highly available with MSCS. number assignment in preparation, May 1997

Given that only single instances of these servars ¢ [7] vogels, W., Dumitriu, D., Agrawal, A., Chia, T.,&Guo
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