
1

Implementation and Evaluation of the RBIS Protocol
in 5G

Michael Gundall∗, Julius Stegmann∗, Christopher Huber∗, Rüdiger Halfmann†, and Hans D. Schotten∗‡
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Abstract—5G that is strongly focused on improvements on QoS
and QoS guarantees, which are necessary for industrial deploy-
ments, enables novel use cases. Here, nearly each use case requires
time synchronization of the involved systems. While PTP in its
variations, e.g. IEEE 1588 v2.1 or IEEE 802.1AS, has established
as standard for wireline systems, time synchronization of wireless
or hybrid systems is still subject to research.

Thus, the so-called RBIS protocol, which was originally devel-
oped and investigated for Wi-Fi, is mapped to 5G. This is possible,
because both systems are infrastructure based and a suitable broad-
cast that fits to the requirements of RBIS protocol can be found in
the control layer of 5G NR. Even if the 1 𝜇s requirement that is
required by some applications is not yet cracked, the accuracy of
1.3 𝜇s and precision of ≤ 4.3 𝜇s for non-invasive extension of existing
5G deployments is highly promising.

Index Terms—5G, RBIS, Clock Synchronization, Time Synchro-
nization, IEEE 1588, IEEE 802.1AS

I . INTRODUCTION

5th Generation Wireless Communication Systems (5G) are
the basis for future wireless applications. Thus, 5G systems
recently enter factory halls to firstly solve stringent wireless
industrial use cases [1]. The continuous integration of systems
into the wireless landscape as well as the rising demands on
quality of service (QoS) lead to more and more distributed sys-
tems. In contrary, dependant on specific applications, a dynamic
system composition is feasible. Here, a high synchronization
quality between the systems is urgently required. While clock
synchronization is mostly solved for wireline systems, it is still
under research for wireless or hybrid communication systems. As
precise clock synchronization is already a challenge for wireless
systems, hybrid systems demand the convergence of wired and
wireless systems. This requires the integration of an existing time
domain, e.g., a time-sensitive networking (TSN) network. While a
transparent tunneling of Precision Time Protocol (PTP) messages
via 5G User Plane Functions (UPFs) is possible, the performance
is highly decreased due to both determinism of the air interface
and the UPF scheduling in the core network.
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Globecom Workshops (GC Wkshps). Please cite as: M. Gundall, J. Stegmann, C.
Huber, R. Halfmann, and H.D. Schotten: “Implementation and Evaluation of the
RBIS Protocol in 5G”. In: 2022 IEEE Globecom Workshops (GC Wkshps), IEEE,
2022.

Overall, the most demanding requirements regarding syn-
chronicity are local devices that have to cooperate [2], whereas
most challenging use cases require a clock synchronicity of
≤1𝜇s [3]. Furthermore, an increased synchronization between
these devices not only leads to realization of novel use cases
or improved product quality, but also to higher possible speed
and product processing, e.g. by mobile robots. This leads to both
increased efficiency and revenue.

Consequently, the following contributions can be found in this
paper:
• Concept for clock synchronization of 5G User Equip-

ments (UEs) on the basis of Reference Broadcast Infras-
tructure Synchronization (RBIS) protocol.

• Evaluation of the proposed concept performing measure-
ments on a testbed.

Accordingly, the paper is structured as follows: Sec. II de-
scribes the principles and the state-of-the-art regarding clock
synchronization, while Sec. III gives an overview of related work.
Furthermore, Sec. IV proposes the mapping of the originally for
Wi-Fi designed RBIS protocol to 5G. Furthermore, the testbed is
introduced (Sec. V) and the concept is evaluated (Sec. VI). Finally,
the paper is concluded (Sec. VII).

II . CLOCK SYNCHRONIZATION

A precise and accurate clock synchronization is the basis for
a wide range of industrial use cases and applications. As of
now, most industrial communication systems are wireline, due
to several advantages, such as determinism, reliability, small and
bounded latency, and more. Thus, lots of clock synchronization
algorithms were developed specifically for this type of commu-
nication, whereby the most common ones can be grouped into
one-way and two-way synchronization protocols [4]. While one-
way synchronization protocols, such as Flooding Time Synchro-
nization Protocol (FTSP), send only one message from the time
master to one or more slaves, the quality is highly dependent on
the latency and jitter of the Local Area Network (LAN) [5]. There-
fore, two-way synchronization protocols, such as Network Time
Protocol (NTP) were introduced [5]. Using NTP, a single message
exchange following the ping-pong scheme and containing several
timestamps can be used to reach a 10-100 ms accuracy in wireline
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systems, depending strongly on the number of network devices
located in the LAN [6]. While this accuracy is often sufficient
for non-industrial end users, most operating systems of personal
computers (PCs) are synchronized using this approach. However,
for industrial environments, a higher accuracy is required. Hence,
the PTP (IEEE 1588) was introduced [7]. As shown in Fig. 1, a
total of four messages are sent. While SYNC and DELAY REQ
are used as trigger for creating the timestamps, FOLLOW UP
and DELAY RESP make the timestamps available for the slave
[6]. During the complete process four different timestamps are
produced. With the help of these timestamps, not only the offset
between master and slave clock can be calculated (see Eq. 2), but
also the delay of the packet transmission (see Eq. 1).

Fig. 1. Message exchange and corresponding timestamps in PTP (IEEE 1588).

𝐷𝑒𝑙𝑎𝑦 =
(𝑡2 − 𝑡1) + (𝑡4 − 𝑡3)

2
(1)

𝑂 𝑓 𝑓 𝑠𝑒𝑡 =
(𝑡2 − 𝑡1) − (𝑡4 − 𝑡3)

2
(2)

Since the delay measurement and its correction highly im-
proves the clock synchronization, it is widely used whenever
a precise clock is required. Due to the fact that PTP is based
on delay measurements, the best performance can be reached
in local wireline networks, where the path of the packet and its
delay is nearly static. Thus, in a LAN easily microsecond or
even sub-microsecond accuracy could be reached, whereas the
actual performance depends on the capabilities of the devices,
i.e., master and slave providing hardware timestamping or the
availability of network switches with PTP support. Hence, the
recently developed TSN technology specifies a standard for
time synchronization using PTP as basis [8]. This so-called
IEEE 802.1AS standard extends PTP by a novel configuration.
In addition, hardware timestamping capabilities and protocol
stack message exchange directly at the MAC layer are required
to comply with this standard. Using these features, nanosecond
accuracy is possible. Since some use cases even require sub-
nanosecond accuracy the IEEE 1588 v2.1 profile supports this

accuracy, but requires sophisticated devices and extensions [9].
While PTP and its deviations are well suited for clock synchro-

nization in wireline systems, clock synchronization in wireless
systems requires different approaches, since the introduced delay
measurement is not as accurate as for wireline systems. This is
because the propagation paths of the signals sent from mobile
devices change frequently during operation. Thus, different con-
cepts are required for the clock synchronization of devices using
wireless communication links. Here, the so-called Reference
Broadcast Synchronization (RBS) protocol, which belongs to the
group of one-way synchronization protocols, was developed [10].
In the RBS protocol one node acts as master and sends a cyclic
broadcast including the reference time to all slaves that have to
be synchronized. In this way it makes use of the properties of
the shared communication channel because it is assumed that
the broadcast arrives at each of the slaves at nearly the same
time. This assumption is possible, because the range of a Wi-Fi
deployment is typically limited. Since the purpose of the RBS
protocol is to synchronize infrastructure-free networks, but many
novel wireless communication systems such as Wi-Fi or 5G are
infrastructure-based, a separate version, the RBIS protocol, was
introduced [11], as shown in Fig. 2.

Fig. 2. RBIS protocol (refined from [12]).

In this case the infrastructure sends the cyclic synchronization
broadcast and the connected nodes are synchronized, whereas
the infrastructure cannot be synchronized using this approach.
When the devices get the broadcast each device tags the incoming
synchronization message to their recent timestamp that is device
specific. Afterwards, the device that acts as master can distribute
its reference timestamps 𝑡𝑅

𝑗
to all slaves as FOLLOW UP mes-

sage. Then, all slave devices have both, their own and reference
timestamps 〈𝑡𝑆

𝑗
, 𝑡𝑅

𝑗
〉 for a specific synchronization message. Thus,

the offset between master and slave clocks 𝐶𝑅 (𝑡) and 𝐶𝑆 (𝑡) can
be calculated.

III . RELATED WORK

The benefits of RBIS protocol already motivated several in-
vestigations. Thus, [11] evaluated the concept based on Wi-Fi.
Since the RBIS protocol requires cyclic broadcasts that all devices
receive in parallel, the concept assumes that all devices are con-
nected to the same infrastructure, i.e., all stations are connected
to a single Access Point (AP), using Wi-Fi as communication
system. In order to achieve a wider service area, [13] proposes
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a concept for the possible extension of the RBIS protocol. It
is based on the idea that there are Wi-Fi stations that are in
the range of more than one AP and consequently receiving
multiple synchronization broadcasts. If the time offset between
these transmissions is considered, also clocks of devices can be
synchronized that are only connected to different APs.

Furthermore, the use of the RBIS protocol not only in
IEEE 802.11 but also mobile radio communications was investi-
gated [14]. Accordingly, a first draft for using RBIS protocol in
5G was proposed, but the concept was evaluated using 4G. More-
over, no performance results on the clock synchronization of the
UEs were provided. The evaluation was only analysed regarding
measurements of a discrete factory automation demonstrator that
requires a clock synchronization of 1 ms and less.

IV. MAPPING OF RBIS TO 5G

This section covers the application of RBIS protocol in 5G. In
the beginning, Sec. IV-A describes the provision of a synchroniza-
tion signal, Sec. IV-B a delay correction for using RBIS protocol
in 5G, and Sec. IV-C introduces the implemented algorithms.

A. Cyclic Synchronization Signal

In order to map the RBIS protocol to 5G, a potential syn-
chronization message has to be identified, whereas this message
has to be received by all devices that have to be synchronized.
Furthermore, it is important that this message is send cyclically
and contains an unique identifier that the next message can be
differentiated from the recent one. This is required to assign the
timestamp 𝑡 𝑗 to a specific message. The so-called Physical Broad-
cast Channel (PBCH) that is located inside the Synchronization
Signal Block (SSB) alongside Primary Synchronization Signal
(PSS) and Secondary Synchronization Signal (SSS), broadcasted
in the entire network for initial network access, is well suited for
this task. Further, the SSB is the only always-on signal in 5G. This
means that each UE receives the signal even if it is not connected.

Moreover, the PBCH contains the so-called System Frame
Number (SFN). The SFN is a 10-bit counter variable that is
incremented every 10 ms. This means that this value repeats every
1024 ticks and is not unique, however, a repetition of every 10.24 s
is viable, if 𝐶𝑅 (𝑡) − 𝐶𝑆 (𝑡) ≤ 10.24/2 = 5.12 s. In addition, the
PBCH is send in an interval that can be adjusted by the base
station (gNB) between 5 and 160 ms, which usually depends on
the use of the corresponding carrier. A UE expects a new SSB at
least every 20 ms in 5G NR for cell search in an initial (random)
access. Thus, the basic requirements necessary for RBIS with
respect to the cyclic synchronization signal are already fulfilled
by utilizing existing 5G NR functionalities.

B. Runtime Correction

Since the RBIS protocol is based on the receiver/receiver
principle, it is assumed that all devices receive the synchroniza-
tion signal at the same time. This assumption leads to an error
depending on the distance deviation Δ𝑠 between gNB and the
different receivers (see Fig. 3). While Δ𝑠 is small for UEs that

Fig. 3. Time synchronization error due to different Time of Arrivals (TOAs).

are equidistant to the gNB, a variation of the distance of both
UEs to the gNB leads to an increased Δ𝑠. Thus, for high values
of Δ𝑠, a error correction is required. For mobile communication
systems, determining the UE-to-gNB propagation delay is already
of great importance: Due to the provision of frequency- and
time-distributed resource elements, the gNB expects the packets
of the respective UE at very strict time slots. So called uplink
synchronization must be guaranteed. For smaller time deviations,
a cyclic prefix was introduced both between symbols and slots.
These are short temporal buffer areas in which no user data is to
be received, in order to avoid the overlapping of symbols arriving
slightly delayed or ahead of schedule. With large spatial distances
and associated relatively long transit times, however, a transmitted
OFDM symbol will also exceed the limits of the cyclix prefix by
far. Here, the Timing Advance (TA) comes into play [15]. TA
ensures by a time correction that the uplink symbols from the
UE are sent ahead of time so that they arrive at the gNB in the
correct time slot. The base station determines the time difference
to be set via the uplink signals received and transmits this to the
UE via the Timing Advance Command (TAC). The time 𝑇TA (see
Eq. 3), assuming the same signal propagation delay 𝑡prop in the
uplink and downlink, describes in 5G NR the time difference to
be considered for sending uplink symbols. In other words: the
uplink frame should be sent by the UE exactly 𝑇TA before the
corresponding downlink frame from the gNB is sent back to the
UE.

𝑇TA = (𝑁TA + 𝑁TA,off) · 𝑇c = 2 · 𝑡prop + 𝑇off (3)

As can be seen in Eq. 3, 𝑇TA depends not only on the signal
propagation delay 𝑡prop between UE and gNB but also on an fixed
offset 𝑇off . The offset is caused by the base station having to
switch from receive to transmit between receiving the uplink from
and transmitting downlink symbols to the UE.

It should be mentioned that in 5G NR time values are basically
specified in a unique step size, the so-called Physical Layer Time
Unit𝑇c. This can be expressed via 𝑇c = 1/(Δ 𝑓max ·𝑁f) ≈ 0.509 𝑛𝑠,
where Δ 𝑓max is the maximum defined Subcarrier Spacing (SCS)
frequency of 480 𝑘𝐻𝑧 and 𝑁f the FFT size of 4096. Thus, 𝑇c
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can be considered as 5G NR sampling time. The propagation
delay 𝑡prop is also determined in 𝑇c step size and specified via
𝑁TA. There are two calculation schemes in 5G NR: An initial
determination of 𝑁TA during the random access procedure via the
Random Access Response (RAR) message as well as continuous
updates of 𝑁TA via the MAC Control Element (MAC CE), which
are both specified as TAC messages. The calculation of 𝑁TA is
performed for the RAR procedure according to

𝑁TA =
𝑁TAC,RAR · 16 · 64

2𝜇
(4)

and for the MAC CE updates according to

𝑁TA,new = 𝑁TA,old +
(𝑁TAC,MAC − 31) · 16 · 64

2𝜇
. (5)

The variable 𝑁TAC is actually the index transmitted as TAC.
𝑁TAC in the RAR message has a size of 12 bits and vary between
0 and 3846. In contrast, only a 6 bit 𝑁TAC index is transmitted in
the MAC CE that is coded as unsigned and lies between 0 and 63.
However, the first 31 values correspond to a runtime correction
value, as it can be seen by the subtraction in Eq. 5. The parameter
𝜇 in Eq. 4-5 indicates the subcarrier spacing used and is based on
the following relation: Δ 𝑓 = 2𝜇 · 15 𝑘𝐻𝑧.

Thus, TA in 5G NR operates based on a correction in fixed
step sizes. To get a better overview of correction accuracies, both
the temporal and spatial step sizes for different SCS are shown in
Table I. The distance in meters is also a metric to figure out which

Tab. I
T IMING ADVANCE ADJUSTMENT STEP SIZE FOR DIFFERENT

SUBCARRIER FREQUENCIES

𝜇 Freq. SCS Adjustment Step Size
Range Δ 𝑓 [kHz] time [ns] distance [m]

0 FR1 15 520.85 78.13
1 30 260.42 39.06

2 FR1/2 60 130.21 19.53

3 FR2 120 65.10 9.77

distance an UE has to move before the TA value changes. The
adjustment time step size is also the minimum possible correction
time and limits the accuracy that can be achieved in combination
with RBIS. If Δ 𝑓 = 30 𝑘𝐻𝑧, runtime differences up to twice the
corresponding adjustment time can be compensated. In this case,
this leads to an accuracy of slightly more than half a microsecond.

Also for runtime correction, the 5G NR standard with its
TA functionalities provide a well-founded baseline. For this,
however, the master UE must exchange its calculated 𝑇TA value
together with its timestamp to the other UEs, since the TAC
response packets are only transmitted to the respective UE and
not broadcasted within the cell. Then, slave UEs can perform a
RBIS protocol-based synchronization, corrected for the different
runtimes, from the combination of their TA value, their own
timestamp and the received master values. The offset time 𝑇off ,
on the other hand, is of no significance for the runtime correction,

since it can be assumed that this is the same for all transmitted
cyclic broadcast signals.

C. Implementation

In order to implement RBIS protocol in 5G, two different
algorithms have to be formulated, whereas Alg. 1 shows the
algorithm for the Master UE 𝑀 . First, it has to be ensured that
all Slave UEs 𝑆𝑥 are connected to the same gNB. Furthermore, a
reference time 𝑡𝑅 is required at 𝑀 . Since the SFN repeats every
10.24 s, the clocks of all 𝑆𝑥 have to be at least within the already
mentioned 5.12 s limit. Thus, an initial timestamp 𝑡𝑅0 is created
and send to all 𝑆𝑥 alongside the Masters TA 𝑇𝑅

TA. Afterwards, 𝑀
waits for a PBCH block and creates a timestamp 𝑡𝑅, when a new
one is detected. Furthermore, both 𝑆𝐹𝑁 and 𝜇 values are read.
Then, a new pair 〈𝑆𝐹𝑁𝑅, 𝑡𝑅〉 is created and sent to all 𝑆𝑥 . Since
𝜇 defines the the minimal intervals 𝑇𝐼 , where all UEs receive a
new PBCH block, it does not make sense to send FOLLOW UP
messages more frequently. Furthermore, 𝑁𝑅

TA is included in the
FOLLOW UP message.

Algorithm 1 Master UE algorithm
Require: 𝑡𝑅, 𝑥 ∈ N, 𝑇𝑅

TA
Ensure: 𝑀 , 𝑆𝑥 are in the range of the same BS

1: Create timestamp 𝑡𝑅0
2: Send 𝑡𝑅0 to 𝑆𝑥 , ∀𝑥
3: while true do
4: Wait for PBCH
5: Create timestamp 𝑡𝑅

6: Read 𝜇

7: Read 𝑆𝐹𝑁𝑅

8: Create pair 〈𝑆𝐹𝑁𝑅, 𝑡𝑅〉
9: Transmit 〈𝑆𝐹𝑁𝑅, 𝑡𝑅, 𝑁𝑅

TA〉 to 𝑆𝑥 , ∀𝑥
10: end while

Thus, the algorithm for the 𝑆𝑥 is presented in Alg. 2. After
its start up, each 𝑆𝑥 waits for the initial timestamp 𝑡𝑅0 of 𝑀 .
When it arrives, a timestamp of its local time 𝑡𝑆0 is taken and
the difference between both timestamps is calculated. If the
timestamp is within the limit of 5.12 s, no adjustment of 𝐶𝑆 (𝑡) is
required. In the next step, each 𝑆𝑥 waits for an incoming PBCH
block and processes it similar to 𝑀 . After the pair 〈𝑆𝐹𝑁𝑆 , 𝑡𝑆〉 is
created, 𝑆𝑥 waits for incoming FOLLOW UP messages. When a
FOLLOW UP message is received, the included SFN is compared
to the most recent one that was included in the last PBCH block.
Dependent on the delay of the processing and transmission of the
FOLLOW UP messages by 𝑆𝑥 , it is possible that they differ. In
order to get the suitable pair, 𝑆𝑥 browses 〈𝑆𝐹𝑁𝑡−1, 𝑡

𝑆
𝑗−1〉 pair until

it finds the correct one. Afterwards, the offset that is defined as 𝑖
is calculated and can be used for further iterations. Last but not
least, the offset is calculated and the clock 𝐶𝑆 (𝑡) is corrected.

V. TESTBED

In order to evaluate the proposed concept a testbed is used that
contains the hardware that is listed in Tab. II.
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Algorithm 2 Slave UE algorithm

Require: 𝑡𝑆 , 𝑥 ∈ N, 𝑇𝑆
TA

Ensure: 𝑀 , 𝑆𝑥 are in the range of the same BS
1: 𝑖 ← 0
2: Wait for 𝑡𝑅0
3: Create timestamp 𝑡𝑆0
4: if |𝑡𝑅0 − 𝑡

𝑆
0 | ≤ 5.12s then

5: 𝐶𝑆 (𝑡) ← 𝑡𝑅0
6: end if
7: while true do
8: Wait for PBCH
9: Create timestamp 𝑡𝑆

10: Read 𝜇

11: Read 𝑆𝐹𝑁𝑆

12: Create pair 〈𝑆𝐹𝑁𝑆 , 𝑡𝑆
𝑆𝐹𝑁
〉

13: 𝑆𝐹𝑁𝑆 ← 𝑆𝐹𝑁𝑆 − 𝑖
14: Wait for 〈𝑆𝐹𝑁𝑅, 𝑡𝑅, 𝑇𝑅

TA〉
15: if 𝑆𝐹𝑁𝑆 ≠ 𝑆𝐹𝑁𝑅 then
16: 𝑖 ← 𝑆𝐹𝑁

17: while 𝑆𝐹𝑁𝑆 ≠ 𝑆𝐹𝑁𝑅 do
18: 𝑖 ← (𝑖 − 16/2𝜇) mod 1023
19: end while
20: 𝑖 ← 𝑆𝐹𝑁𝑆 − 𝑖
21: 𝑆𝐹𝑁 ← 𝑖

22: end if
23: 𝐶𝑆 (𝑡) ← 𝐶𝑆 (𝑡) + 𝑡𝑅𝑆𝐹𝑁

− 𝑡𝑆
𝑆𝐹𝑁
− (𝑇𝑅

TA − 𝑇
𝑆
TA)

24: end while

Tab. II
HARDWARE CONFIGURATIONS

Equipment QTY Specification

5GC 1 Nokia AirFrame server
5G BS 1 Nokia AirScale platform, AirScale

Micro Remote Radio Head
5G UE (PC) 2 Intel Core i9-9900K,

16 GB DDR4,
2x Intel i210-AT NICs,
Ubuntu 20.04.1 LTS 64-bit

5G UE (SDR) 2 Ettus Research X310
TSN Eval. Kit 1 RAPID-TSNEK-V0001,

IEEE 802.1AS

Since the used 5G Core (5GC) is a in-house development
for Nokia’s Digital Automation Cloud and operated on a Nokia
AirFrame server platform, it is not commercially available. The
used gNB, on the other side, is commercially distributed by Nokia
under the name AirScale. This is important because it directly
proves that our concept does not require any adaptation of the
functionality of a gNB. Additionally, two Ettus Research X310
Software-Defined Radio (SDR) platforms in combination with
two high performance PCs are used as UEs. Furthermore, each
UE runs OpenAirInterface5G software that is an open source
experimentation and prototyping platform compliant with the 5G
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(a) Readings of the measured clock offset between TSN Evaluation Kit and Intel
NUC mini PC over time.

𝜎 = 36.44
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0

0.1

0.2

0.3

0.4

Clock offset [ns]
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𝑟
𝑜
𝑏
𝑎
𝑏
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𝑖𝑡
𝑦

(b) Histogram of the probability density functions obtained for the readings of the
clock offset.

Fig. 4. Clock offset between TSN Evaluation Kit and Intel NUC mini PC for a
sync interval of 31.25 ms (2-5s).

standard. Moreover, a TSN evaluation kit is used. It is connected
to the Master UE in order to synchronize its clock to the TSN
time. In order to allow time synchronization, the Master UE
runs LinuxPTP module that is an open source implementation
of IEEE 802.1AS and 802.1AS-REV specifications. To perform
offset measurements between the TSN time and the synchronized
time, the Slave UE is also connected to the TSN evaluation kit,
for evaluation purposes only.

VI. EVALUATION

In order to determine the performance of RBIS protocol using
5G offset measurements were performed. Since these measure-
ments rely on a very precise measurement of the TSN time,
Fig. 4 depicts offset measurements for the synchronization of the
Master UE clock. It can be seen, that a maximum synchronization
error of ≈100 ns occurs, by using the minimum sync interval
of 31.25 ms (2-5s). Furthermore, the precision is 0.014±36.44ns.
Sine this value is much lower than the expected clock precision
using RBIS in 5G, this error can be neglected. Next, the results of
the performed measurements are discussed. Thus, Fig. 5 shows
the histogram of the readings obtained for 35,000 data points.
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Fig. 5. Histogram of the reduced data set and probability density functions
obtained for different standard deviations and corresponding box plot.

Indeed, a total of 180 outliers that exceeded the ±10 𝜇s
borders and are <0.5% of all values are not shown in the plot.
Further, three different probability density functions are depicted,
obtained for the listed standard deviations. While the dotted
density function that belongs to the complete data set is too
conservative, the dashed density function for the reduced data
set, which contains the remaining 99.5% of all data points, is
too optimistic. Thus, the red curve shows an optimized density
function for the measured data set. Using this density function
as basis, Tab. III lists the measured clock precision for different
confidence intervals. Furthermore, 𝑃1 is the probability value for
the reduced data set, while 𝑃2 takes the outliers into account.

Tab. III
MEASURED CLOCK PRECISION FOR DIFFERENT STANDARD DEVIATIONS .

𝜎 2𝜎 3𝜎

𝐸 (𝑥 = 𝜇) [𝜇s] -1.32±2.95 -1.32±5.9 -1.32±8.85
𝑃1 0.6827 0.9545 0.9973
𝑃2 0.6793 0.9497 0.9937

VII. CONCLUSION

In this paper, we highlighted the impact on a precise clock syn-
chronization on upcoming use cases and technologies. Therefore,
we proposed the state-of-the-art in wireline as well as wireless
communication systems and addressed corresponding challenges.
Furthermore, a mapping of the technology independent RBIS
protocol to 5G was proposed. Moreover, chances and possible
drawbacks of the RBIS protocol were discussed, before a perfor-
mance evaluation was carried out. The measurements that were
performed with real hardware indicate that with only small error

corrections, a both precise an accurate wireless clock synchroniza-
tion ca be performed, taking the very low overhead into account
that this protocol requires. Indeed, a clock accuracy of 1.32 𝜇s
with precision of 2.95 𝜇s was achieved. Thus, approximately
99.5% of all data values of the offset between master and slave
clock lie in the interval of [−10 𝜇𝑠, 10 𝜇𝑠].

Future work on this topic aims to further minimize the clock
offset. Here, especially the use of a clock discipline algorithm,
e.g. as proposed by [12], improves both accuracy and precision
of the clock, by taking not only one but multiple timestamp pairs
into account using a filter, or by adopting the frequency of the
local oscillators. In this context, the temperature in particular is
responsible for frequency variations [16].
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