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Abstract—In this paper, we describe a high-speed indoor 
MIMO-VLC system that adapts the number of MIMO channels 
and data rate according to channel conditions at user locations. 
At each user location across the room, the number of MIMO 
transmission channels is varied (by grouping different 
transmitters and sending the same data stream), and the data 
rate on each channel group is then separately maximised. The 
system also employs the angle diversity receiver, zero-forcing 
MIMO equalisation and decision-feedback equalisation to 
mitigate spatial crosstalk and temporal interference. The 
performance of the proposed system is evaluated considering a 
practical indoor MIMO-VLC setup. For the configuration 
considered a peak overall data rate of 660 Mbps is achieved, and 
on average the overall data rate is 120 Mbps higher than a 
conventional spatial multiplexing approach. This shows the 
potential of this simple allocation scheme, compared with more 
complex precoding approaches.  

Keywords—Visible Light Communications (VLC), 
Multiple-Input Multiple-Output (MIMO), Angle Diversity 
Receiver, Channel Equalisation, Transmitter Coordination, 
Data Rate Adaptive Modulation. 

I. INTRODUCTION 
The use of white light-emitting diodes (LEDs) for 

illumination has led to increasing interest in indoor visible 
light communications (VLC).  Using LEDs, VLC systems can 
not only modulate the light intensity at high frequencies to 
transmit data, but also furnish stable indoor illumination [1]. 
In most indoor scenarios, there are multiple LEDs on the 
ceiling to illuminate the room, which offers the potential to 
develop the Multiple-Input Multiple-Output (MIMO) VLC 
system. MIMO-VLC with multiple transmitters and multiple 
receivers enables parallel data transmission or spatial 
multiplexing and de-multiplexing. The potential higher 
spectral efficiency increases the possibility of high-speed data 
communication [1], [2].  

MIMO technology is already widely implemented in 
radio-frequency (RF) communication systems where the 
spectral efficiency is dramatically improved by spatial paths 
with high diversity [2]. However, the available spatial 
diversity of MIMO-VLC systems is limited by the intensity-
modulation direct-detection (IM/DD) channels. For the 
IM/DD VLC, the small difference in the channel gains at the 
MIMO receiver does not give a well-conditioned channel 
matrix, which makes the decoupling of signals difficult. This 
defect causes the multi-stream interference (spatial crosstalk) 
and affects the performance of the high-speed system.  

A number of schemes have been proposed to 
accommodate the VLC system with multiple transmitters and 
multiple receivers, such as spatial diversity, spatial 
multiplexing and spatial modulation [2]. Spatial multiplexing 
assigns independent data streams to each transmitter and 

transmits them in parallel. Spectral efficiency can be improved 
by up to the factor of the number of transmitters 𝑁! (see, e.g., 
[3] - [5]). However, the system performance is suppressed by 
multi-stream interference raised by poor channel diversity  [6]. 
Basic spatial modulation typically turns on only one 
transmitter at a time, and the index of the transmitter is decided 
by the input data bits. The index is estimated at the receiver 
side, which is used to recapture the transmitted bits. This 
technique was proposed in [7] and investigated and 
demonstrated in [8] and [9], as well as further variants such as 
those that enable light dimming [10]. Spatial modulation 
improves the spectral efficiency by a factor of log2(𝑁"), but 
the spatially correlated channels also affects the system 
performance. Ganging is another technique to drive multiple 
LEDs, in which the same data streams are sent from all 
transmitters. All the signals are received and processed at the 
receiver side together, as shown in [11] and [12]. Ganging 
provides limited spectral efficiency, but it is less restrictive in 
transmitter and receiver alignment than MIMO as LEDs 
transmit the same data. In a MIMO system, when the channels 
are similar and the received signals are hard to decouple at 
some user locations, enabling ganging can combine similar 
channels to transmit the same data streams, therefore 
maintaining a valid communication link.  

In this paper, we propose a Channel Condition-based 
Transmitter Coordination (CCTC) algorithm to deliberately 
combine ganging and multiplexing schemes to improve the 
overall data rate of the system. This method makes sure when 
channels are well-conditioned, all channels can transmit 
different data sequences to achieve a high overall data rate as 
in spatial multiplexing. However, when some of the channels 
have strong spatial crosstalk between them at some locations 
in the receiver plane, the system will switch to a full or 
partially ganged scheme based on a given Bit Error Rate (BER) 
threshold to improve the overall performance. A data rate 
adaptive modulation is also introduced to optimise the data 
rate of each separate channel. Both the transmitter patterns and 
the data rate per data stream are carefully decided for each user 
location in the room with a required BER.  Precoding has also 
been proposed to mitigate the spatial crosstalk in MIMO-VLC 
systems  (see, e.g., [13] - [15]). The approach taken in this 
paper uses the same modulation scheme and the same optical 
power for each transmitter, which maintains a constant 
illumination level from each source while making efficient use 
of the available source dynamic range.  

The investigated MIMO system also employs an angle 
diversity receiver, zero-forcing MIMO equalisation and 
decision feedback equalisation to decrease the spatial 
crosstalk and temporal crosstalk. The performance of the 
proposed data rate adaptive CCTC MIMO-VLC system is 
studied by modelling a practical indoor VLC scenario. The 
achievable overall data rate (summed for independent data 



streams) across the room is evaluated and compared to the 
conventional spatial multiplexing and CCTC based data rate 
non-adaptive systems.  

The rest of the paper is organised as follows. Section II 
describes the system model and the angle diversity receiver 
design. Section III introduces the data rate adaptive 
modulation technique and the CCTC algorithm. Section IV 
compares the performance of the new system with that of the 
non-adaptive MIMO-VLC systems. Finally, the conclusions 
and future works are discussed in Section V.  

II. SYSTEM MODEL  
Fig. 1 shows a schematic of typical MIMO-VLC system 

[16]. 𝑁!  LEDs are installed on the ceiling, illuminating the 
room as well as transmitting information to the receiver. A 
receiver with 𝑁"  receiver elements (RE) is implemented on 
the receiver plane. Each RE receives the light from multiple 
LEDs, but with different light intensity. The channels between 
𝑁!  transmitters and 𝑁"  REs construct an 𝑁" ×𝑁!  channel 
matrix, 𝑯 . There are assumptions that 𝑁!  transmitter data 
streams are operated by a controller, and that the channel 
matrix 𝑯  is perfectly known at the transmitter and the 
receiver. The parameters of the system are shown in Table I 
[16]. The schematic of the system model is shown in Fig. 2, 
which will be explained in detail in the following sections.  

TABLE I.  SYSTEM PARAMTER 

Parameters Values 
Room size (width × length × height) 5 m × 5 m × 3 m 
Receiver plane height 0.85 m 
Numbers of LEDs (𝑁!) 4 
Numbers of REs (𝑁") 7 
Modulation power per LED (𝑃#$%) 1 W 
LED pitch 2.5 m 
Lambertian order (𝑚) (transmitter semi-angle 
(𝜃&/()) 

1 (60°) 

Collection area of each RE (A)) 100 mm2 

Half-angle field of view of receiver (β*) 33° 
Concentrator refractive index (𝑛+) 1.5 
LED and Receiver bandwidth 8.4 MHz 
Detector responsivity (𝜌) 0.4 A/W [16] 
Pre-amplifier noise current density (𝑖,-.) 5 pA/Hz1/2 [16] 
Ambient light photocurrent density (𝛾,-/012!)  10.93 A/(m2·Sr) [17] 

 
Fig. 1. Configuration of typical indoor MIMO-VLC system. 

A. Transmitter 
The LEDs are modelled as Lambertian sources. The 

Lambertian source order 𝑚  can be derived from the LED 
semi-angle 𝜃#/% at half power as [18] 

 𝑚 =
&'(!")

&'*+,-*.!/"//
 , (1) 

In this work, 4 LEDs are arranged as a 2×2 array with 2.5 
m pitches. A Non-Return to Zero On-Off Keying (NRZ-OOK) 
modulation scheme is used to transfer data. The binary data 
streams are converted to electrical signals which modulate the 
intensity of the LEDs. Each electrical signal is convolved with 
the impulse response of LED when it passes through the LED 
[19] 

 ℎ012(𝑡) = 𝑒34$! , (2) 

where 𝜔5 is the 3dB cut-off bandwidth of the LED in angular 
frequency. After the LED, the vector 𝑫 = [𝑑#, … 𝑑6 … , 𝑑7%]

8 
is obtained at each time instance. 𝑑6  represents the 
convolution of the 𝑖th data stream and the impulse response of 
the 𝑖th LED. 𝑇 presents the transpose of the matrix.  

B. Wireless Channel between Transmitter and Receiver 
𝑯 is the 𝑁" ×𝑁! channel matrix 

 𝑯 =

⎣
⎢
⎢
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⎥
⎥
⎤

 , (3) 

where ℎ96  shows the channel gain between 𝑖th LED and 𝑗th 
RE. ℎ96 is given as 

Fig. 2. Schematic of the indoor MIMO-VLC system. 
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" 𝑐𝑜𝑠;C𝛼96E𝑐𝑜𝑠C𝛽96E				0 ≤ 𝛽96 ≤ 𝛽5
																				0																															𝛽96 > 𝛽5

 ,  (4) 

where 𝐴9  is the collection area of the 𝑗 th RE, 𝑑96  is the 
distance between the 𝑖 th LED and the 𝑗 th RE, 𝛼96  is the 
irradiance angle at the 𝑖th LED with respect to the 𝑗th RE, 𝛽96 
is the incident angle at the 𝑗th RE with respect to the 𝑖th LED, 
𝛽5 is the receiver half-angle Field of View (FoV).  

  
Fig. 3.   Relative geometry between a LED and RE pair. 

In order to obtain 𝛼96 and 𝑑96, three vectors between the	𝑖th 
LED and the 𝑗th RE are defined in Fig. 3 [20]. 𝑉ALL⃑  is the normal 
vector of the 𝑖th LED, pointing vertically downwards. 𝑊BLLLL⃑  is 
the normal vector of the  𝑗th RE, 𝑃BALLL⃑  is the vector pointing from 
the 𝑖th LED to the 𝑗th RE. 𝛼96 and 𝛽96 can be derived as 

 𝛼96 = cos3# S C)DDD⃑ ⋅G*)DDDDD⃑

HC)DDD⃑ HHG*)DDDDD⃑ H
T ,  (5) 

 𝛽96 = cos3# S G*)DDDDD⃑ ⋅I*DDDDD⃑

HG*)DDDDD⃑ HHI*DDDDD⃑ H
T ,  (6) 

C. Receiver 
The signal received by REs at a time instance is given by 

 𝑹 = 𝜌𝑃012(𝑯 • 𝑫) + 𝒊7 , (8) 

where 𝑹 = [𝑟#, … 𝑟9 … , 𝑟7&]
8, 𝜌 is detector responsivity, 𝒊7 =

[𝑖J,#, … 𝑖J,9 … , 𝑖J,7&]
8  is the noise current vector of the pre-

amplifier. 𝑖J,9  for each RE is an independent identically 
distributed (i.i.d.) AWGN random variable [20]. 

𝑃012 is the modulation power per LED as given in Table 
I. When transmitting data streams using OOK, 0 and 1 are 
transmitted by decreasing and increasing the intensity of the 
LED light wave to two different levels. These two levels of 
light intensity are achieved by controlling the LED 
modulation power.  

The noise received by an RE consists of optical signal 
noise, ambient noise and amplifier noise. The signal noise and 
ambient noise are the shot noise from the desired signal and 
the detection, while the amplifier noise involves all the 
thermal and shot noise relevant to the pre-amplifier circuit 
[21]. The noise variance is calculated from the mean square of 
the noise current 

 𝚤J,B%\\\\ = 2𝑒C𝑖L6MJNO
9 + 𝑖N;P6QJ!

9 E𝐵 + 𝑖N;R% 𝐵 , (10) 

where 𝑒  is the elementary positive charge, 𝑖N;R  is the pre-
amplifier noise current density and B is the bandwidth of the 
receiver,  𝑖L6MJNO

9  is the average received current density for the 
𝑗th RE,  

 𝑖L6MJNO
9 = 𝜌𝑃012 ∑ ℎ96

7%
6S# 𝑑6 , (11) 

𝑖N;P6QJ!
9  represents the received current density from the 

ambient light for the 𝑗th RE 

 𝑖N;P6QJ!
9 = 𝛾N;P6QJ!𝐴92𝜋(1 − cos(𝛽5)) , (12) 

where 𝛾N;P6QJ! is the ambient light photocurrent per square 
metre per steradian, 2𝜋(1 − cos(𝛽5)) is the solid angle of a 
cone corresponding to the cross-section with the angle 2𝛽5.  

A linear zero-forcing equalizer is applied as the de-
multiplexing technique to decouple the channel matrix. The 
estimated vector 𝑫d  of the transmitted signals can be calculated 
by  

 𝑫d = 𝑯𝒁𝑭 • 𝑹 ,  (13) 

where 

 𝑯𝒁𝑭 ≝ (𝑯∗𝑯)3#𝑯∗ , (14) 

denotes the Moore-Penrose inverse of 𝑯, which gives the best 
approximate solution for non-squared matrices and non-full 
rank square matrices [20]. 𝑯∗ is the conjugated transpose of 
𝑯. (14) helps to find the estimated 𝑫d  such that the Euclidean 
norm ‖𝜌𝑃012(𝑯 • 𝑫) + 𝒊7 −𝑹‖ is minimised [22].  

 Decision-feedback equalisation (DFE) is employed to 
overcome inter-symbol interference after the MIMO 
demultiplexing [23]. Four DFEs are employed in parallel to 
process the data separately for four channels, which may be 
operating at different data rates. During the operation, a 
training mode is used at first to optimise the weighting 
coefficients of DFEs. The real data streams are processed by 
the DFEs after the DFEs are well-trained.  

D. Considered Angular Diversity Receiver Design 
Fig. 4 shows a seven-channel angle diversity receiver 

(ADR). The top view of the ADR shows 6-fold rotational 
symmetry, and the angle between adjacent REs is 60°. From 
the front view, it can be seen that the pointing direction of RE 
1 to 6 has an upward angle 30° relative to the horizontal 
receiver plane. Only RE 7 points vertically upwards.  

 
Fig. 4.   Geometry of the receiver: top view (left) and front view (right). 

Each RE is made up of a non-imaging concentrator to 
gather the radiation, a photodetector to convert optical power 
to photocurrent, and a pre-amplifier to amplify the signal. The 
receiver collection area is given by 

 𝐴9 =
J$"

L6J"(W$)
𝐴@Q! , (7) 

where 𝑛5  is the ideal optical concentrator refractive index, 
𝐴@Q! is the detection area of the photodetector.  

 The collection area AX of each RE is 100 mm2. The half-
angle field of view (β+) of each RE is 33°, which limits the 



number of transmitted signals each receiver can receive, thus 
reducing the spatial crosstalk.  

Because of the small distances between each RE compared 
to the distances between LEDs and REs, it is assumed that the 
location of the REs is at a same point. Choosing the number 
of receivers greater than the number of transmitters helps the 
receiver to decouple the signals easier.  

III. DATA RATE ADAPTIVE MODULATION WITH 
TRANSMITTER COORDINATION 

A. Data Rate Adaptive Modulation 
In an indoor MIMO-VLC system, different transmitters 

typically have the same data rate, such as the model in [16]. 
However, with multiple channels in the system, some 
channels are affected by higher interference in some specific 
receiver locations. These channels can have much higher BER 
than other high-quality channels. With the same BER 
requirement, a good channel is expected to achieve a higher 
data rate than the poor channel. In this circumstance, having 
adaptive data rates depending on the channel condition can 
make sure each channel reaches its optimised data rate.  

Here a data rate adaptive modulation technique is 
proposed. The basic idea behind the data rate adaptive 
modulation is to realise the time-alignment of waveforms by 
adjusting the up-sampling factor 𝑈Y of each channel based on 
the desired data rate. Fig. 7 is a simple schematic representing 
the mechanism behind the data rate adaptive technique. Two 
waveforms represent signals from two sources within the 
packet duration 𝑡RN5ZQ! . The sample period 𝑇LN;ROQ  is 
identical in all channels, and the total number of samples 
𝑁LN;ROQ also matches. The data rate of waveform 2 is twice as 
fast as the waveform 1. In this circumstance, the up-sampling 
factor of the high data rate signal is half of the up-sampling 
factor of the low data rate signal. Hence the waveforms with 
different data rates keep being time-aligned throughout the 
packet time, and the overall time spent on transmitting the 
packets with different length is the same for all channels.  

 
Fig. 7.   Schematic of the data rate adaptive technique. 

In the system settings, the up-sampling factor range should 
be decided appropriately at first. Then a reasonable number of 
symbols per packet 𝑁L[;P\O  and data rate 𝑓L[;P\O	range can 
be derived from the up-sampling factor.  

The number of symbols in each packet is calculated as  

 𝑁L[;P\O =
7+,-./0

]1
= !.,$20%

8+,-./0×]1
 , (15) 

where 𝑁LN;ROQ  is the number of samples in a packet, and 
𝑇LN;ROQ is the sample period. The data rates is 

 𝑓L[;P\O =
#

8+3-45/
= #

8+,-./0×]1
 , (16) 

B. Transmitter Coordination Algorithm 
Here, a MIMO scheme combining the ganging and spatial 

multiplexing is introduced to improve the overall data rates 
over the receiver plane. An algorithm is introduced to 
coordinate patterns of LEDs. At each user location, the BER 
for each transmission is monitored. The proposed algorithm 
makes a decision on whether to use a full ganging, spatial 
multiplexing or the combination of spatial multiplexing and 
ganging, depending on if the average BER is greater or smaller 
than 1×10-3. Then it determines how high the data rates should 
be set for the selected pattern with the BER requirement. 

Fig. 6 shows the CCTC patterns with different grouping of 
channels. If we have four channels transmitting different data 
streams, there is one possible LED pattern, pattern 1. For 
pattern 2, there are six possible patterns, as three different data 
streams transmitted. For pattern 3, there are seven patterns 
with two independent channels. For pattern 4, there is only one 
pattern and all channels transmit the same data stream.  

 
Fig. 6.   Channel condition based transmitter coordination patterns. z 

The transmitter operation is summarised in Algorithm 1.  

Algorithm 1 Transmitter operation to achieve maximum overall data 
rate with BER ≤ 1 × 1034 
1:   Initialisation: Denote 𝑼5 as the vector temporarily stores the up-
sampling factors of 1 to 𝑁! LEDs, the number of channels is 𝑐 ← 4 and 
pattern number is 𝑝𝑡(+) ← 1; 
2:   𝒅 = [0	0	0	0]; 
2:   while 𝑐 >= 	1, do 
3:       At the specific receiver location (𝑝&, 𝑝(), calculate 𝐵𝐸𝑅(+,.!)  of 
each channel and 𝐵𝐸𝑅9:1",;;

(+,.!)  average through channels; 
4:       if 𝐵𝐸𝑅9:1",;;

(+,.!) ≤ 1 × 1034 then  
5:           if 𝐵𝐸𝑅(+,.!) of each channel ≤ 1 × 1034 while achieves the 
lowest 𝑼5 then 
6:               Store 𝑼5 and corresponding data rates 𝑹𝒃 for receiver 
location (𝑝&, 𝑝():  
7:                   for row = 1:c do 
8:                       𝑼(𝑝&, 𝑝(, 𝑟𝑜𝑤) = 𝑼5(𝑟𝑜𝑤); 
9:                       𝑹(𝑝&, 𝑝(, 𝑟𝑜𝑤) = 𝑹𝒃(𝑟𝑜𝑤); 
10:                     𝑹𝒔𝒖𝒎(𝑝1, 𝑝2) = 𝑠𝑢𝑚(𝑹𝒃); 
11:                 end for 
12:             end if 
13:             for row = 1:c do 
14:                 if 𝐵𝐸𝑅(+,.!,"9@) ≤ 1 × 1034	and 𝑼5 ≥ 𝑼; and 𝑼5 ≤ 𝑼A 
then 
15:                     𝑼5(𝑟𝑜𝑤) = 	𝑼5(𝑟𝑜𝑤) − 	1; 
16:                     𝒅(𝑟𝑜𝑤) = 1; 
17:                 elseif 𝐵𝐸𝑅(+,.!,"9@) > 1 × 1034 or 𝑼5 < 𝑼;	 then 
18:                     𝑼5(𝑟𝑜𝑤) = 	𝑼5(𝑟𝑜𝑤) + 1;  
19:                 elseif 𝐵𝐸𝑅(+,.!,"9@) > 1 × 1034 and 𝒅(𝑟𝑜𝑤) == 0 
20:                     𝑼5(𝑟𝑜𝑤) = 	𝑼5(𝑟𝑜𝑤) + 1; 
21:                 end if  
22:             end for 
23:         elseif 𝐵𝐸𝑅9:1",;;

(+,.!) ≥ 1 × 1034 and 𝑐 >1 then 
24:             𝑐 ← 𝑐 − 1; 
25:     elseif  
26:         𝑼(𝑝&, 𝑝() = 𝑁𝑎𝑁; 
27:         𝑹𝒔𝒖𝒎(𝑝1, 𝑝2) = 𝑁𝑎𝑁; 
28:     end if 
29: end while 



In Algorithm 1, 𝑼Y  is the vector temporarily stores the 
values of the up-sampling factor with the lower and upper 
bound 𝑼O and 𝑼_. 𝑼 is the matrix saves the final values of the 
up-sampling factors at each receiver position across the 
receiver plane. 𝑹 is the matrix saves the final data rates for all 
channels, 𝑹𝒔𝒖𝒎 is the matrix saves the final overall data rate 
at each user location across the receiver plane.  

The BER is acquired by comparing the estimated bits and 
the transmitted bits. The reason for using BER ≤ 1×10-3 is 
because the value is below the forward error correction (FEC) 
limit 3.8×10-3  [24].  

IV. SIMULATION AND RESULTS 
In this section, we analyse the overall data rate 

performance of the MIMO techniques introduced in Section 
III, considering several setup scenarios. 

A. System settings 
At the transmitter, up-sampling factor ranging from 6 to 

20 is used, which results in an achievable data rate from 100 
Mbps to 333 Mbps for each channel with specific increments. 
This range provides a sufficient data rate range to choose from 
when applying Algorithm 1. The transmission time of each 
packet 𝑡RN5ZQ! is set to 0.1 ms and the sample duration 𝑇LN;ROQ 
is set to 0.5 ns. Hence there are 200 thousand samples per 
packet using (15). In total, 50 packets are transmitted, over 
which the obtained values of BER are averaged. Perfect 
knowledge of the channel matrix is assumed.  

At the receiver side, the DFE uses 24 feedforward and 19 
feedback filter taps. The training length is 400 thousand 
samples for each user location. The LMS algorithm is applied 
to estimate the tap weights. The training mode is only used in 
the first iteration to train the DFE.  

B. Performance Comparison 
Fig. 8 shows the distributions of the overall data rate over 

the receiver plane with and without applying Algorithm 1 and 
data rate adaptive modulation, respectively. We refer to these 
as case A, case B and case C. Fig. 9(a) and Fig. 9(b) provide 
the number of independent communication channels for Fig. 
8(a) and Fig. 8(b), respectively. For Fig. 8(c), the number of 
channels remains four across the room. From these figures it 
can be seen that the overall data rates increase progressively 
from the edge of the room to its centre. The figures are 
expected to be perfect symmetric around the x-axis and y-axis 

given the system geometry. The figures show asymmetry 
around both the x-axis and y-axis due to the limited resolution 
of the simulation and a limited number of transmitted packets.  

 
  (a)            (b) 

Fig. 9.   Number of channels distribution for, (a) case A: the proposed 
system with adaptive data rate and Algorithm 1, (b) case B: the system with 

non-adaptive data rate and Algorithm 1. 

Firstly, the performance of partial ganging and spatial 
multiplexing is compared (case B and C).  In the conventional 
system that uses spatial multiplexing, the overall data rate 
decreases from the middle to the edge. This trend results from 
the increased condition number of the channel matrix and the 
decreased SINR of the system. With the employment of 
Algorithm 1, the impact of the ill-conditioned channel matrix 
is mitigated by employing partial ganging. The channels with 
higher interference and lower SINR are combined to transmit 
the same data sequence, which significantly improves the data 
rates of the poor channels. The overall data rate versus 
receiver distance to the room centre is plotted in Fig. 10 based 
on the results in Fig. 8. Fig. 10 shows that the system in case 
B provides a higher overall data rate than that in case C except 
for the area in the room centre. The difference in data rate 
vanishes in the centre of the room because all four channels 
have good quality here and pure spatial multiplexing is used 
in both cases in this area. From a holistic perspective, the 
overall data rate improves around 64 Mbps on average when 
employing partial ganging in case B than case C.  

                                        (a)                                                                          (b)                                                                           (c)    

Fig. 8.   Overall data rate (Mbps) distribution for, (a) case A: the proposed system with adaptive data rate and Algorithm 1, (b) case B: the system 
with non-adaptive data rate and Algorithm 1, (c) case C: the conventional system with non-adaptive data rate and spatial multiplexing.  

 



 
Fig. 10.   Overall data rates versus the receiver distance to the room centre. 

The data rate performance further increases when data rate 
adaptive modulation is applied. The highest overall data rate 
in Fig 8(a) is around 660 Mbps. The average overall data rate 
in case A is 56 Mbps higher than that in case B. This 
performance is because of the use of fixed data rate over each 
channel in case B and even though the poor channels are 
combined in case B, the channels still have different quality. 
Channels with higher SINR are capable of transmitting data 
faster while keeping the BER below the required threshold, 
which is achieved by the adaptive scheme. The overall data 
rate improvement also disappears at the four corners of the 
room because pure ganging is applied here for both case A and 
case B. In summary, the employment of CCTC algorithm and 
data rate adaptive modulation improves the overall data rate 
by 120 Mbps (on average across the room) in case A when 
compared to case C.  

V. CONCLUSION 
In this paper, a CCTC algorithm and a data rate adaptive 
modulation technique are proposed in a typical indoor 
MIMO-VLC system. The simulation results show that the 
proposed techniques effectively mitigate spatial crosstalk and 
temporal interference in the system. Overall, the proposed 
channel adaptive system outperforms the non-adaptive 
MIMO-VLC system by achieving higher data rates for every 
user location across the room. The switching threshold 
between different number of channels depends on the BER 
average through all the channels, which makes the switching 
point not accurate enough. In the future, we intend to 
investigate the SINR and the structure of the channel matrix 
to select the optimised transmitter patterns and data rates 
directly. The combined use of partial spatial modulation, 
spatial multiplexing and ganging also has the potential to be 
explored.  
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