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Abstract—Unmanned ground vehicles (UGVs) and unmanned
aerial vehicles (UAVs) are promising assets to support rescue
operations in natural or man-made disasters. Most UGVs and
UAVs deployed in the field today depend on human operators and
reliable network connections to the vehicles. However, network
connections in challenged environments are often lost, thus con-
trol can no longer be exercised. In this paper, we present a novel
approach to emergency communication where semi-autonomous
UGVs and UAVs cooperate with humans to dynamically form
communication islands and establish communication bridges
between these islands. Humans typically form an island with
their mobile devices if they are in physical proximity; UGVs and
UAVs extend an island’s range by carrying data to a neigh-
boring island. The proposed approach uses delay/disruption-
tolerant networking for non-time critical tasks and direct mesh
connections for prioritized tasks that require real-time feedback.
The developed communication platform runs on rescue robots,
commodity mobile devices, and various drones, and supports our
operations and control center software for disaster management.

I. INTRODUCTION

Rescue operations during and after disasters often expose
rescue teams to high risks. Therefore, more and more un-
manned vehicles (UVs) are used on the ground, in the air or
in the water to support rescue operations. Typically, such UVs
operate either in a semi-autonomous manner or are completely
controlled by remote human operators. For example, in the
ruins of Fukushima Daiichi remotely controlled robots were
sent to highly contaminated areas. Remote control requires
a reliable communication infrastructure to coordinate UVs
and to increase their operation radius significantly. However,
during the first hours of a disaster event, the existing com-
munication infrastructure might be severely damaged, dis-
rupted or overloaded due to network congestion. Thus, re-
establishing basic ways of communication during a disaster
despite fragmented IP networks and totally or temporarily
disrupted network links is a key step in successful disaster
management and rescue operations.

An emergency communication system should not only
support UVs, but also human rescuers and civilians who
are still in the disaster area. Since connectivity cannot be
easily established in the entire affected area, it is more likely
that small islands of devices connected to each other will
evolve, with limited bridges between these islands. These
islands can be formed by team members operating in the field,
people trapped in houses or waiting in temporary shelters,
and clusters of cooperating UVs. By using store-carry-forward
technologies, humans or UVs can act as carrier pigeons and
deliver data between islands, thus spreading information in
an epidemic fashion. This approach can be used for person-
to-person communication, in a way similar to SMS and
various messengers, or for sensor data such as images from
smartphones or temperature and Geiger counter readings from
UVs that are shared with the public. Gathering this information
and processing it in the rescuers’ operations and control
center is helpful for situation analysis and coordination of
rescue endeavors. In general, long distance, real-time unicast
communication is not possible in such a scenario. The chances
of establishing a successful multi-hop connection to a specific
node are increased by altering the objectives of UVs, such as
drones, to incorporate air bridges as part of their mission. In
this case, a secure mesh routing algorithm is needed for real-
time communication in the emergency communication system.

In this paper, we present a novel emergency commu-
nication system that relies on delay/disruption-tolerant net-
working (DTN) for non-time critical tasks and direct mesh
connections for prioritized tasks that need real-time feedback.
It is used for the distribution of sensor data, human-to-
human communication, as well as direct and indirect control
of unmanned ground vehicles (UGV) and unmanned aerial
vehicles (UAV). To demonstrate the real-world applicability
of the developed emergency communication system, called
UV4EC (Unmanned Vehicles for Emergency Communication),
we run it on RoboCup Rescue proven [1] robots as well
commodity mobile devices, and various drones, and support

Team DPUB
Schreibmaschinentext

Team DPUB
Schreibmaschinentext

Team DPUB
Schreibmaschinentext

Team DPUB
Schreibmaschinentext

Team DPUB
Schreibmaschinentext
© 2017 IEEE. Personal use of this material is permitted. Permission from IEEE must be obtained for all other uses, in any current or future media,
including reprinting/republishing this material for advertising or promotional purposes, creating new collective works, for resale or redistribution to
servers or lists, or reuse of any copyrighted component of this work in other works.



our operations and control center software for disaster man-
agement. Experimental results indicate that a combined DTN
and mesh networking approach is a good compromise for
providing emergency communication based on semi-automatic
and remotely controlled autonomous UVs. In particular, we
make the following contributions:

• We present a novel hybrid DTN and mesh networking
communication middleware for disaster scenarios.

• We present a novel approach to emergency communi-
cation where a semi-autonomous UGV establishes UAV-
based communication bridges between dynamically form-
ing communication islands of mobile devices.

• We present an operations and control center for com-
manders to get a more complete situation overview of
the disaster scenario and to control the rescue mission by
sending high-level commands to mobile rescuers or UVs.

The paper is organized as follows. Section II discusses
related work. In Section III, we present the design and imple-
mentation of our emergency communication system. Section
IV shows experimental results from the test lab and the real
world. Section V concludes the paper and outlines areas of
future work.

II. RELATED WORK

Several approaches that address emergency communications
needs have been presented in the literature [2]. Some of
them require special hardware (e.g., radio-link technologies
or satellites), are engineered for specific tasks, or are not
usable on consumer-grade hardware with commodity operating
systems [3], [4], [5], [6], [7], [8], [9], [10]. Since our focus
is to enable as many people as possible to communicate in
an emergency network, our approach attempts to leverage
commodity hardware and software, such as WiFi-enabled
mobile end-user devices, where possible.

Other research has shown that DTNs and mesh networks
are viable solutions in emergency scenarios [11], [12], [13],
[14]. By leveraging ubiquitous mobile devices, such as smart-
phones or tablets, novel communication solutions have been
proposed [15], [16], [17], [18], [19] and evaluated [20]. Since
both DTNs and mesh networks have distinct capabilities, we
incorporate a dual networking stack in UV4EC, which uses
mesh networking for real-time communication and DTN for
data sharing and messaging.

While the use of both UAV and UGV systems (and their
combination) for search and rescue applications has received
considerable attention from the research community [21], the
combination of robots with both DTN and mesh networking
has not been studied extensively. However, based on the
experiences with real-world deployments [22], [23] and the
associated communication difficulties, this appears to be a
promising direction of research. While mesh-based approaches
have been used successfully with UVs before [24], the body
of research on the additional use of DTN with UVs is limited
to mainly theoretical results [25], [26], [27].

Collecting, analyzing, and visualizing emergency data at a
central point (e.g., in a control center) to provide a situation

Fig. 1: Emergency communication scenario

overview for rescuers is crucial in disaster management [28].
However, many proposed control centers are stationary and
rely on centralized approaches, assuming Internet connectivity
to exchange data or to control UGVs [29]. Only a few control
centers have been designed for mobile use and decentral-
ized communication [30], [31]. For instance, the SENEKA
project presents an adaptable and scalable ground control
station integrated in a van for gathering sensor data from
stationary sensors, mobile ad hoc networks and mobile sensor
platforms [31]. In addition to the data channel, it establishes
a control channel to control UVs in the field. Inspired by
this work, we present a lightweight offline control center,
running on a customary laptop for mobile use and relying on
mesh networking and DTN for decentralized communication
while providing a similar range of functions as state-of-the-
art approaches, namely data gathering, fusion and processing,
providing visual situation overviews, as well as realtime and
delay-tolerant control of semi-autonomous UAVs and UGVs.

III. UV4EC

The design of UV4EC supports unmanned vehicles and
professional responders as well as civilians in the affected
area. All communication links can be volatile and connectivity
is expected to be lost. Given an opportunity to exchange
data, each peer will communicate with all of its neighbors
for maximum data distribution, as indicated in Fig. 1.

A. Unmanned Ground Vehicles

The UGVs used in UV4EC employ ROS as a robotics
middleware. ROS has become the de-facto standard in the
robotics community in recent years. Based on a modular
software design, components for different tasks like navigation
and perception can be exchanged and adjusted for use with
different vehicle platforms. For UV4EC, we use a tracked
mobile robot based on the Taurob Tracker platform. To support
multimodal sensing in disaster environments, the robot is
equipped with a comprehensive sensor suite consisting of
(among others) a spinning 3D LIDAR, a thermal camera, a
30x optical zoom camera, and a depth camera. The camera
sensors are mounted on a sensor arm to provide flexibility
in sensor positioning. The robot can perform autonomous
exploration of unknown environments, using a Simultaneous
Localization and Mapping (SLAM) approach to learn the
environment and map and simultaneously localize objects
within the environment [32]. The robot operator can select
between teleoperation or autonomous operation at any time.



B. Unmanned Aerial Vehicles

Since we concentrate on communication aspects in this
paper and to avoid the (administrative and organizational)
overhead of deploying real UAVs, we use multiple simu-
lated UAVs based on the Gazebo simulator. It allows us to
simulate multiple UAVs with dynamics. The UAVs establish
communication bridges between UGVs and our operations and
command center (OCC) from time to time, i.e., the UAVs
should position themselves near specific prescribed locations
between UGVs and the OCC to enable communication. The
task of allocating and getting to these positions is solved
cooperatively and decentrally; necessary control inputs for
each UAV are computed locally on board of the UAVs by
applying a feedback and optimization-based vehicle controller
[33], [34]. This vehicle controller uses a mixed logical dynam-
ical (MLD) approach to model the multi-vehicle system [35]
consisting of every UAV within the communication radius.
Based on the MLD formulation, an optimal control problem
is set up, in which the number of and distance to unoccupied
bridge locations is minimized subject to vehicle dynamics,
allocation logic and constraints regarding collision avoidance.
This optimal control problem is solved over a limited time
horizon in a model predictive control fashion so that a mixed
integer linear program has to be solved in every time step.
The first elements of the resulting control input sequence are
applied by each individual UAV.

C. Emergency Communication

In disaster scenarios, a number of communication ser-
vices and applications are required to ensure effective dis-
aster response. These applications include human-to-human
(message-based) communication, sensor data sharing for situa-
tional reporting, and also “real-time” control channels for oper-
ating UGVs and UAVs from a remote location. Unfortunately,
during a disaster, the local communication infrastructure, such
as cell towers and Internet-connected WiFi hotspots that would
normally be used to support these applications, might be
unavailable either due to poor coverage at the disaster site
or because it has been destroyed by the disaster.

Thus, we rely on decentralized ad-hoc communication
technologies to provide connectivity in such extreme en-
vironments. To enable a wide range of applications with
different communication requirements, we employ a dual
networking stack consisting of (i) a mobile cloud based
on delay/disruption-tolerant networking that can be used for
messaging and information sharing applications, and (ii) a
highly adaptive end-to-end communication protocol based on
wireless multi-hop routing that quickly finds and exploits com-
munication bridges and can be used for control applications
with “real-time” feedback. We present the two components in
detail below.

1) Mobile Cloud: In a network consisting of many mo-
bile and fast-moving nodes including UGVs and UAVs, The
contact times between two nodes are typically short. When
communication links are only available for short periods
and in the near vicinity, classical multi-hop routed network

communication is hardly possible. As an alternative, store-
carry-forward based DTN has been proposed especially for
challenged environments such as space communication and
emergency communication. In DTN, nodes are considered
as “data mules”: they carry their own messages as well as
messages from others. When two nodes meet, they exchange
all messages they are carrying by replicating them. Using
this approach, messages are spread in an epidemic fashion
throughout the network, which increases the chances that a
message eventually arrives at its destination. In DTN, delivery
performance highly depends on node mobility. This makes
it attractive for a disaster scenarios where mobile devices of
civilians and professional disaster response staff as well as
UGVs and UAVs are present and physically move around.
Due to its best-effort service, DTN is suitable for applications
such as text messaging, collecting sensor data, and transmitting
geo-location updates.

We rely on the Serval Project [36] to realize a DTN protocol
for UV4EC. Serval provides basic messaging with built-in
end-to-end encryption and a portable C code base for further
extensions. To verify the viability of Serval in our disaster
scenario, we conducted an in-depth performance analysis of
the existing protocol and software [37]. Based on our results,
we reduced the protocol overhead by dynamically adjusting
the neighbor announcement interval [38] and implemented
transparent computation task offloading to preserve local re-
sources [39]. To allow the integration of Serval in UV4EC,
we implemented pre- and post-receive message filters as well
as content hooks that are triggered when manipulating the
data store12. Furthermore, we support more advanced features
such as append-only sensor logs and file updates for rapid
prototyping and deployment in the field.3 For non-mobile
users, custom ways of interfacing with the Serval application
are currently in development, including a web interface4,
standalone desktop application5, and a full-screen console ap-
plication6. The final system enables any WiFi-enabled UNIX-
based system, such as smartphones running Linux, Android,
or MacOS, to communicate with each other. This includes
one-to-one encrypted text messaging and file transfers, and
publicly shared information such as images or position logs.
It can easily be ported and used by new specialized systems
such as rescue robots, drones or static sensor nodes in addition
to the ones we are already using.

2) Communication Bridges: Certain applications, such as
directly controlling a UGV or UAV, require real-time com-
munication. This cannot be realized using our mobile cloud,
since it does not provide delivery guarantees or feedback.
Therefore, control messages might never or only very lately
reach their destinations, which would render UGV/UAV con-
trol unreliable. To solve this problem, we resort to classical

1https://github.com/umr-ds/serval-contentfilters
2https://github.com/umr-ds/serval-dna/tree/nicer-filters
3https://github.com/gh0st42/servalshellscripts
4https://github.com/umr-ds/serval-web
5https://github.com/gh0st42/ServalDesktopApp
6https://github.com/gh0st42/sdnatui
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Fig. 2: Architecture of NICER OCC

store-and-forward routing where messages are forwarded from
one node to the next node until it reaches its destination.
If a destination is not reachable, for example, because the
network is partitioned or the node has moved out of range,
messages should be dropped: in this case, there is no need to
buffer packets, since we are not interested in late deliveries.
However, the system should be able to notify the user in a
timely manner that communication was unsuccessful or that
an ongoing communication was interrupted.

For UV4EC, we employ SEMUD [40] that provides an
end-to-end communication protocol. It supports on-demand
route discovery and constantly adjusts its active routing paths.
This is important for a highly mobile network where topology
changes are frequent. In other words, SEMUD maintains a
stable route while there is active communication between two
nodes, for example, between the operator’s device and a UGV;
and does not generate any traffic while end-to-end communica-
tion is inactive. This is in contrast to classical proactive routing
protocols for mesh networks such as OLSR [41]. SEMUD
achieves these goals by a combination of per-packet feedback,
the integration of routing with actual data transmission, the
use of reliability as a distance metric, and lightweight cryp-
tographic mechanisms. These features allow SEMUD to be
highly adaptive to topology changes and resilient to a wide
range of common attacks on wireless routing protocols even
in the case that a device is compromised or captured by
an adversary. Furthermore, a prototypical and portable C++
implementation of the protocol is freely available7.

D. Operations and Control Center

To provide a more complete situation overview and coordi-
nate rescue endeavors, we have built a user-friendly operations
and control center (termed NICER OCC), that is commonly
located outside of the affected region. It comprises (1) data
gathering, fusion and processing, (2) visualization, and (3) co-
ordination of mobile rescuers or semi-autonomous unmanned
vehicles (UVs) with specific focus on high-level commands,
namely exploring (e.g., mapping, taking photos) or performing
critical tasks (e.g., closing a valve). To show the applicability

7https://seemoo.de/semud

(a) Situation overview (outdoor map)

(b) Detailed view within a building (indoor map)

Fig. 3: UI component of NICER OCC

for the outlined disaster scenario, we implemented a proof-
of-concept prototype that relies on the previously described
communication network and can run on a customary laptop.

1) Data Gathering, Fusion and Processing: The
NICER OCC strives to collect a comprehensive picture
about the situation and the interactions of mobile rescuers and
UVs in the field. Pursuing a loosely coupled and event-driven
architecture (cf. Fig. 2), the system or the data controller
first gathers and fuses sensor data of multiple nodes from the
decentralized ad-hoc communication network; and second,
(a) persistently stores them in a local lightweight database for
historical views, as well as (b) publishes them to a content-
based pub/sub system for push updates to the subscribed
modules, such as processing modules or the UI component.
Subscribed processing modules can then asynchronously
analyze the data (e.g., image editing, object recognition)
and publish the results back to the pub/sub system, where
other subscribers (e.g., the UI component) can use them.
The computational workload (i.e., processing modules) can
also be moved to the network by integrating in-network
processing approaches [42], which is especially designed for
such infrastructure-less scenarios. In urban environments,
the system can also utilize upgraded home routers as DTN
communication bridges and computing nodes [43].



2) Visualization: The UI component of the system provides
a visual overview of the situation by displaying the collected
and processed sensor data (cf. Fig. 3). We use modern
lightweight web technologies to accelerate UI development,
to provide an easy to learn and use application, as well
as to easily distribute and port our system (cross-platform
compatibility) in infrastructure-less disaster scenarios.

Figure 3a shows the offline (outdoor) map, which is sup-
posed to provide an entire situation overview for the comman-
ders. It displays and updates all units in the field (e.g., UVs,
mobile rescuers) who are at least equipped with communica-
tion technology and location sensor, points of interest (POIs),
and overlaid indoor maps. By clicking on a unit, a detail
view on the right side of the map appears, representing all
relevant collected information (e.g., health status) and possible
high-level commands (e.g., take a photo). The same is true
for a POI, which geographically marks a situation that the
commanders may find interesting, e.g., detected victims or
damages. Receiving new data (e.g., status or location updates)
by listening on the pub/sub system, the UI component only
updates the visual representation of the referenced unit or
object without refreshing the whole map.

To provide a more detailed view for inaccessible buildings
(e.g., a nuclear reactor) to the commanders, the NICER OCC
can display and update indoor maps created via laser scanning
by on-site UGVs (cf. Fig. 3b). The indoor map view is based
on the user interface of the outdoor map to apply same
interaction concepts.

3) Coordination: The NICER OCC also enables comman-
ders to coordinate the units in the field by sending high-
level commands. We define two types of commands to control
semi-autonomous UAVs and UGVs, namely (i) exploring (e.g.,
mapping, taking photos), and (ii) performing critical tasks
(e.g., closing a valve; handing special equipment, emergency
rations or medical kits over to injured people). Internally,
these commands are encoded and sent via messages over the
available network. For a high-priority command or a direct
control of an UV, the NICER OCC can easily request a
so-called communication bridge from the units in the field
(cf. Section III-C2). The NICER OCC can also be extended
by integrating civilians who use our mobile application for
smartphones (cf. [44]).

IV. EXPERIMENTAL EVALUATION

We evaluate UV4EC by performing real-world tests (Sec-
tion IV-A) and performing comprehensive simulation and
emulation of various nodes in realistic setups (Section IV-B)
based on the generated data.

A. Real World Setup

To provide a test scenario that can be transferred to real
applications, we emulate real-world disaster scenarios by re-
lying on well-established approaches for evaluating disaster
response robots. This includes NIST standard test methods
[45] that are used in the RoboCup Rescue competition. They
are designed to provide reproducible test setups representative

Fig. 4: Hector Tracker robot operating in a simulated disaster
scenario.

(a) RGB Image (b) Thermal Image

Fig. 5: Robot sensor data for a ”victim found” event

for the challenges encountered in real disasters. Figure 4 shows
and image of our robot operating in the scenario.

To simulate the use of a robot for victim search in a disaster
scenario, multiple persons are placed in a simulated disaster
zone, simulating trapped victims. The Hector Tracker vehicle
is then used to explore the environment and search for victims.
The robot can be controlled by teleoperation or can operate
fully autonomously, and the used control paradigm can be
changed at any time. Using onboard sensors, it generates a
map of the environment including geometric (point cloud) data
and found victims or objects of interest.

Communication requirements for robot operation depend on
the operation mode. For fully autonomous control, neither up-
or downlinks are required, but often desirable to monitor the
vehicle. For pure teleoperation, connectivity between robot
and operator station must be established. The downlink (robot
to operator) direction then requires the transmission of low
latency image data.

Independent of the operation mode, the robot’s mission



Fig. 6: Simulation setup with three drones, one ground robot
and a command center operating on our university campus

state needs to be communicated as the main deliverable for
responders. It mainly consists of robot pose, 3D environment
map as well as event-based tracking of objects of interest, such
as finding a trapped victim. Since all related computation tasks
take place onboard the robot, all mission state related infor-
mation can be communicated in a delay-tolerant manner. This
motivates the use of image data for evaluating communication
performance in Section IV-B. Figure 5 shows example camera
imagery that is associated with a ”victim found” event onboard
the robot when a victim has been automatically detected.

B. Lab Test Environment

To get a basic understanding of the performance of UV4EC,
we performed several experiments in a controlled simulated
and emulated environment derived from scenarios faced in
Sec. IV-A. The following results can be directly transferred
to real world deployments, due to our focus on emulation of
systems instead of simulated algorithms.

1) Test Environment: All tests were performed on an i7-
4771 CPU @ 3.50GHz, supporting 8 threads, with 32 GB
of RAM. The nodes were simulated using a combination of
the Common Open Research Emulator (CORE)8, Gazebo9

robot simulator and ROS10. The system was designed with
a static operations and command center node center1, a robot
slowly moving in one direction until it gets stuck at a building
entrance robot1 and three highly mobile drones drone1-3 with
various objectives. These drones either have fixed points of
interest for their mission or circle around specific positions.
Furthermore, they periodically seek contact to center1, and
robot1. The setup is shown in Figure 6 where an accident
in the chemistry building of our university is simulated. In

8https://www.nrl.navy.mil/itd/ncs/products/core
9http://gazebosim.org/
10http://www.ros.org/
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Fig. 8: Opportunities for data exchange over time

our simulations, the area covered by all involved entities is
about 250.000 m2. Each node has a 802.11g WiFi interface
in ad-hoc mode for direct mesh communication. Therefore,
the bandwidth cannot exceed 54 Mbit/s and has a maximum
simulated range of 80 meters. Each experiment was repeated
10 times and ran for about 260 seconds.

2) Communication Opportunities: For delay-tolerant com-
munication, it is important how often peers get a chance
to exchange their data with others. In our simulation, we
determined, using one second intervals, how many peers are
currently in communication range.

Overall, there were over 800 total contact opportunities in
the entire simulation across all nodes. The individual number
of contacts per node is shown in Figure 7. The number of
opportunities over the runtime per node is depicted in Figure 8.
It shows that within this area of action and without any specific
targets for the autonomous drones regarding communication,
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there are plenty of opportunities to exchange data, even though
the mobile drones have more opportunities than the rather
static or remote nodes, such as center1 and robot1.

3) Delivery Times: Knowing that many opportunities exist
for data exchange in our scenario, we must still determine
how fast responses to individual commands can be expected
in such circumstances.

Two different tests were performed to analyze the delivery
times. The first test injects image data at robot1 and measures
how long it takes for this data to arrive in the operations and
control center (center1). In the second test, center1 wants a
direct connection to robot1 and therefore sends the commands
for an air-bridge to all three drones. We measured how
long it takes for all drones to receive the command. Both
experiments were repeated with different starting times and
therefore different geo-spatial distributions of nodes.

File distribution depends on the file size. In our experiments,
we sent 1080p images as they are recorded by our physical
robot. The transmission times are shown in Figure 9. Average
file transmission time is about 60 seconds with the worst time
of about 155 seconds. Without this image transmission, the
average time goes down to about 46 seconds. This can be
explained with bad timing, no peers in range or moving out
of range during transmission, and Serval needing some time
to recover from failed transmissions. The transmission always
needs at least 2-3 hops to travel from robot1 to center1,
considering that the area of action covered by an average
transmission time of 60 seconds is more than acceptable.

When it comes to message delivery to the drones, the
picture is similar. If messages are sent faster than they can be
delivered, they are transmitted together, arriving at the same
time even although they have been sent at different points in
time. The arrival times are shown in Figure 10. Since text
messages are much smaller than images, the chances of a
successful transmission even with only short contact periods
is much higher, resulting in an average transmission time
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of about 9 seconds in our scenario. Considering the worst
delivery rates recorded in our experiments, a message still
reaches its destination in under one minute. Thus, even with
the rather low number of participants in our simulation, direct
control can be triggered within a quite short period of time.

All these numbers are highly scenario specific, and by
having humans with network devices also in the affected
area, even better delivery rates can be achieved. Having the
drones programmed with multiple objectives, one seeking
opportunities for data exchange, gives a powerful tool to
dynamically adapt to the environment and the tasks at hand.

4) Connection Establishment: We also evaluated the re-
sponsiveness of our communication system to newly estab-
lished communication bridges, i. e., when drones have moved
into positions to allow a multi-hop connection from the control
center to a robot. For the experiment, we let center1 generate
UDP/IP traffic to robot1 using the iPerf tool.11 We recorded
the incoming packets at robot1 over time using tcpdump and
plotted their arrival times in Fig. 11. The figure also marks
the point in time when the drones have aligned and the
communication bridge has been established.

We can see that SEMUD almost instantaneously is able to
deliver messages to the destination after the communication
bridge has become active. This is due to SEMUD’s design
of integrated route discovery and data transmission: there
is no explicit protocol that needs to be run prior to actual
data transmission, but data is piggybacked to every message
that is sent, which keeps delay at a minimum. In addition,
SEMUD essentially follows a trial-and-error approach: every
message is flooded through the network until feedback from
the destination is received, in which case SEMUD switches
to unicast transmissions to reduce network load. In contrast,
OLSR is significantly slower in exploiting the communication
bridge: it needs approximately 17 seconds to find a path. This

11iPerf website: https://iperf.fr
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Fig. 11: Reaction to a newly established communication bridge
of SEMUD and OLSR

is due to the fixed interval at which OLSR exchanges routing
information. Note that this additional delay is not a one-time
cost, but has be paid whenever the topology changes. This
is especially problematic when long-term continuous control
of a moving robot is required and more drones are added to
maintain the bridge.

5) Message Processing: Besides the delivery time of mes-
sages through the network, it is also important that the system
has low message processing times at the network devices to en-
sure fast responses. Therefore, we evaluated our NICER OCC
by system performance tests with respect to the entire message
lifecycle between the network and the UI, i.e., from the arrival
of the message at the OCC through to the visualization of the
contained sensor data in the UI or on the map, so that the
commanders can perceive them.

We considered both directions of message processing,
(a) reading sensor data from the network (including deserial-
ization) and updating the UI, as well as (b) sending commands
from the UI to the network (including serialization). As per-
formance measures, we use latency and throughput. Latency
is the time required to process one message. Throughput is
the number of such messages processed per unit of time. It
is important to note that one message can contain multiple
sensor data such as location updates. However, to analyze
the different message types and make the tests comparable,
we limit the number of sensor data or commands to one per
message for our lab test.

Message type Latency [ms] Throughput [1/s]
Sensor data (location) 26.1± 1.3 53.8± 4.0
Sensor data (image) 76.6± 2.5 12.5± 0.5
Commands 69.1± 1.8 19.6± 0.3

TABLE I: Performance test of OCC w.r.t message processing

Table I shows the results of our performance tests. We
can observe that messages with different kinds of sensor data
are processed differently: a message with location data needs
about 26 ms to be processed in our OCC while messages with
image content need roughly three times more (∼76 ms). This
is also reflected in the throughput measurements. Considering

the other direction, commands can be sent in about 70 ms from
the UI to the network, which is more than sufficient to be able
to smoothly control the rescue mission.

All in all, the message processing of our operations and
control center is negligible compared to the delivery times
of the messages through the network. Thus, there is no lack
of performance for the OCC; quite the contrary, the OCC
supports situation overviews with high-frequency updates in
the magnitude of the human eye or screen refresh rate.

V. CONCLUSION

In this paper, we have presented UV4EC, a novel emer-
gency communication system involving unmanned vehicles.
By combining a DTN-based mobile cloud infrastructure for
non-time-critical tasks with reactive mesh routing for real-
time interaction, novel ways of operating UGVs and UAVs
are provided that also support humans in the affected area.
UGVs and UAVs are used to bridge communication gaps that
otherwise would significantly reduce their radius of operation.
We also have developed a lightweight operations and con-
trol center that complements UV4EC to provide all relevant
functionalities (i.e., data gathering and processing, providing
visual situation overviews, and sending high-level commands)
to commanders for coordinating rescue missions. Furthermore,
we have demonstrated the viability of our approach by exper-
imental evaluation and real world deployment.

There are several areas of future work. For example,
additional work should be invested in developing further
DTN-aware control mechanisms for various robot operations.
Furthermore, the coordination of the UAVs can be fine
tuned and optimized for specific scenarios. Depending on the
tasks at hand, data prioritization should be considered at the
UAV/UGV, DTN and/or routing levels for improved network
performance. Finally, for low-priority tasks (e.g., analyzing lo-
cal sensor data), we plan to move the computational workload
from the control center to the network, i.e., the data should
already be analyzed by the nodes in the network.
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home routers as emergency cloudlet and secure dtn communication
bridge,” in 26th International Conference on Computer Communications
and Networks (ICCCN’17): Posters (to appear). IEEE, 2017.

[44] C. Meurisch, T. A. B. Nguyen, S. Wullkotte, S. Niemczyk, Kohnhäuser,
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