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De-pseudonymization of Smart Metering Data:
Analysis and Countermeasures

Sara Cleemput, Mustafa A. Mustafa, Eduard Marin, and Bart Preneel
imec-COSIC, KU Leuven, Belgium

E-mail: firstname.lastname@esat.kuleuven.be

Abstract—Fine-grained metering data threatens users’ privacy,
as it typically reveals the users’ consumption patterns and thereby
their behaviour. To address this problem, the use of pseudonyms
when sending such fine-grained data has been proposed in the
literature. In this paper, we demonstrate experimentally that an
adversary who has access to pseudonymized fine-grained data
and identifiable billing data can fully de-pseudonymize all users
using a simple matching algorithm. Our experiments use real-
world metering data collected from ca. 6500 smart meters. As
pseudonymization alone is not sufficient to provide privacy, we
propose three simple yet effective countermeasures against de-
pseudonymization: deliberately not reporting some of the fine-
grained metering values, rounding these values before reporting
them and regularly changing the pseudonyms. We experimentally
demonstrate that our countermeasures considerably improve
users’ privacy protection without significantly lowering the use-
fulness of the data. They also do not affect the billing process.

I. INTRODUCTION

The Smart Grid (SG) is an extension of the traditional
electrical grid. It supports bidirectional electricity and data
flows between its components and entities, with the aim to
increase the reliability and efficiency of the grid. One aspect of
the SG is that every house will have a Smart Meter (SM) that
is capable of measuring and reporting electricity consumption
data very frequently, e.g. every 30 minutes. These data can
help operators manage the grid more efficiently, and suppliers
generate accurate bills for their customers more timely.

However, such fine-grained metering data may pose serious
risks on users’ privacy [1]. Entities with access to these data
(e.g. suppliers) might use non-intrusive load monitoring tech-
niques to infer users’ consumption patterns [2]. These patterns
can then be used by these entities to infer private information
about the users [3], [4] such as their daily schedule, the
appliances being used, whether they are at home, when and
even which TV channel they are watching [5]. Therefore, such
fine-grained metering data is considered highly sensitive. In
2009 the Dutch Senate even rejected a law mandating the use
of SMs, based on the right to privacy [6].

Therefore, appropriate measures should be taken to protect
users’ privacy when processing fine-grained consumption data.
One possibility is to have SMs use pseudonyms instead of their
real IDs when reporting their fine-grained metering data to the
supplier [7]. However, past work has shown that partial de-
pseudonymization of the data, i.e. discovering the SM (user)
corresponding to a pseudonym, is possible by using statistical
measures, as well as additional side-channel information [8]–
[11]. Unlike our analysis, these articles assume that the ad-

versary uses complex de-pseudonymization algorithms which
are trained with users’ fine-grained metering data. In addition,
none of these algorithms consider a realistic adversary, i.e.
one that has access to both the pseudonymized fine-grained
metering data and the monthly aggregate data used for billing.

The main contributions of this paper are twofold:
• It investigates the feasibility of attacks that require

only simple techniques to de-pseudonymize users. More
specifically, it demonstrates, using a real-world dataset,
that an adversary with access to pseudonymized fine-
grained data and attributable monthly aggregates, can
fully de-pseudonymize users’ fine-grained metering data
using a simple matching algorithm.

• It proposes and experimentally verifies three simple but
effective countermeasures against de-pseudonymization:
each SM (i) deliberately omits reporting some of its fine-
grained metering data, (ii) reports rounded metering data,
or (iii) uses more than one pseudonym per billing period.
These countermeasures can all be adopted without any
major changes to the smart metering architecture.

The rest of this paper is organised as follows: Section II
discusses related work. Section III describes our methodology
and the de-pseudonymization process, and proposes three
countermeasures. Section IV presents our results which are
further discussed in Section V. Section VI concludes the paper.

II. RELATED WORK

Efthymiou and Kalogridis proposed a solution for
anonymizing users’ metering data [7] based on using two
different IDs per SM: (i) the user ID which is used by the
SM to report metering data used for billing purposes, and (ii)
a high frequency ID, which the supplier cannot link to the
user ID and which is used by the SM to report fine-grained
metering data. The link between both IDs is known only to a
trusted escrow party, such that the supplier is unable to link
the pseudonymized metering data to the users.

However, several papers have already shown that partial de-
pseudonymization of fine-grained metering data is possible.
Jawurek et al. proposed two attack strategies to de-pseudony-
mize users’ metering data: anomaly detection and behaviour
pattern matching [8]. Furthermore the authors attempted to link
metering data of users stored on two different databases with
different pseudonyms. Their algorithm is trained on one of
the databases and tested on the other one, and it achieves 83%
accuracy in linking the data of the same user in both databases.



However, they are able only to link the two pseudonyms of a
user, not to de-pseudonymize the user. Buchmann et al. showed
that it is possible to de-pseudonymize users by using machine
learning algorithms [9]. They first trained their algorithm using
the metering data of known households and extract features for
each household. Subsequently, they executed the algorithm on
metering data from the same households at a different time
period and then tried to find a match between the features
extracted during the two time periods. They showed that their
algorithm de-pseudonymizes 68% of the 36 households. Tudor
et al. proposed an improved version of this algorithm, where
they use only five features instead of twelve [10]. They also
showed that combinations of different features give different
success rates for the de-pseudonymization process. On aver-
age, their method outperforms Buchmann’s algorithm by 10%.
Faisal et al. demonstrated that industrial consumers are easier
to re-identify than residential consumers, and concluded that
having longer periods of data to train re-identification algo-
rithms is more useful than having high resolution data [11].

A common limitation of the aforementioned work is the
assumption that the adversary has access to some of the users’
fine-grained metering data, which he uses to train his de-
pseudonymization algorithm. Unlike them, we only assume
that the adversary has access to users’ aggregate monthly
consumption data for billing calculations, which is a more
realistic assumption. Similar to our paper, Tudor et al. [12]
analysed the ability of an adversary to de-pseudonymize users’
fine-grained metering data. However, in their analysis SMs
report rounded billing values from 1 kWh resolution up to
200 kWh resolution. Unlike Tudor et al. we analyse the case
where a supplier obtains users’ exact billing data.

III. METHODOLOGY

We use real-life consumption data to investigate whether
full de-pseudonymization is possible. Next, we propose three
countermeasures that improve users’ privacy while keeping the
usefulness of the data at an acceptable level.

A. Problem Description and Adversarial Model

We study the following use case [7]: for each SM the
supplier receives (i) the monthly aggregate, i.e. the overall
electricity consumption during that month, coupled to the SM
ID, and (ii) all pseudonymized half-hourly consumption data.
The latter allows the supplier to create consumption profiles
used to purchase electricity on the wholesale market. However,
the naive assumption is that the supplier cannot match the
pseudonymized data to a specific user, since a priori it does
not know which pseudonym corresponds to which SM. Note
that only the monthly aggregate is used for billing, hence any
modification of the fine-grained metering data does not affect
the billing process. This specific set-up will be used in practice
for the majority of electricity consumers in the UK [13]. In
this paper we assume that the billing period is one month.

Our main goal is to design countermeasures that can be
implemented without any major changes to the smart metering
architecture and without incurring any substantial overhead,

e.g. additional layers of encryption, as this will be computa-
tionally heavy for SMs.

The SM itself is considered as a trusted entity, since
we assume it is tamper-proof. We consider the supplier as
an honest-but-curious adversary that follows the protocols
correctly, but tries to extract additional information from the
different data it receives. Moreover, as the smart metering
setting in the UK [13], the supplier has access to both the
pseudonymized fine-grained metering data and the attributable
monthly aggregate data of all of its consumers.

B. Data Set

Our analysis is based on a real-life dataset, “Electricity
Customer Behaviour Trial” [14], that contains 6435 unique
users’ consumption data, collected at 30-minute intervals from
14th of July 2009 up to 31st of December 2010. To the best
of our knowledge this is the largest publicly available data
set containing fine-grained electricity consumption data over
a period of several months and it has already been used in
previous work [15]–[17]. Moreover, as a supplier will usually
have some information as to which region the fine-grained
consumption data are originating from, the size of the dataset
seems sufficiently realistic.

The dataset contains a total of 157,992,996 meter read-
ings. For each reading, the SM ID, the time stamp and
the consumption1 during the 30-minute interval are given.
When analysing the data, we found that there are 102,747
SM-month combinations for which all consumption data are
present. Since we will use the monthly aggregate to de-
pseudonymize the users, we only consider those cases where
we have complete data for that user during that month.

C. Experiments

We define the privacy metric as the percentage of users for
whom a supplier can match their half-hourly consumption data
to their monthly aggregate consumption data and therefore to
their unique ID.

1) De-pseudonymization Method: The first step consists
of analysing the monthly aggregates from the point of view
of the adversary. We start by looking at August 2009, the
first full month for which we have measurements. We first
check how many monthly aggregates are unique values, i.e.
no two users have the same monthly aggregate consumption.
For each of the users with a unique monthly aggregate, we
know that the adversary can immediately de-pseudonymize
them, since exactly one of the sums of half-hourly values will
match this aggregate. In the next step, we look at the second
month, i.e. September 2009. We consider only those users who
have not yet been de-pseudonymized, i.e. users that either had
no complete data for August 2009 or a non-unique monthly
aggregate for August 2009. Following the same approach, we
then try to de-pseudonymize this new set of users. We keep
repeating this process until all users are de-pseudonymized.
Note that, in contrast to [12] where they use rounded fine-
grained data, we use real (unmodified) data.

1In our dataset, the resolution of the users’ consumption data is 10−4 kWh.



Our hypothesis is that the supplier will be able to de-pseu-
donymize most (if not all) users, as we expect them to have
unique monthly aggregates (see Section IV-A for the results).
Next we propose three countermeasures against this process.

2) Countermeasure 1 – Missing Data: We propose that
SMs omit reporting a certain amount of half-hourly con-
sumption values. For each SM-month combination we ran-
domly discard a certain fraction of the consumption data.
The adversary can follow two different strategies to reduce
the effectiveness of our countermeasure: replace these omitted
values (i) by zero, or (ii) by the average of the two values
surrounding the discarded value. For each of these two cases,
we assess the improvement in privacy by checking which
percentage of the users can still be matched to their half-hourly
consumption data. We compare the percentage of successful
matches for different percentages of values being omitted.

Since the fraction of discarded data will be small and each
SM chooses when to discard data independently, we assume
the usefulness of the data will decrease only slightly. We verify
this by computing the consumption per half-hourly period,
aggregated over all users, and comparing this to the original
half-hourly aggregate. Taking into account that most grid
management is based on aggregates over a neighbourhood,
this is a relevant measure for usefulness. Recall that billing
is done using the attributable monthly aggregates, thus our
countermeasures, working on the fine-grained data, do not
influence the billing process.

3) Countermeasure 2 – Rounded Data: We propose that
SMs round all the half-hourly consumption values before
reporting them. As before, the improvement in privacy is
measured by attempting to match the sets of half-hourly data
to the monthly aggregates, and we compare the percentage of
successful matches for different rounding thresholds. As with
the previous countermeasure, we verified that the effect on the
usefulness of the data is small by computing the half-hourly
aggregate after rounding the values and compared it with the
original one (i.e. with no rounding).

4) Countermeasure 3 – Different Pseudonyms: Our final
countermeasure consists of SMs changing their pseudonym
after a certain period of time. We assess the improvement in
privacy by checking which percentage of the users can still
be de-pseudonymized when using a pseudonym that is only
valid for one month and half a month, respectively. For this,
we check which combinations of two sums, one belonging to
the first half of the month and one belonging to the second
half of the month, match one of the monthly aggregates.

IV. RESULTS

This section presents the results of the de-pseudonymization
process both without and with our proposed countermeasures.

A. Results without Countermeasures

We have investigated the time (i.e. the number of billing
cycles) required to de-pseudonymize all users present in the
data set, using the method described in Section III-C1. The
results are shown in Table I. The rows of this table are the

TABLE I: De-pseudonymization without Countermeasures.

Month Total nb Anon. set De-pseudonymized % Successful
Aug 09 6282 6282 6275 99.89%
Sep 09 6297 56 51 99.92%
Oct 09 6274 14 11 99.95%
Nov 09 6255 6 6 100 %

first four months. The second column gives the total number of
SMs that have a complete half-hourly dataset for that month.
In the third column, the anonymization set is given, i.e. the
number of SMs that was not yet de-pseudonymized in any
of the previous months. The number of SMs that can be
de-pseudonymized during the month in question is given in
the fourth column. Finally, the fifth column shows the total
percentage of SMs that has already been successfully de-
pseudonymized. As can be seen from these results, almost all
users (99.89%) are de-pseudonymized after only one month,
thus confirming our hypothesis that users have unique monthly
aggregates. For every month from month four onwards, the
adversary can immediately de-pseudonymize every new user
that is added to the dataset.

B. Results with Missing Data

We now describe the de-pseudonymization results when the
countermeasure Missing Data, detailed in Section III-C2, is
implemented. For each month, we considered the set of all
SMs for which we have complete data. We first replace a
certain amount of the - on average - 1463 half-hourly values
in each month by zero, and then attempt to match sets of
half-hourly values to monthly aggregates by sorting both the
monthly aggregates and the sums. We assume that the smallest
sum corresponds to the smallest monthly aggregate etc. Thus,
we can compute the fraction of users that was matched (i.e. de-
pseudonymized) successfully each month. We finally average
our results over all months.

Figure 1a shows the obtained results when replacing the
missing values by zero. When omitting only a single data
point per SM, on average only 33.95% of the users can be de-
pseudonymized. Leaving out 21 datapoints, only 9.95% can
be de-pseudonymized. Leaving out 141 datapoints - which
corresponds to about 10% of the total number of data points
- the adversary can de-pseudonymize less than 5%. Next, we
run the same experiment, but instead of replacing the missing
datapoints by zero, we replace them by the average of the
two values surrounding them. Figure 1b shows the results. As
expected, the success rate of the adversary improves as the
average value is a better approximation of the missing value.

We also investigated the usefulness of the data. For each
number of missing datapoints, we calculate the difference
between the new and the original aggregate consumption
relative to the original aggregate consumption:

deviationi =
|
∑

t xi,t −
∑

t x
′
i,t|∑

t xi
, (1)

where xi,t is the consumption of user i at time t and
x′i,t is the consumption of user i at time t, with a few
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Fig. 1: Percentage of de-pseudonymized users when the adversary replaces one or more datapoints by (a) zero, or (b) the
average of the two values surrounding it.
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Fig. 2: Average relative deviation of the aggregate consumption after replacing some datapoints by (a) zero, and (b) the average
of the two values surrounding it vs. the original consumption data.

datapoints replaced by either zero or the average of the values
surrounding them. The lower the deviation, the higher the
usefulness of the data.

Figure 2a depicts the deviation in function of the number
of missing datapoints, when replacing by zero. The relative
deviation stays lower than 10%, even when omitting 141 data
points. Figure 2b shows this deviation, when replacing by the
average of the surrounding values. In this case, the deviation
remains extremely small, even when omitting 141 data points.
Again this is due to the fact that the average is a better
approximation for the missing data point.

C. Results with Rounded Data

We now describe the de-pseudonymization results when the
countermeasure Rounded Data, detailed in Section III-C3, is
implemented. Our approach is similar to the one for the results
with missing data, but instead of leaving out data points, we
round all data points up to a certain threshold.

Figure 3 shows the percentage of users for which the
adversary can still match their half-hourly consumption to their
monthly aggregate consumption (i.e. to their ID), in function

Rounding threshold (kWh)
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Fig. 3: Percentage of users that can be de-pseudony-
mized when using different rounding thresholds.

of the rounding threshold. Even with a rounding threshold as
small as 0.05 kWh, the adversary can only de-pseudonymize
14.83% of the users. When rounding up to 0.7 kWh, on
average less than 2% of the users can be de-pseudonymized.
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numbers of meters when using two (circle) or four
(cross) pseudonyms.

We also investigated the usefulness of the data. Again the
deviation of the aggregate is calculated using Equation 1, but
this time x′i,t is the rounded consumption of user i at time
t. Figure 4 shows a boxplot of the usefulness averaged over
all users and all months, for different rounding thresholds.
We see that for rounding thresholds lower than 0.1 kWh,
the average deviation is less than 1%. Up to 0.25 kWh the
average deviation stays under 5%. However, when rounding
up to 1 kWh, the deviation is already more than 25%.

D. Results with Different Pseudonyms

We first change the pseudonym every month. Consider-
ing the very high level of de-pseudonymization we already
achieved after one month in Section IV-A, we expect that
this will only improve privacy very minimally. Indeed, when
calculating the percentage of successful matches (i.e. the
percentage of de-pseudonymized users) for each month, we
see that October 2010 is the best month, but the adversary can
still de-pseudonymize 99.73% of the users. December 2009 is
the worst month, the adversary can de-pseudonymize no less
than 99.90% of the users. On average the adversary can de-
pseudonymize 99.83% of the users per month.

Next, we describe the de-pseudonymization results when
the countermeasure Different Pseudonyms, detailed in Sec-

TABLE II: De-pseudonymization Results.

Countermeasure % De-pseudon. Deviation
No countermeasure 99.83% 0%

Missing data (1 data point → 0) 33.95% 0.07%
Missing data (51 data points → 0) 7.84% 3.42%
Missing data (1 data point → avg) 46.39% 0.02%
Missing data (51 data points → avg) 10.85% 0.09%

Rounding up to 0.05 kWh 14.83% 0.40%
Rounding up to 0.50 kWh 2.50% 12.38%

Two Pseudonyms 6.34% 0%

tion III-C4, is implemented. We change the pseudonym every
half-month and define the percentage of successful matches as
the number of correct matches, i.e. both the first and the second
pseudonym correspond to the meter in question, divided by the
total number of matches. When considering only one month
(due to the computational complexity of this method), the
percentage of correct matches is equal to only 6.34%.

Finally, we give an illustration of the influence of the
number of meters and the number of different pseudonyms
within one month. Figure 5 shows the percentage of correct
matches, when considering only a small subset of meters.
When using only two different pseudonyms per month, we
see that all meters can be de-pseudonymized. However, when
using four different pseudonyms per month, only with as little
as 30 SMs, we can no longer de-pseudonymize all users. With
50 SMs, only 23.04% of the matches are correct.

E. Comparison of the Proposed Countermeasures

Table II gives an overview of the results we obtained for the
different countermeasures. The best results regarding users’
privacy protection are obtained with the rounding counter-
measure and a relatively big rounding step (e.g. 0.50 kWh).
However, this comes at a cost of degraded data usefulness. The
different pseudonyms countermeasure improves the users’ pri-
vacy protection greatly without affecting the data usefulness.
However, its downside is the increased SM complexity as each
SM must use at least two different pseudonyms every month.
Regarding users’ privacy protection, data usefulness and coun-
termeasure simplicity, the missing data countermeasure where
SMs omit to send several datapoints per month gives the best
trade-off, specially when the supplier replaces these missing
datapoints with the average of the two datapoints around them.

V. DISCUSSION

In this paper we have assumed that the electricity price
remains the same throughout the day. However, in future a
more realistic assumption would be that the price of electricity
depends on the time of usage, i.e. there would be multiple tariff
periods. In this case the billing would not be based on one
monthly aggregate value, but instead on multiple monthly ag-
gregates, one per tariff period. Assuming no countermeasures
are being used, this would make the de-pseudonymization even
easier, as there would be multiple values to be used for the
matching algorithm, rather than just one.

In addition, the accuracy of fine-grained data will be crit-
ical in cases when such data is used for real-time Demand
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Fig. 6: Correlation of users’ own consumption data over a
specific period of time.

Response (DR). However, our proposed countermeasures in-
troduce a small deviation in the data of only a very small
group of users, in each time slot. Normally, a small fraction
of users participates in real-time DR programs in a given time
slot. Hence, as long as none of the SMs participating in DR
programs in a specific time slot is selected to modify its data
(for privacy protection reasons), then our countermeasures will
not affect the DR programs – each DR-participating user will
be reporting accurate data, hence receiving the correct rewards.
Also, as accurate aggregates of all SMs (in a region) for each
time slot are already available from control SMs placed at
strategic places on the distribution grid, an accurate global
DR is possible even with some of the SMs not reporting their
actual data due to our countermeasures.

In addition, due to the repetitive nature of the users’ con-
sumption patterns, it may also be possible to de-pseudonymize
some users by looking at their own consumption data over
a specific period of time, e.g. by looking at their weekly
consumption patterns. This would make our countermeasure
less effective, as the adversary may be able to link these con-
sumption patterns to the users even when distinct pseudonyms
are used. To verify our hypothesis, we performed some exper-
iments for the cases where a new pseudonym is given to the
SMs: (i) every two weeks and (ii) on a per week basis. In other
words, we investigate whether giving a new pseudonym every
two weeks or every week, respectively, is sufficient to protect
the user’s privacy or whether it is possible to link different
pseudonyms using statistical measures such as the correlation.

Figure 6a shows the correlation between consumption pat-
terns of the first two weeks vs. the second two weeks of
November 2009. Similarly, Figure 6b shows the correlation
between the first and third week of November 2009. From
these figures it is clear that for a non-negligible number of
users there is a strong correlation between their consumption
patterns in different weeks. From this we can conclude that
once a user with a very repetitive consumption pattern has
been de-pseudonymized for one particular week, we can
de-pseudonymize him in later weeks as well, even if the
pseudonym has changed in the mean time. One possible
solution would be to give new pseudonyms to users more
frequently (e.g. every day or every half-hour), however this
will increase the complexity of the system.

VI. CONCLUSIONS

We showed that simple pseudonymization does not pro-
vide sufficient privacy protection to users. More specifically,
adversaries can de-pseudonymize 99.89% of the users after
only one month and all users after four months. Based on
the obtained results, we presented three practical yet effective
countermeasures to increase the users’ privacy level. Our
results show that all of the three countermeasures yield a
significant improvement in privacy, while the loss of data use-
fulness remains acceptable. With every countermeasure we are
able to decrease the percentage of de-pseudonymized users to
less than 15%, while keeping the deviation of the half-hourly
aggregate below 5%. As future work we plan to investigate
the optimal trade-off between privacy gain and loss of data
usefulness, the combination of the different countermeasures,
as well as their computational complexity.
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