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Abstract—Channel estimation is the main hurdle to reaping
the benefits promised by the intelligent reflecting surface (IRS),
due to its absence of ability to transmit/receive pilot signals as
well as the huge number of channel coefficients associated with
its reflecting elements. Recently, a breakthrough was made in
reducing the channel estimation overhead by revealing that the
IRS-BS (base station) channels are common in the cascaded user-
IRS-BS channels of all the users, and if the cascaded channel of
one typical user is estimated, the other users’ cascaded channels
can be estimated very quickly based on their correlation with the
typical user’s channel [1]. One limitation of this strategy, however,
is the waste of user energy, because many users need to keep silent
when the typical user’s channel is estimated. In this paper, we
reveal another correlation hidden in the cascaded user-IRS-BS
channels by observing that the user-IRS channel is common in
all the cascaded channels from users to each BS antenna as well.
Building upon this finding, we propose a novel two-phase channel
estimation protocol in the uplink communication. Specifically, in
Phase I, the correlation coefficients between the channels of a
typical BS antenna and those of the other antennas are estimated;
while in Phase II, the cascaded channel of the typical antenna is
estimated. In particular, all the users can transmit throughput
Phase I and Phase II. Under this strategy, it is theoretically shown
that the minimum number of time instants required for perfect
channel estimation is the same as that of the aforementioned
strategy in the ideal case without BS noise. Then, in the case
with BS noise, we show by simulation that the channel estimation
error of our proposed scheme is significantly reduced thanks to
the full exploitation of the user energy.

I. INTRODUCTION

Recently, there is a large body of research in investigat-
ing the fundamental limits of intelligent reflecting surface
(IRS) assisted wireless networks [2]–[9], where each IRS
may modify the wireless channels between the base station
(BS) and users to be more favorable for communication via
inducing phase shift to the incident signal at each reflecting
element [10]–[12]. However, one challenge to approach these
limits in practice lies in channel estimation. First, the passive
IRS cannot transmit/receive pilot signals actively, making
it difficult to estimate the cascaded user-IRS-BS channels,
which are products of the user-IRS channels and the IRS-BS
channels. Second, the overhead for estimating the cascaded
user-IRS-BS channels in each coherence block scales with the
number of IRS elements, which is very large in practice.

Recently, [1] revealed that in a multi-user multi-antenna
system, there is a great amount of redundancy in the cascaded
user-IRS-BS channels. Specifically, as shown in Fig. 1 (a), all
the users share the same IRS-BS channel components, and the
cascaded channel vector of a user is thus a scaled version of
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Fig. 1. Various correlations in the cascaded user-IRS-BS channels.

that of any other user. To exploit this correlation to reduce
the redundancy in channels, [1] proposed a novel channel
estimation strategy, where the cascaded channel of a typical
user is estimated first, and the scaling coefficients, rather than
the whole channel vectors, of the other users are estimated
next. It was shown that the channel estimation overhead is
significantly reduced under this novel scheme.

However, one issue of this scheme is that all the other
users cannot transmit their pilot signals when the BS is
estimating the typical user’s cascaded channel. Since each
user has its own power budget, a lot of power is wasted
under this scheme, leading to higher channel estimation mean-
squared error (MSE), which motivates us to tackle this issue
in this paper. Specifically, we consider the uplink commu-
nication of an IRS-assisted network, where a multi-antenna
BS serves multiple single-antenna users. Our key observation
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is an alternative correlation hidden in cascaded user-IRS-BS
channels as shown in Fig. 1 (b): all the BS antennas share
the same user-IRS channel components, and the cascaded
channel vector of an antenna is thus a scaled version of that
of any other antenna. Based on this finding, we propose a
new protocol with two phases to estimate the cascaded user-
IRS-BS channels. In Phase I, the scaling coefficients, rather
than the whole channel vectors, of all the antennas other
than a typical antenna are estimated; then, in Phase II, the
cascaded channel of the typical antenna is estimated. Note that
all the users can transmit throughout Phases I and II under our
protocol, because we estimate the cascaded channels antenna
by antenna, rather than user by user as in [1]. Interestingly,
it is theoretically shown that in the case without BS noise,
the minimum number of time instants required for perfect
channel estimation achieved by our strategy is the same as
that achieved by the strategy in [1]. Moreover, in the case with
BS noise, the linear minimum mean-squared error (LMMSE)
estimators are proposed to reduce the channel estimation MSE.
It is shown via simulation that in a practical scenario with BS
noise, the channel estimation error of our strategy is much
lower than that of the strategy in [1], because all the users’
power is fully exploited.

The rest of this paper is organized as follows. Section II
introduces the system model. Section III presents the channel
estimation strategy proposed in [1] and its main limitation.
Section IV proposes a new channel estimation strategy to
overcome the limitation in the above strategy. Sections V
and VI characterize the minimum time duration for perfect
channel estimation in the ideal case without BS noise and
the LMMSE channel estimators in the practical case with BS
noise, respectively. Section VII presents the numerical results.
Finally, Section VIII concludes this paper.

II. SYSTEM MODEL

We consider the uplink communication in an IRS-assisted
multi-user communication network with K > 1 single-
antenna users and a BS equipped with M > 1 antennas.
An IRS equipped with N > 1 passive reflecting elements
is deployed for enhancing the users’ communication per-
formance, as shown in Fig. 1. For all the channels (i.e.,
user-BS channels, user-IRS channels, and IRS-BS channel),
we consider a quasi-static block fading model, where the
channels remain approximately constant in each coherence
block. Specifically, we denote the direct channel from the kth
user to the BS as hk ∈ CM×1, k = 1, · · · ,K. Moreover, we
let rn = [rn,1, · · · , rn,M ]

T ∈ CM×1 and tk,n ∈ C denote the
channel from the nth IRS element to the BS and that from the
kth user to the nth IRS element, respectively, n = 1, · · · , N ,
k = 1, · · · ,K. The cascaded user-IRS-BS channel from the
kth user to the BS via the nth IRS element can be denoted as
gk,n = tk,nrn ∈ CM×1,∀n, k.

To design the IRS passive beamforming for improving the
communication performance, accurate channel state informa-
tion (CSI) of both the direct user-BS channels hk’s and the
cascaded user-IRS-BS channels gk,n’s is needed [1]. During
the channel training phase, we let

√
pxi,k ∈ C denote the

pilot signal sent from user k at time instant i, where either
|xi,k|2 = 1 or xi,k = 0 (no pilot symbol) and p denotes the
pilot signal power. Moreover, the overall pilot signals of all the
users at time instant i is denoted as xi = [xi,1, · · · , xi,K ]T .
Let φn,i ∈ C with |φn,i| = 1 denote the reflection coefficient
at IRS element n at time instant i. The signal received by the
BS at time instant i is the superposition of the signals from
the users’ direct channels and the reflected ones via the IRS,
which is expressed as

ȳi =

K∑
k=1

hk
√
pxi,k +

K∑
k=1

N∑
n=1

φn,igk,n
√
pxi,k + zi, (1)

where zi ∼ CN
(
0, σ2IM

)
denotes the circularly symmetric

complex Gaussian (CSCG) noise of the BS at time instant i.
Note that the direct user-BS channels hk’s can be easily

obtained via conventional channel estimation techniques by
turning off all the IRS elements. As a result, this paper assumes
that hk’s have been estimated perfectly such that we can focus
on how to tackle the challenges in estimating the cascaded
user-IRS-BS channels. Note that with perfect knowledge of
hk’s, the signal contributed by the direct link in (1) can be
removed, leading to the following signal model useful for
estimating the cascaded user-IRS-BS channels:

yi =

K∑
k=1

N∑
n=1

φn,igk,n
√
pxi,k + zi, ∀i. (2)

It is worth noting that a novel scheme for estimating the
reflected channel gk,n’s was proposed in [1], by exploiting the
correlation among the user-IRS-BS channels of different users.
In the following, we will first review the scheme proposed
in [1] and identify its limitation. Motivated by that, we
will introduce an alternative channel training and estimation
scheme that achieves higher estimation accuracy by exploiting
a newly found correlation in the user-IRS-BS channels.

III. REVIEW OF CHANNEL ESTIMATION PROTOCOL IN [1]

In [1], a useful correlation was revealed among the user-
IRS-BS channels of different users. Specifically, as illustrated
in Fig. 1 (a), since g1,n = t1,nrn and gk,n = tk,nrn, ∀k ≥ 2,
the user-IRS-BS channel of user k ≥ 2 can be expressed as a
scaled version of that of user 1 (denoted as the typical user):

gk,n = λk,ng1,n, k = 2, · · · ,K, n = 1, · · · , N, (3)

where λk,n denotes the correlation coefficient and is given
as λk,n =

tk,n

tk,1
. This relation holds because from the user’s

perspective, the IRS-BS channels rn’s are common for various
users. Based on this correlation, the MNK coefficients in
gk,n’s can be fully characterized by the user-IRS-BS channels
of the typical user, i.e., g1,n’s, and the correlation coefficients
of the remaining users, i.e., λk,n’s, k = 2, ...,K. Therefore,
only MN+(K−1)N coefficients need to be estimated, which
is much lower than MNK. To exploit this correlation, [1]
proposed a novel protocol. First, only the typical user, i.e.,
user 1, transmits its pilot signal to the BS such that g1,n’s
can be estimated without the interference from other users’



pilots. After estimating g1,n’s, user 2 to user K will transmit
their pilots to the BS such that λk,n’s can be estimated. It was
shown in [1] that in the ideal case without noise at the BS, the
minimum number of time instants to perfectly estimate g1,n’s
and λk,n’s is

τmin = N + max(K − 1, d(K − 1)N/Me). (4)

Despite the pioneering contributions made in [1], one lim-
itation of the proposed scheme is that only the typical user
transmits its pilot in the phase of estimating g1,n’s. Note that
the transmit power of each user k ≥ 2 in Phase I cannot be
saved to increase its transmit power in Phase II, because each
user has a peak power constraint in practice. Moreover, the
power of the other users cannot be transferred to the typical
user in Phase I. As a result, the transmit power available for
user 2 to user K is wasted in Phase I. To harness the benefits
brought by exploiting channel correlation yet overcoming the
aforementioned limitation, in this paper, we reveal a new
type of correlation among the user-IRS-BS channels, based
on which we propose a novel channel estimation protocol that
allows simultaneous transmission of the uplink pilots from all
users throughout the channel training phase.

IV. A NEW CHANNEL ESTIMATION PROTOCOL

In this section, we present a new channel estimation scheme
that can achieve the same minimum channel training duration
for perfect estimation given in (4) in the case without noise
at the BS and potentially reduce the estimation MSE in the
case with noise at the BS. Before introducing the estimation
scheme, we reveal another correlation relationship, i.e., the
correlation between the reflected channels from all the users
to different antennas. Note that the reflected channel from all
the users to the mth antenna via the nth IRS element can be
expressed as

vTm,n = rn,mt
T
n ∈ C1×K , ∀m,n (5)

where tTn = [t1,n, · · · , tK,n] denotes the channel from all the
users to IRS element n. As a result, the relation between
vm,n’s and gk,n’s can be expressed as

vTm,n = [g1,n,m, · · · , gK,n,m], ∀m,n, (6)

where gk,n,m denotes the mth element in gk,n. It is observed
that a common vector tTn exists in vTm,n’s, ∀m, because
the user-IRS channel is the same for different antennas, as
illustrated in Fig. 1 (b). Based on this interesting correlation,
each reflected channel vector vTm,n for antenna m ≥ 2 can be
expressed as a scaled version of vT1,n for antenna 1 (denoted
as the typical antenna):

vTm,n = βm,nv
T
1,n, m = 2, · · · ,M, n = 1, · · · , N, (7)

where

βm,n =
rn,m
rn,1

, m = 2, · · · ,M, n = 1, · · · , N. (8)

… …

𝜏1 time instants 𝜏2 time instants

Estimation of Correlation 
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𝜷𝑛 𝑛=1
𝑁
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Antenna’s Channel, 

𝒗1,𝑛 𝑛=1

𝑁

Phase I Phase II

Fig. 2. Illustration of the new channel estimation protocol.

Based on (6) and (7), the signal received by the BS at time
instant i for estimating the reflected channels shown in (2)
reduces to:

yi =
√
p

N∑
n=1

φn,i[v1,n, β2,nv1,n, · · · , βM,nv1,n]Txi + zi

=
√
p

N∑
n=1

φn,iβnv
T
1,nxi + zi, (9)

where βn = [1, β2,n, · · · , βM,n]
T . Therefore, our objective is

to estimate antenna 1’s reflected channel vectors v1,n’s and
the correlation coefficients βm,n’s for antenna 2 to antenna
M based on yi’s. The number of coefficients to be estimated
is reduced from KMN to KN+(M−1)N thanks to the use
of the correlation shown in (7).

By exploiting the new correlation, we propose a two-phase
channel training and estimation protocol as shown in Fig. 2.
Specifically, in Phase I with τ1 time instants, the correlation
coefficients among different BS antennas βm,n’s are estimated;
in Phase II with τ2 time instants, the channel vectors for the
typical antenna v1,n’s are then estimated. In the rest of this
paper, we will first study this protocol in the theoretical case
without noise at the BS to show the minimum number of time
instants for perfect channel estimation, and then turn to the
practical case with noise at the BS to show how to design the
LMMSE channel estimators for reducing the estimation MSE.

V. MINIMUM DURATION FOR PERFECT CHANNEL
ESTIMATION UNDER THE CASE WITHOUT BS NOISE

In this section, we characterize the performance limit of our
proposed protocol in the case without BS noise.

A. Phase I: Estimation of Correlation Coefficients of Different
Antennas

In this phase, we aim to estimate the correlation coefficients,
i.e., βm,n, m = 2, ...,M and n = 1, ..., N . According to (9),
in the case without noise, the received signal of antenna m at
time instant i in Phase I can be re-written as

ỹI
m,i =

N∑
n=1

φn,iαm,n,i, m = 1, · · · ,M, i = 1 · · · , τ1, (10)

where

αm,n,i =

{√
pvT1,nxi, m = 1,
√
pβm,nv

T
1,nxi, m ≥ 2,

∀n, i. (11)



Note that if αm,n,i’s can be estimated based on ỹI
m,i’s, the

correlation coefficient for antenna m ≥ 2 and IRS element n
can be obtained via

βm,n =
αm,n,i
α1,n,i

, i = 1, · · · , τ1. (12)

The estimation of αm,n,i’s requires to recover MNτ1 coeffi-
cients. Note that according to (12), we do not need to estimate
all these coefficients, since given any m and n, one particular
pair of αm,n,̄i and α1,n,̄i for some ī is sufficient to estimate
βm,n. In other words, estimating MN coefficients among all
the MNτ1 coefficients in αm,n,i’s is sufficient. The challenge
is given ỹI

m,i’s, how to just estimate a subset of αm,n,i’s to
reduce the training time τ1.

To tackle this challenge, we propose to set identical pilot
signals over all time instants of Phase I, i.e.,

xi = x, i = 1, · · · , τ1. (13)

In this case, the received signal given in (10) reduces to

ỹI
m,i =

N∑
n=1

φn,iᾱm,n, m = 1, · · · ,M, i = 1 · · · , τ1, (14)

where

ᾱm,n =

{√
pvT1,nx, m = 1,
√
pβm,nv

T
1,nx, m ≥ 2,

∀n. (15)

Then, we can first estimate ᾱm,n’s with MN coeffcients based
on the received signals (without considering how to reduce the
redundancy in αm,n,i’s) and then set

βm,n =
ᾱm,n
ᾱ1,n

, ∀m,n. (16)

Given (13), the overall received signal at antenna m over
τ1 time instants of Phase I is given by

ỹI
m =

[
ỹI
m,1, · · · , ỹI

m,τ1

]T
= ΦIᾱm, ∀m, (17)

where

ΦI =

 φ1,1 · · · φN,1
...

. . .
...

φ1,τ1 · · · φN,τ1

 , (18)

and ᾱm = [ᾱm,1, · · · , ᾱm,N ]
T . Then, the received signal at

the BS in Phase I is given by

Ỹ I =
[
ỹI

1, · · · , ỹI
M

]
= ΦI [ᾱ1, · · · , ᾱM ] . (19)

Since the numbers of equations and variables are Mτ1 and
MN , respectively, the minimum number of time instants to
perfectly estimate ᾱm,n’s and thus βm,n’s based on (16) is

τ∗1 = N. (20)

In this case, we can set ΦI based on the discrete Fourier
transform (DFT) matrix via adjusting the IRS reflecting coef-
ficients such that (ΦI)HΦI = NI and thus [ᾱ1, · · · , ᾱM ] =
(ΦI)H Ỹ I/N .

Remark 1: Note that under the protocol proposed in [1],
in Phase I, user 2 to user K do not transmit their pilot
signals to the BS such that the BS can estimate the typical

user’s channels g1,n’s without interference. However, under
our proposed protocol, it is observed from (13) that all the
users can transmit their pilot signals to the BS. Later, it will
be shown in Section VII that such a full utilization of the user
transmit power in Phase I will significantly reduce the channel
estimation MSE compared to the scheme proposed in [1] in
the case with BS noise.

B. Phase II: Estimation of Reflected Channels for the Typical
Antenna

In the second phase, we aim to estimate the channel vectors
{v1,n}Nn=1 for the typical antenna, i.e., antenna 1. Before
introducing the scheme in Phase II, we want to emphasize
that after ᾱm,n’s are estimated in Phase I, we already have
some useful information about v1,n’s as follows:

√
pvT1,nx = ᾱ1,n, ∀n. (21)

This information should be used in Phase II to estimate v1,n’s.
In Phase II, the signal received by antenna m, m =

1, · · · ,M , at time instant i, i = τ1 + 1 · · · , τ1 + τ2, is given
as

ỹII
m,i =

√
p

N∑
n=1

φn,iβm,nv
T
1,nxi. (22)

Define the overall signal received over Phase II as

ỹII = [ỹII
1,τ1+1, · · · , ỹII

M,τ1+1, · · · , ỹII
1,τ1+τ2 , · · · , ỹ

II
M,τ1+τ2 ]T .

(23)

Since both ᾱ1,n’s in Phase I and ỹII in Phase II contain
information about v1,n’s, define a vector δ as

δ = [(ỹII)T , ᾱT1 ]T . (24)

It can be shown that

δ = Θ
[
vT1,1, · · · ,vT1,N

]T
, (25)

where Θ ∈ C(τ2M+N)×KN is given in (26) on the top of
the next page. Our aim is to design the user pilot signals
xi,k’s and the IRS reflection coefficients φn,i’s in Phase II such
that v1,n’s can be estimated based on (25) with the minimum
number of time instants. Mathematically, this requires to find
the minimum τ2 such that rank(Θ) = KN , i.e., all the
columns are linearly independent with each other.

Theorem 1: The minimum value of τ2 to guarantee a perfect
estimation of v1,n’s based on (25) is

τ∗2 = max

(
K − 1,

⌈
(K − 1)N

M

⌉)
. (27)

Proof 1: Please refer to Appendix A.
According to (20) and (27), under our proposed protocol,

in the case without BS noise, the minimum number of time
instants to estimate all the reflected channels is still (4), which
is the same as that achieved by the scheme proposed in [1].



Θ =
√
p



φ1,τ1+1xτ1+1,1β1 · · · φ1,τ1+1xτ1+1,Kβ1 · · · φN,τ1+1xτ1+1,1βN · · · φN,τ1+1xτ1+1,KβN
...

. . .
...

. . .
...

. . .
...

φ1,τ1+τ2xτ1+τ2,1β1 · · · φ1,τ1+τ2xτ1+τ2,Kβ1 · · · φN,τ1+τ2xτ1+τ2,1βN · · · φN,τ1+τ2xτ1+τ2,KβN
x · · · x 0 · · · 0
0 · · · 0 0 · · · 0
...

. . .
...

. . .
...

. . .
...

0 · · · 0 x · · · x


(26)

VI. LMMSE CHANNEL ESTIMATION UNDER THE CASE
WITH BS NOISE

In this section, we will design the LMMSE channel esti-
mators in the case with BS noise. Specifically, after removing
the signal contributed by the direct user-BS links, the overall
received signal at the BS over Phase I is

Y I =
[
ỹI

1, · · · , ỹI
M

]
= ΦI [ᾱ1, · · · , ᾱM ] +ZI, (28)

where ZI = [z1, · · · , zτ1 ]
T ∼ CN (0, σ2MI) is the receiver

noise. Then, the LMMSE channel estimators can be designed
as

α̂m = [α̂m,1, · · · , α̂m,N ]
T

=Rαm
(ΦI)H

(
ΦIRαm

(ΦI)H + σ2I
)−1

ỹI
m, ∀m, (29)

where Rαm
= E

[
ᾱmᾱ

H
m

]
is the covariance matrix of ᾱm.

According to (12), the correlation coefficients can be estimated
as

β̂m,n =
α̂m,n
α̂1,n

, m = 2, · · · ,M, n = 1, · · · , N. (30)

In Phase II, the noisy version of δ given in (25) based on
the estimation of ᾱ1 given in (29) is

δ =
[
(ỹII)T , α̂T1

]T
=Θ̂

[
vT1,1, · · · ,vT1,N

]T
+ (Θ− Θ̂)

[
vT1,1, · · · ,vT1,N

]T
+
[
(zII)T , eT

]T
, (31)

where Θ̂ is in the same form as Θ given in (26), but
with βm,n’s replaced by the estimation β̂m,n’s given in (30),
zII =

[
zTτ1+1, · · · , zTτ1+τ2

]T
is the BS noise, and e = α̂1−ᾱ1

denotes the estimation error of ᾱ1 in Phase I. The error
propagated from Phase I to Phase II, i.e., Θ−Θ̂ and e, makes
it hard to obtain the LMMSE estimators of v1,n’s. Similar to
[1], in the following, we ignore these errors such that

δ = Θ̂
[
vT1,1, · · · ,vT1,N

]T
+
[
(zII)T ,0T

]T
. (32)

In practice, we can increase the power and the number of
pilots in Phase I such that (32) is a good approximation of
(31). Based on (32), the LMMSE estimators of v1,n’s are[
v̂T1,1, · · · , v̂T1,N

]T
= RvΘ̂

H
(
Θ̂RvΘ̂

H +Rz

)−1

δ, (33)

where Rz = diag{σ2I,0N} with 0N being the N by
N all-zero matrix, and Rv is the covariance matrix of[
vT1,1, · · · ,vT1,N

]T
.

Remark 2: In the LMMSE estimators in (29) and (33),
we need the knowledge about Rαm and Rv for αm and[
vT1,1, · · · ,vT1,N

]T
, respectively. This can be obtained via the

distribution of rn,m and tk,n,∀n,m, k. For example, let us
consider the channel model in [1], where

rn,m =

N∑
i=1

r̃i,m(CI)
1
2
i,n,∀m,n, (34)

with r̃i,m ∼ N (0, βBI) is the i.i.d CSCG component and
(CI)

1
2 denotes the IRS transmit correlation matrix, and

tk,n =

N∑
i=1

(CI
k)

1
2
i,nt̃k,i,∀k, n, (35)

with t̃k,i ∼ N (0, βIU
k ) is also the i.i.d CSCG component and

(CI
k)

1
2 denotes the IRS receive correlation matrix for user k.

In this case, the cth row and lth column entry of Rαm is given
by

Rαm,c,l = pβBI(CI)Tc,lx
TRtclx, c, l = 1, · · · , N, (36)

where the k1th row and k2th column entry ofRtcl is calculated
as

Rtcl,k1,k2 =βIU
k (CI

k)
1
2
c

(
(CI

k)
1
2

l

)H
, if k1 = k2 = k,

0, otherwise.
(37)

(CI
k1

)
1
2
c and (CI

k2
)

1
2

l denotes the cth row of (CI
k1

)
1
2 and lth

row of (CI
k2

)
1
2 , respectively. And the sub-block of (c−1)K+1

to (cK)th rows and (l − 1)K + 1 to (lK)th columns of Rv ,
i.e., Rv,c,l is given by

Rv,c,l = βBI(CI)Tc,lRtcl , c, l = 1, · · · , N.

VII. NUMERICAL RESULTS

In this section, we present numerical results to show the
gain of our scheme over that proposed in [1] in the case with
BS noise. We assume that the numbers of IRS elements, BS
antennas, and users are N = 32, M = 32, and K = 8,
respectively. All the channels are generated in the same way
as those used in [1]. The identical transmit power of all the
users is 23 dBm. The channel bandwidth is assumed to be 1
MHz, and the power spectrum density of the noise at the BS
is −169 dBm/Hz. We use the normalized MSE (NMSE) as
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Fig. 3. Performance comparison when extra pilots are allocated to Phase I.

the performance indicator. For any vector a, if its estimation
is â, then the NMSE is defined as

NMSE =
E
[
‖ â− a ‖2

]
E [‖ a ‖2]

. (38)

In our scheme, a = [vT1 , · · · ,vTM ]T , and in the benchmark
scheme proposed in [1], a = [gT1 , · · · , gTK ]T . In the follow-
ing, we will compare the NMSE performance between our
proposed scheme and the benchmark scheme in [1].1

Fig. 3 shows the NMSE performance over the pilot sequence
length, which ranges from 40 to 100 symbols. According to
(20) and (27), the minimum numbers of pilot symbols required
by Phases I and II are 32 and 7, respectively. Here, we assume
that all the extra pilot symbols are allocated to Phase I. It is
observed that with imperfect estimation in Phase I, the overall
NMSE achieved by our scheme after two phases is smaller
than that achieved by the scheme in [1]. To analyze the reason,
we also provide the NMSE performance when the estimation
of Phase I is assumed to be perfect. In this case, it is observed
that the NMSE achieved by [1] is even smaller than that of
our scheme. This indicates that our gain in terms of overall
NMSE over [1] comes from Phase I, where the transmit power
of all the users is utilized under our scheme, but the power of
the other K − 1 = 7 users is wasted under the scheme in [1].
In Fig. 3, we also plot the NMSE of the scheme in [1] when
the typical user can transmit with a power Kp = 8p in Phase
I. In this case, it is observed that indeed, if the total transmit
power is the same in Phase I, the NMSE performance will be
very close in both schemes. Similar observations can be also
found in Fig. 4, where all the extra pilot symbols are allocated
to Phase II.

Finally, notice from Fig. 3 and Fig. 4 that for our proposed
scheme, it is optimal to allocate all extra pilots to Phase II, as
Phase I is already very good; while for the scheme in [1], it
is optimal to allocate all extra pilots to Phase I to improve

1In [1], there are three phases in the protocol, because the direct user-BS
channels are estimated in the first phase. To make it consistent with our work,
in the following, we will ignore their phase to estimate the direct channels,
and call their phase to estimate g1,n’s as Phase I, and their phase to estimate
λk,n’s as Phase II.

40 50 60 70 80 90 100
Pilot Sequence Length in Two Phases

10-8

10-7

10-6

10-5

10-4

10-3

10-2

N
M

S
E

Proposed scheme with imperfect Phase I
Proposed scheme with perfect Phase I
Benchmark scheme with imperfect Phase I
Benchmark scheme with perfect Phase I
Benchmark scheme with increased power in Phase I

Fig. 4. Performance comparison when extra pilots are allocated to Phase II.
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Fig. 5. Performance comparison between the best strategies.

its performance. In Fig. 5, we compare the NMSE of the
two schemes with their optimal pilot allocation strategies as
described above, over the total pilot sequence length in the two
phases. It is observed that under the best strategies for both
schemes, our proposed scheme significantly outperforms the
scheme in [1], due to the full exploitation of all user energy.

VIII. CONCLUSIONS

In this paper, we revealed a new correlation among the
cascaded user-IRS-BS channels in the uplink communication
of an IRS-assisted multi-user network. Specifically, the cas-
caded user-IRS-BS channel vector for a BS antenna is a scaled
version of that for any other antenna because of the common
user-IRS channel. Based on this property, we proposed a novel
two-phase channel estimation protocol, where the scaling
coefficients of all the other antennas’ channels are estimated
in Phase I, and the cascaded channel of the typical antenna
is estimated in Phase II. In the case without BS noise, the
minimum number of time instants required for perfect channel
estimation was characterized, which was shown to be the same
as that achieved by the strategy proposed in [1]. In the case
with BS noise, the LMMSE channel estimators were proposed
for both Phase I and Phase II. Via simulation, it was shown that
the MSE achieved by our proposed scheme is much smaller
than that achieved by the scheme proposed in [1] due to the
better utilization of user energy.



APPENDIX

A. Proof of Theorem 1

We prove the theorem in the following two cases: 1) M ≥
N and 2) M < N . In the case of M ≥ N , we first prove
that there exist a unique solution to (25) only if τ2 ≥ K − 1.
Define

ηn,i =
√
pvT1,nxi, n = 1, · · · , N, i = τ1 + 1, · · · , τ1 + τ2.

(39)
Then it can be shown that the received signal by antenna m
in (22) can be expressed as

ỹII
m,i =

N∑
n=1

φn,iβm,nηn,i, i = τ1 + 1, · · · , τ1 + τ2. (40)

With βm,n’s estimated in Phase I, for each time instant i, there
exist N variables ηn,i’s and M linear equations as given in
(40). As a result, in the case of M ≥ N , ηn,i’s can be perfectly
estimated. Then, with the knowledge of ηn,i’s and ᾱ1,n’s, we
can estimate v1,n’s from the following equations

ηn,i =
√
pvT1,nxi, ᾱ1,n =

√
pvT1,nx, (41)

n = 1, · · · , N, i = τ1 + 1, · · · , τ1 + τ2,

which characterizes a linear system with KN variables and
(τ2N + N) equations. Therefore, a unique solution to (41)
exists only when the number of equations is no smaller than
the number of variables, i.e. τ2 ≥ K − 1.

Next, we show that if τ2 = K − 1, there always exists a
unique solution to (25) in the case of M ≥ N . Specifically,
we set φn,i’s in (40) as one, x as an all one vector and the
stacked vectors [xτ1+1, · · · ,xτ1+K−1] as the 2 to K columns
of a K ×K DFT matrix. Since βn’s are linearly independent
with each other with probability one , ηn,i’s can be perfectly
estimated as

[η1,i, · · · , ηN,i]T = [ỹII
1,i, · · · , ỹII

M,i]
Tβ†, (42)

i = τ1 + 1, · · · , τ1 +K − 1,

where

β =

 β1,1 · · · β1,N

...
. . .

...
βM,1 · · · βM,N

 , (43)

and for any matrix A ∈ Cs×t with s ≥ t, A† =
(AHA)−1AH denotes its pseudo-inverse matrix. Then, as a
result, if τ2 = K − 1, there exists a unique solution to (41),
equivalently to (25) given as follows

vT1,n =
1
√
p

[ᾱ1,n, ηn,τ1+1, · · · , ηn,τ1+K−1]

[x,xτ1+1, · · · ,xτ1+K−1]†, n = 1, · · · , N. (44)

Next, consider the case of M < N . Since the number
of variables and equations in (25) are KN and τ2M + N ,
respectively, there exists a unique solution to (25) only if the
number of equation is no smaller than that of variables, i.e.,
τ2 ≥ d (K−1)N

M e.

Next, we show that when τ2 = d (K−1)N
M e, there always

exists a solution to (25) in the case of M < N . Specifically,
we first set the pilot signal in Phase I as

x = [1, · · · , 1]T . (45)

Then, in Phase II, user K does not transmit the pilot signal,
i.e., xi,K = 0, i = τ1 + 1, · · · , τ1 + τ2, while the pilot signals
of user 1 to user K−1, i.e., xi,k, i = τ1 +1, · · · , τ1 +τ2, k =
1, · · · ,K − 1, as well as the IRS reflecting coefficients, i.e.,
φn,i, n = 1, · · · , N, i = τ1+1, · · · , τ1+τ2, are set as Theorem
2 in [1]. Then, we construct a new matrix Θ̃ ∈ C(τ2M+N)×KN

by putting the [(n− 1)K + k]th column of Θ in (26) into the
[(k − 1)N + n]th column of Θ̃, ∀n, k. Since changing the
order of columns of a matrix does not change its rank, i.e.,
rank(Θ̃) = rank(Θ), in the following, we show that under
the above construction, we have rank(Θ̃) = KN when τ2 =

d (K−1)N
M e. Specifically, Θ̃ can be re-expressed as follows:

Θ̃ =

[
Θ̃s Oτ2M×N

{IN}K−1 IN

]
, (46)

where Θ̃s is the first τ2M rows and first (K−1)N columns of
Θ̃, IN is the identity matrix of dimension N , and {IN}K−1 =
[IN , · · · , IN ] ∈ CN×(K−1)N . According to Theorem 2 in [1],
rank(Θ̃s) = (K−1)N when τ2 = d (K−1)N

M e. Next, we derive
the rank of Θ̃. It is observed from (46) that each of the first
τ2M rows of Θ̃, whose last N elements are all zero, is linearly
independent of the last N rows of Θ̃, i.e., {IN}K . In other
words, the row space defined by the first τ2M rows in Θ̃ does
not intersect with that defined by the last N rows in Θ̃. In this
case, rank(Θ̃) = rank([Θ̃s Oτ2M×N ]) + rank({IN}K) =
KN [13]. Therefore, for the case of M < N , when τ2 =
d (K−1)N

M e, there exists a unique solution to (25) given by[
vT1,1, · · · ,vT1,N

]T
= Θ†δ. (47)

Theorem 1 is thus proved.
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