
Optimal Stochastic Coded Computation Offloading
in Unmanned Aerial Vehicles Network

Wei Chong Ng1,2, Wei Yang Bryan Lim1,2, Jer Shyuan Ng1,2, Suttinee Sawadsitang3,
Zehui Xiong4, and Dusit Niyato5, IEEE Fellow

1Alibaba Group 2Alibaba-NTU JRI 3College of Arts, Media and Technology, Chiang Mai University
4Singapore University of Technology and Design, Singapore

5School of Computer Science and Engineering, Nanyang Technological University, Singapore

Abstract—Today, modern unmanned aerial vehicles (UAVs)
are equipped with increasingly advanced capabilities that can
run applications enabled by machine learning techniques, which
require computationally intensive operations such as matrix
multiplications. Due to computation constraints, the UAVs can
offload their computation tasks to edge servers. To mitigate
stragglers, coded distributed computing (CDC) based offloading
can be adopted. In this paper, we propose an Optimal Task
Allocation Scheme (OTAS) based on Stochastic Integer Program-
ming with the objective to minimize energy consumption during
computation offloading. The simulation results show that amid
uncertainty of task completion, the energy consumption in the
UAV network is minimized.

Index Terms—Unmanned Aerial Vehicles, Coded Distributed
Computing, Stochastic Integer Programming, Task Allocation

I. INTRODUCTION

In recent years, UAVs are becoming smaller in size and
lower in production cost, thus increasing the popularity of
UAVs in the civil and commercial fields. UAVs’ applications
are also expanding in various areas, including package de-
livery [1] and traffic monitoring [2]. In sensor networks, the
UAVs can act as an airborne base station to collect and process
data from terrestrial nodes [3]. UAV-based networked airborne
computing allows computation-intensive tasks to be executed
on-board of the UAV directly through networking [4].

Nevertheless, UAVs are faced with challenges in performing
computationally intensive tasks, due to limited battery lifetime
and processing power [5]. As such, the computation tasks can
be offloaded to edge servers for processing. In this paper,
we focus mainly on the matrix multiplication task as it is
central to many modern computing applications, including
machine learning and scientific computing [6]. The matrix
multiplication in the UAVs can be sped up by scaling them
out across many distributed computing nodes in base stations
(BSs) or edge servers [7] known as the workers. However,
there is a major performance bottleneck which is the latency
in waiting for the slowest workers, or “stragglers” to finish
their tasks [7]. Coded distributed computing is introduced to
deal with stragglers in distributed high-dimensional matrix
multiplication. In CDC, the computation strategy for each
worker is carefully designed so that the UAV only needs to
wait for the fastest subset of workers before recovering the
output [7]. The minimum number of workers that the UAV
has to wait to recover their results is known as the recovery
threshold. Nevertheless, there is still a probability that the

number of returned successful workers is less than the recovery
threshold.

To address this uncertainty, we introduce the Optimal Task
Allocation Scheme (OTAS) in this paper. In OTAS, with the
CDC technique such as PolyDot code [7], the UAVs can
choose to compute several copies locally or offload to the
BSs, where each copy is a sub-portion of matrices involved
in the matrix multiplication operation. The UAVs can retrieve
the matrix multiplication output by decoding all the returned
copies. However, if the UAV decides to offload to the BSs,
there is an uncertainty that the copies cannot be returned on
time to the UAV due to delays and link failure [8], and the total
copies that the UAV has is less than the recovery threshold.
The UAV has to pay a correction cost to re-compute the
number of shortfalls locally to match the recovery threshold.
Since the UAVs have to hover in the sky throughout the re-
computation, the correction cost is more expensive than the
local computation and offloading cost. OTAS can derive the
UAV optimal decision through Stochastic Integer Program-
ming (SIP) formulation with two-stage recourse [9]. Extensive
simulations are performed to evaluate the effectiveness of
OTAS. The results show that OTAS can minimize the total
cost and the UAVs’ energy consumption. The contributions of
this paper are summarized as follows.
• The proposed OTAS can minimize the overall costs

incurred by the UAVs. At the same time, it can also
minimize all the UAVs’ energy consumption.

• The formulated SIP model can find and achieve an
optimal solution by taking into account the workers’
uncertainty. Evidently, this is the first work that utilizes
the capability of SIP to address unpredictable UAV-
enabled distributed computing environments.

• From the performance evaluation, we obtain a few in-
sights such as the optimal UAV task allocation. The
performance comparison among the OTAS and the other
approaches is also presented.

The remainder of the paper is organized as follows: In
Section II, we present the network model. In Section III we
formulate the problem. We discuss and analyze the simulation
result in Section IV. Section V concludes the paper.

II. NETWORK MODEL

We consider a network (Fig. 1) that consists of a set Y =
{1, . . . , y, . . . , Y } of UAVs to be deployed within the coverage
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of a set F = {1, . . . , f, . . . , F} of macro BSs with the height
of Hf . All the UAVs will take off from their respective mobile
charging station which is located at (xy,yy). xy and yy are
the x-y coordinates of UAV y mobile charging station. UAV
y will take off vertically to the height of Hy and hover in the
sky for purposes such as traffic monitoring [2]. (xy,yy, Hy)
and (xf ,yf , Hf ) are the three-dimensional coordinates of the
UAV y and BS f respectively, where Hy > Hf to maintain a
line-of-sight (LoS) communication link between UAV y and
BS f . Due to the hovering capability, we consider only the
rotary-wing UAVs [10].

Legend

UAV 3
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Fig. 1. An illustrative example of UAV network with Y = 6, F = 2.

After the UAVs reach their respective heights, they can
receive and process tasks that use the data, e.g., captured
and collected by their sensors. In this paper, we consider the
task that UAV y compute is the matrix-matrix product AB
involving the two matrices A and B. Matrix multiplication
plays an essential role in various scientific disciplines as it
is regarded as the primary tool for many other computations
in areas such as aerodynamic computations and machine
learning [6]. However, the UAV has limited computing and
storage capability [11]. Therefore, the UAV can choose to
offload a portion or the whole matrix multiplication to the
independently owned BS [11].

In order to speed up matrix multiplication, massive par-
allelization has emerged as a solution. However, it has a
computational bottleneck due to straggling or faults. Coded
computation is introduced to make matrix multiplications
resilient to faults and delays, i.e., Polynomial codes [7]. In
PolyDot codes, the system model typically consists of a
master node, multiple worker nodes, and a fusion node. In
our proposed OTAS, we consider that the UAV is the master
and the fusion node. BS f can partition its CPU computing
capability into nf portions. Each portion is treated as the
worker and has the computation capability of τf

nf
, where τf

denotes the CPU computation capability of the BS f (in CPU
cycles per second). Each worker has a storage constraint that
limits the worker to store only m fraction of matrices A and
B [6].

In general, three scenarios may occur.
• The UAV can compute all copies locally.

• The UAV can offload a number of copies to the BS.
• The UAV can compute some copies locally and offload

some copies to the BS.
M

(l)
y indicates the number of copies that UAV y computes

locally and M
(o)
y,f denotes the number of copies that are

offloaded to BS f . The final output can be decoded from all
the return copies (M (l)

y +M
(o)
y,f ).

The definition of copy, successful workers, recovery thresh-
old, and shortfall are given as follows.
Definition 1. [Copy] m-th fraction of matrices A and B [6].
Definition 2. [Successful workers] Workers that finish their
computation task successfully and the task is received by the
UAV.
Definition 3. [Recovery threshold] The recovery threshold
is the worst-case minimum number of successful workers
required by the UAV to complete the computation success-
fully [6].
Definition 4. [Shortfall] There exists a shortfall when the
total returned copies from the local computation and from the
workers are less than the recovery threshold.

Following [6], two N × N square matrices A and B are
considered. Note that our model can be applied to other
matrices, e.g., Non square matrices. Each of the matrices A
and B is sliced both horizontally and vertically. For example,
A is sliced into N

t ×
N
s matrices and B is sliced into N

s ×
N
t .

We choose s and t such that it satisfies st = m [6]. The
recovery threshold k is defined [6] as:

k = t2(2s− 1). (1)

The processing by the workers may take a longer time when
it is currently occupied with some other tasks. Therefore, the
processing in the offloaded tasks are perceived to have failed if
the duration exceeds the threshold time limit [12]. To recover
the computed task, the sum of returned offloaded copies and
locally computed copies must be greater than or equal to the
recovery threshold k.

Similar to [6], the UAV uses denc = N2(M
(l)
y + M

(o)
y,f )

symbols for encoding of matrices and ddec = N2t2(2s −
1) log2 t2(2s − 1) to decode the returned matrices. Each
copy contains m-th fraction of matrices A and B. UAV will
transmit dtocomm = N2

m symbols to each of the worker. Each
copy requires dcmp = N3

mt symbols for computation. After
computation is completed, the worker will send dfrcomm = N2

t2

symbols back to the UAV.
As described earlier, the UAV can choose to offload a

portion of the task or the whole task to the workers. For
example, when the recovery threshold k = 4 and the UAV
decide to offload two copies of the task for the workers to
compute M (o)

y,f = 2. Therefore, the UAV has to compute at
least two more copies locally to match the recovery threshold
M

(l)
y = 2. The UAV will hover in the sky for a threshold

time limit tthreshy to wait for the offloaded copies to return. In
this paper, tthreshy is set as the worst-case scenario, i.e., time
required to compute all copies locally by the UAV. However,
there is a probability that the workers may fail, i.e., the



computed task is not returned to the UAV after tthreshy . As
a result, the UAV cannot successfully complete the full task
if the total returned copies are less than 4. When the UAV
fails to receive a copy, it means that there exists a shortfall,
and hence, the UAV has to recompute the number of shortfalls
locally. In the meantime, the UAV has to continue hover in the
sky when performing the re-computation. In this paper, we use
SIP to model the uncertainty problem to optimize the number
of copies to compute locally M

(l)
y and offload M

(o)
y,f . At the

same time, it will also minimize the overall cost incurred
by the UAVs. In the following, we discuss the propulsion,
computation, and communication related energy costs for the
UAVs.

A. UAV Hovering Energy

The propulsion energy consumption is needed to provide
the UAV with sufficient thrust to support its movement. The
propulsion power of a rotary-wing UAV with speed V can be
modeled as follows [10]:

P (V ) = P0(1+
3V 2

U2
tip

)+P1

(√
1 +

V 4

4v4
0

− V
2

2v2
0

) 1
2

+
1

2
d0ρAV 3,

(2)
where

P0 =
δ

8
ρsA43R3, (3)

P1 = (1 + k)
W 3/2

√
2Aρ

. (4)

P0 and P1 are two constants related to UAV’s weight, rotor
radius, air density, etc. Utip denotes the tip speed of the
rotor blade, v0 is known as the mean rotor induced velocity
in hover, d0 and s are the fuselage drag ratio and rotor
solidity, respectively. ρ and A are the air density and rotor
disc area, respectively. W is the UAV weight, δ is the profile
drag coefficient, and 4 denotes blade angular velocity. By
substituting V = 0 into (2) [10], we obtain the power
consumption for hovering status as follows:

Ph = P0 + P1. (5)

B. Local Computing Model

When one copy is processed locally, the local computation
execution time of UAV y is expressed as [13]:

tlocaly =
Cyd(N

3

mt )

τy
, (6)

where Cy is the number CPU cycles needed to process a bit,
τy denotes the total CPU computing capability of UAV y, and
d(·) is a function to translate the number of symbols to the
number of bits for computation. The UAV y takes tency seconds
to encode one copy of the matrices, and it is expressed as
follows:

tency =
Cyd(N2)

τy
. (7)

After the UAV y obtains at least k copies, it will take tdecy

secs to decode. tdecy is defined as follows:

tdecy =
Cyd(N2t2(2s− 1) log2 t2(2s− 1))

τy
. (8)

C. UAV Communication Model

We assume that each UAV is allocated with an orthogonal
spectrum resource block to avoid the co-interference among
the UAVs [14]. The transmission rate from UAV y to BS f
can be represented as [5]:

ry,f = By log2(1 + PCy hy,f/No), (9)

where the wireless transmission power of the UAV y is
expressed as PCy . hy,f is the channel gains, and N0 is
the variance of complex white Gaussian noise. UAV to BS
communication is most likely to be dominated by LoS links.
Therefore, the air-to-ground channel power gain from UAV y
to BS f can be modeled as follows [15]:

hy,f =
β0

D2
y,f

, (10)

where

D2
y,f = (xy − xf )2 + (yy − yf )2 + (Hy −Hf )2, (11)

Dy,f denotes the distance between UAV y and BS f and β0

represents the reference channel gain at distance d0 = 1m in
an urban area [15]. The transmission time to offload one copy
of matrix from UAV y to BS f can be given as follows:

ttoy,f =
d(N

2

m )

ry,f
. (12)

The energy ey required by UAV y to receive data from the BS
f is defined as follows [16]:

ey = P ry
d(N

2

t2 )

rf,y
, (13)

where P ry is the receiving power of UAV y and rf,y is similar
to (9).

III. PROBLEM FORMULATION

This section introduces the Deterministic Integer Program-
ming (DIP) and SIP to optimize the number of copies to
compute locally and offload by minimizing the UAVs’ total
cost.

A. Deterministic Integer Programming System Model

In an ideal case when the number of shortfalls is precisely
known, the UAVs can choose the exact number of copies to
compute locally or offload. Therefore, the correction for the
shortfall is not needed, and the correction cost is zero. Similar
to [17], the cost function is proportional to their offloaded data
and to their demand for consuming computation resources. In
total, four types of payments are considered in DIP. It will
cost C̄y for UAV y to compute one copy locally. Cy is the
cost for UAV y to hover in the sky for tthreshy seconds. Since



Cy exists in all three scenarios as described in Section II, we
can completely remove this cost from the formulation. The BS
f charges the UAV with Cy,f for each copy that is offloaded.
Ĉy is the decoding cost to retrieve the final output.
• C̄y denotes the UAV y local computational and encoding

cost for computing of one copy, i.e.,

C̄y = α1(tlocaly + tency ), (14)

where α1 is the cost coefficient associated to the energy
consumption.

• Cy,f denotes the offloading cost and it consists of three
parts. The first part is related to the transmission and
encoding delay. The second part is the UAV y receiving
energy cost and the last part Cf is the service cost for
BS f . It is modeled as follows:

Cy,f = α1(ttoy,f + tency ) + α2ey + Cf , (15)

where α2 is the cost coefficient with a similar role to α1.
• Ĉy denotes the UAV y decoding cost for the returned

matrices as follows:

Ĉy = α1t
dec
y . (16)

A DIP can be formulated and minimize the total cost of the
UAVs as follows:
Minimise:∑

y∈Y
(M (l)

y C̄y + Ĉy) +
∑
y∈Y

∑
f∈F

M
(o)
y,fCy,f , (17)

subject to:

M (l)
y +

∑
f∈F

M
(o)
y,f − Sy ≥ k, ∀y ∈ Y, (18)∑

y∈Y
M

(o)
y,f ≤ nf , ∀f ∈ F . (19)

The objective function in (17) is to minimize UAVs’ total
cost. The first part is to minimize the UAVs’ local computation
cost and the second part is to minimize the UAVs’ offloading
cost. The constraint in (18) ensures that the number of copies
computed locally and offloaded have to be at least equal to or
larger than the recovery threshold k, and Sy is the number of
shortfalls. The constraint in (19) ensures that the total number
of copies offloaded to BSs must not exceed the total number
of workers.

B. Stochastic Integer Programming System Model

If the number of shortfalls cannot be known precisely, the
deterministic optimization formulation defined in (17) - (19) is
no longer applicable. Therefore, SIP with two-stage recourse
is developed. The first stage is the assignment stage, whereby
the UAV decides the number of copies to be computed
locally and offloaded. The decision will be made based on
the available cost information and the probability distribution
of the shortfall, which refers to at least one copy that fails
to return to the UAV after the copy has been offloaded. It
can lead to the situation that the total number of copies that

the UAV receives is less than k. The second stage is the
correction stage. After the actual shortfall is observed, the
UAV will perform a correction action to compute the number
of shortfalls locally so that the total number of copies can
match with k. It costs the UAV C̃y to compute each copy
locally for the shortfall. Similar to DIP, in order to retrieve
the final matrix multiplication output, it will cost UAV y Ĉy
for decoding.

Let ω = (F1, . . . ,Fy) denotes the scenario of all UAVs
and a set of scenarios is denoted by Ω, i.e., ω ∈ Ω [1]. Fy
represents a binary parameter of the shortfall from UAV y.
When Fy = 1 means that, from the copies that UAV y had
offloaded, at least Ay copy did not return. As a result, the
total number of copies that it currently has is less than k, and
Fy = 0 otherwise. For example, suppose the service provider
owns three UAVs. In this case, the shortfall scenario is denoted
by ω = (F1,F2,F3) in which (1,0,0) indicates that UAV 1
have shortfall due to the copy failure to return while UAV 2
and 3 do not. Let A = (A1, . . . , AY ) be a list representing the
number of shortfalls whereby Ay ≤ k.

The objective function of SIP is the same as DIP with an
additional correction cost.

• C̃y is the correction cost, and it consists of two parts.
The first part denotes the correction cost for one copy if
the UAV y has a shortfall. The second part is the penalty
cost for the UAV to stay hover in the sky when there
is a shortfall. The penalty cost can be from delay of
completing the task, additional computation energy and
some other opportunity costs, e.g., UAV cannot process
the next task immediately. The correction cost is given
as follows:

C̃y = α1(tlocaly + ty
enc) + α2Pht

local
y , (20)

We formulate the task allocation as a two-stage SIP model.
There are three decision variables in this model.

• M
(l)
y indicates the number of copies to compute locally

by UAV y.
• M

(o)
y,f indicates the number of copies to be offloaded to

the BS f by UAV y.
• M

(L)
y indicates the number of copies to compute locally

by UAV y when there is a shortfall.

The objective function given in (21) and (22) is to minimize
the total cost of UAVs. The expressions in (21) and (22) rep-
resent the first stage and second stage objectives, respectively.
In (22), P(ω) denotes the probability if scenario ω ∈ Ω
is realized and in reality, P(ω) can be obtained from the
historical records. The SIP formulation can be expressed as
follows:
Minimise:∑

y∈Y
(M (l)

y C̄y + Ĉy) +
∑
y∈Y

∑
f∈F

M
(o)
y,fCy,f

+E
[
Q(M

(o)
y,f (ω))

]
, (21)



where

Q(M
(o)
y,f (ω)) =

∑
y∈Y

∑
ω∈Ω

(Fy(ω)P(ω)M (L)
y (ω)C̃y), (22)

subject to:

M (l)
y +

∑
f∈F

M
(o)
y,f ≥ k, ∀y ∈ Y, (23)

M (l)
y +

∑
f∈F

M
(o)
y,f +M (L)

y (ω)−Ay(ω) ≥ k,

∀y ∈ Y,∀ω ∈ Ω, (24)∑
y∈Y

M
(o)
y,f ≤ nf , ∀f ∈ F . (25)

The constraint in (23) ensures that the number of copies
computed locally and offloaded should be at least k. The
constraint in (24) ensures that if the UAV has a shortfall, the
UAV has to compute the shortfall locally to match k. The
constraint (25) is the same as constraint (19).

IV. SIMULATION RESULT AND ANALYSIS

In this simulation, we consider the system model with ten
UAVs and two BSs. A conceptual illustration of the system
model is shown in Fig. 2. Figure 2 is an x-y plane that
shows the locations of the UAVs and the BSs. They are
randomly allocated in a 1000× 1000 m2. Each small grid is
25× 25 m2. We consider the case with m = 2 [6]. Therefore,
we can substitute s = 2

t into equation (1), and we obtain the
following:

k = 4t− t2, (26)

by differentiating equation (26) with respect to the variable t
and equating the result to zero. Then, we are able to obtain
t = 2, s = 1, and k = 4. To solve SIP, We assume
that the probability distribution of all scenarios in set Ω are
known [18], then, the complexity of the problem depends on
the total number of scenarios in stage two [18]. For example in
Section III, the complexity for the formulated two-stage SIP is
|Ω|. The simulation parameters are summarized in Table I and
their values are from [5], [10]. For the presented experiments,
we implement the SIP model using GAMS script [19].

Fig. 2. x-y coordinates of all the UAVs and BSs.

First, the cost structure of the network is studied. As an
illustration, a primitive UAV network is considered with zero

TABLE I
EXPERIMENT PARAMETERS

Parameter Values
Length of the matrix, N 1000
UAV weight in kg, W 10.2
Air density in kg/m3, ρ 1.225
Rotor radius in meter, R 0.5
Rotor disc area in m2, A 0.79
Blade angular velocity in radians/second, 4 400
Tip speed of the rotor blade, Utip 200
Number of blades, b 4
Blade or aerofoil chord length, c 0.0196
Rotor solidity, defined as the ratio of the
total blade area bcR to the disc area A, s 0.05

Fuselage drag ratio, d0 0.3
Mean rotor induced velocity in hover, v0 7.2
Profile drag coefficient, δ 0.012
Incremental correction factor
to induced power, k 0.1

UAV hover height in meter, Hy 100
BS height in meter, Hf 20
UAV bandwidth in MHz, By 2
UAV transmit power in mW , PC

y 32
UAV receiving power in mW , P r

y 32
White Gaussian noise in dBm, N0 -100
UAV computation power in GHz, τy 1
BS computation power in GHz, τf 20
Number of CPU cycles needed
to process a bit, Cy 20

Channel gains, β0 -60dB
Number of workers in BSf , nf 15
Service cost for BS f , Cf in $ 0.2
α1 0.6
α2 0.0004

local computation, and n1 = n2 = 100. Furthermore, we first
consider 10 UAVs and 1 BS. Since k = 4, the number of
copies that are offloaded begins with 4. In Fig. 3, the costs in
the first and second stages and the total cost under the different
number of the offloaded copies are presented. As expected,
the first stage’s cost increases as the number of copies that
are offloaded increases. However, the cost in the second stage
after knowing the actual shortfall decreases, as the number
of copies that are offloaded increases since the UAV needs
to perform fewer re-computation to match with the shortfall.
Figure 3 shows the optimal solution in this simple network.
It can be identified that even in this simple network, the
optimal solution is not trivial to obtain due to the uncertainty of
shortfall. Therefore, SIP formulation is required to guarantee
the minimum cost to the UAVs.

Next, we evaluate the effect of number of UAVs in the
network. The network is initialized with only UAV1. The
total cost of the network is monitored as the number of UAVs
joining the network increases. Figure 4 displays the result from
this set-up. When the number of UAVs in the network is more
than 6, we can observe a sharp increase in this network’s cost
far beyond the preceding trend, as indicated by the dotted line.
The total number of workers in each BS that can work on the
matrix multiplication is nf . In this case, all the workers from
the BSs are occupied when the number of UAVs exceeded 6.
Instead of offloading to the BSs, the rest of the UAVs have to
compute the copy locally, leading to a sharp increase in cost.
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Then, we compare the SIP with Expected-Value Formula-
tion (EVF) [20]. Expected-value formulation uses the average
values of shortfall and solves a DIP. We vary the price of the
correction action to compare the difference between EVF and
SIP. We set n1, n2 = 100. Figure 5 depicts the comparison
result. For EVF, the number of copies in the first stage
(M (l)

y +M
(o)
y,f ) is fixed using the average value of shortfall, an

approximation scheme. As shown in the result, EVF cannot
adapt to the change in cost. On the other hand, SIP can always
achieve the optimal solution to reduce the shortfall cost.

V. CONCLUSION

In this paper, we have proposed an OTAS with the objective
to minimize UAV energy consumption in the PolyDot code
based computation offloading. To account for the uncertainty
of task completion, we have formulated the OTAS as the two-
stage stochastic programming. The OTAS minimizes the total
cost and the UAVs’ energy consumption. As compared to DIP,
OTAS based on SIP can achieve the optimal solution as it is
able to adapt to changes in probability of task failure.
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