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#### Abstract

Radio localization is a key enabler for joint communication and sensing in the fifth/sixth generation (5G/6G) communication systems. With the help of multipath components (MPCs), localization and mapping tasks can be done with a single base station (BS) and single unsynchronized user equipment (UE) if both of them are equipped with an antenna array. However, the antenna array at the UE side increases the hardware and computational cost, preventing localization functionality. In this work, we show that with Doppler estimation and MPCs, localization and mapping tasks can be performed even with a singleantenna mobile UE. Furthermore, we show that the localization and mapping performance will improve and then saturate at a certain level with an increased UE speed. Both theoretical Cramér-Rao bound analysis and simulation results show the potential of localization under mobility and the effectiveness of the proposed localization algorithm.


Index Terms-Radio localization, mmWave, Doppler, multipath, CRB

## I. Introduction

Location and map information can assist communication in the the millimeter wave/Terahertz ( $\mathrm{mmWave} / \mathrm{THz}$ ) band 5G/6G systems, as well as a variety of location-based applications such as autonomous driving [1], tactile robots [2], etc. Due to the geometrical channel property of high frequency radio signals [3], the localization and mapping tasks can be done by exploiting the channel parameters (e.g., angles and delay) of each path from the estimated channel matrix [4]. With the help of one or more reference points (e.g., base station (BS) or reconfigurable intelligent surface (RIS)), the position and orientation of the user equipment (UE), as well as the position of the incidence point (IP), can be estimated [5].

Localization and mapping for orthogonal frequency-division multiplexing (OFDM)-based communication systems have been studied extensively; with the assistance of none-line-of-sight (NLOS) paths in two-dimensional (2D) or threedimensional (3D) scenarios [3], [6]. Recent research considers single-snapshot localization and mapping with a singleantenna receiver by assuming the system is synchronized [7]. However, only single snapshot localization ${ }^{1}$ is discussed in these works, and no mobility is involved. Nevertheless, UE mobility could be found in a lot of scenarios, such as autonomous driving [1] and high speed trains [8], which degrades the localization accuracy without considering the Doppler effect [9].

[^0]The traditional way of dealing with this issue is to reduce the coherence time, within which the channel could be considered fixed. In addition, with a properly designed signal, such as Zadoff-Chu sequence [10], the Doppler effect can be mitigated. However, estimating the Doppler could be a better option that can benefit localization and tracking [11]-[14]. In [12], passive localization using Doppler shift is discussed, proving that a unique position can be estimated with at least 5 Doppler measurements in 2D scenarios. The work in [13] shows that the Doppler effect increases the AOA information, which can be interpreted as the enlargement of the virtual array aperture brought by the movement. More recent work considers a single-BS MIMO OFDM mmWave system, showing the NLOS-only scenario can be significantly improved by mobility, depending on the synchronization quality [14].

In this work, we consider a more challenging MISO scenario to locate a single-antenna UE with a single uniform linear array (ULA) BS under unknown clock offset. The contributions of this work is summarized as follows: (i) We show that with a sufficient number of multipath components (MPCs), Doppler estimation can enable localization and mapping (which is previously impossible for a stationary UE) by providing extra radial velocity measurements, in addition to angles and delays; (ii) We prove that the localization and mapping performance improves and then saturates with an increased velocity, while the velocity estimation performance keeps decreasing, which is determined by the geometrical relationship of different paths; and (iii) We propose a simple 1-D search localization and mapping algorithm, and use simulations and CramérRao bound (CRB) analysis to show the effectiveness of the algorithm.

## II. Problem Statement

In this section, we start with the system model and then describe the relationship between the channel parameters and unknown states. How Doppler can assist localization with a sufficient number of NLOS paths are also discussed.

## A. System Model

We consider a 2D downlink scenario with one BS equipped with a $N_{\mathrm{B}}$-antenna ${ }^{2}$ ULA (with the center $\mathbf{p}_{\mathrm{B}}$ located at the origin of the coordinate system) and one UE with a single antenna [15]. The location of the UE at the $g$ th transmission is

[^1]

Figure 1. Illustration of Doppler-assisted localization. If the UE is stationary, the localization problem is not solvable where $\mathbf{p}_{0}^{\prime}$ is one of ambiguous positions that produces the same geometry parameters as the true position $\mathbf{p}_{0}$ (i.e., AODs and time-difference-of-arrivals).
$\mathbf{p}_{0, g}=\mathbf{p}_{0}+\mathbf{v} g T_{\text {int }}$ where $T_{\text {int }}$ is the measurement interval and v is the velocity, assumed to be fixed within the observation duration $G T_{\text {int }}$ (where $G$ is the number of total transmissions). We assume there exist one line-of-sight (LOS) path $(l=0)$ and $L \geq 1$ NLOS paths (with IPs located at $\mathbf{p}_{l}, 1 \leq l \leq L$ ), as illustrated in Fig. 1. If only one radio-frequency chain (RFC) is adopted at both the BS and UE side, the observation model (the extension to 3D scenarios are also valid) can be formulated as

$$
\begin{equation*}
y_{g, k}=\mu_{g, k}+n_{g, k}=\mathbf{h}_{g, k}^{\top} \mathbf{w}_{\mathbf{B}, g} x_{g, k}+n_{g, k}, \tag{1}
\end{equation*}
$$

where $\mu_{g, k}$ is the noise-free version of the received signal, $\mathbf{w}_{\mathrm{B}, g}$ is the precoding matrix at the BS of the $g$ th transmission containing the phase-shifter coefficients with unit amplitude $\left|\mathbf{w}_{\mathrm{B}, i}\right|=1, x_{g, k}$ is the transmitted signal symbol of the $g$ th transmission at the $k$ th subcarrier with a constant average transmission power $P\left(\left|x_{g, k}\right|^{2}=P\right), n_{g, k} \sim \mathcal{C N}\left(0, \sigma_{n}^{2}\right)$ is the additive white Gaussian noise. The channel matrix $\mathbf{h}_{g, k}$ can be expressed as

$$
\begin{equation*}
\mathbf{h}_{g, k}=\sum_{l=0}^{L} \rho_{l} \mathbf{a}_{\mathbf{B}}\left(\theta_{\mathrm{B}, l}\right) e^{-j 2 \pi \Delta_{f} k \tau_{l}} e^{j 2 \pi g T_{\mathrm{in}} v_{l} / \lambda} \tag{2}
\end{equation*}
$$

where $\mathbf{a}_{\mathrm{B}}(\theta)$ is the steering vector at $\mathrm{BS}, \Delta_{f}$ is the subcarrier spacing, $\lambda$ is the wavelength, and $\rho_{l}, \theta_{\mathrm{B}, l}, \tau_{l}, v_{l}(0 \leq l \leq L)$ are the channel parameters representing the complex channel gain, angle-of-departure (AOD), delay, and radial velocity of the $l$ th path, respectively. Next, we describe the relationship between the channel parameters and state parameters.

## B. Channel Parameters

Consider the sparse property of the channel, it is possible to use a limited number of parameters to represent the channel matrix with a much larger dimension as shown in (2). We define a channel parameter vector as $\gamma=$ $\left[\gamma_{0}^{\top}, \ldots, \gamma_{L}^{\top}\right]^{\top}\left(\gamma_{l}=\left[\theta_{l}, \tau_{l}, v_{l}\right]^{\top}\right)$, and a state vector as $\mathbf{s}=\left[\mathbf{p}_{0}^{\top}, \mathbf{p}_{1}^{\top}, \ldots, \mathbf{p}_{L}^{\top}, B, \mathbf{v}^{\top}\right]^{\top}$. Note that for a complete FIM calculation, the nuisance parameters (i.e., complex channel gain $\rho_{l}=\alpha_{l} e^{-j \xi_{l}}$ ) should be considered such that $\tilde{\boldsymbol{\gamma}}=\left[\boldsymbol{\gamma}^{\top}, \boldsymbol{\alpha}^{\top}, \boldsymbol{\xi}^{\top}\right]^{\top}$ and $\tilde{\mathbf{s}}=\left[\mathbf{s}^{\top}, \boldsymbol{\alpha}^{\top}, \boldsymbol{\xi}^{\top}\right]^{\top}$ (where $\boldsymbol{\alpha}=$ $\left[\alpha_{0}, \ldots, \alpha_{L}\right]^{\top}$ and $\boldsymbol{\xi}=\left[\xi_{0}, \ldots, \xi_{L}\right]^{\top}$ contain the amplitude
and phase of the channel gain of the $L+1$ paths) are able to present all the unknowns. In the following, we use $\gamma$ and $s$ to indicate the unknowns of interest for convenience. For a stationary scenario, the radial velocity $v_{l}$ as well as the velocity unknown $\mathbf{v}$ can be removed. The relationship between channel parameters and the state parameters can be expressed as

$$
\begin{align*}
& \theta_{l}=\left\{\begin{array}{ll}
\arctan 2\left(t_{\mathrm{B}}, 0,2\right. \\
\left., t_{\mathrm{B}, 0,1}\right), \mathbf{t}_{\mathrm{B}, 0}=\frac{\mathbf{p}_{0}-\mathbf{p}_{\mathrm{B}}}{d_{0}} & l=0 \\
\arctan 2\left(t_{\mathrm{B}, l, 2}, t_{\mathrm{B}, l, 1}\right), \mathbf{t}_{\mathrm{B}, l}=\frac{\mathbf{p}_{l}-\mathbf{p}_{\mathrm{B}}}{d_{l, 1}} & l>0
\end{array},\right.  \tag{3}\\
& \tau_{l}=\frac{d_{l}+B}{c}=\left\{\begin{array}{ll}
\frac{\left\|\mathbf{p}_{0}-\mathbf{p}_{\mathrm{B}}\right\|+B}{c} & l=0 \\
\frac{\left\|\mathbf{p}_{l}-\mathbf{p}_{\mathrm{B}}\right\|+\left\|\mathbf{p}_{l}-\mathbf{p}_{0}\right\|+B}{c} & l>0
\end{array},\right.  \tag{4}\\
& v_{l}=\mathbf{v}^{\top} \mathbf{t}_{\mathrm{U}, l}=\left\{\begin{array}{ll}
\mathbf{v}^{\top} \frac{\mathbf{p}_{\mathrm{B}}-\mathbf{p}_{\mathrm{U}}}{d_{\mathrm{U}}} & l=0 \\
\mathbf{v}^{\top} \frac{\mathbf{p}_{\mathbf{p}}-\mathbf{p}_{\mathrm{U}}}{d_{l, 2}} & l>0
\end{array},\right. \tag{5}
\end{align*}
$$

where $\alpha$ and $\boldsymbol{\xi}$ are unknown vectors to be estimated, $d_{0}=$ $\left\|\mathbf{p}_{0}-\mathbf{p}_{\mathrm{B}}\right\|$ is the distance between the BS and UE, $d_{l}=$ $d_{l, 1}+d_{l, 2}=\left\|\mathbf{p}_{l}-\mathbf{p}_{\mathrm{B}}\right\|+\left\|\mathbf{p}_{l}-\mathbf{p}_{0}\right\|$ is the actual signal propagation distance of the $l$ th path, $c$ is the speed of light (in $[\mathrm{m} / \mathrm{s}]$ ), $B$ is the clock offset in $[\mathrm{m}], \mathbf{t}_{\mathrm{B}, l}$, and $\mathbf{t}_{\mathrm{U}, l}$ are the direction vector at the BS and UE, respectively. The channel parameters contain the geometry information of each path, which is assumed to be obtained by the channel parameter estimation methods (e.g., MD-ESPRIT [4]). The lower bound of the measurement parameter vector $\gamma$ can be obtained using CRB, which will be detailed in Section III-A.

## C. Doppler-assisted Localization

From the channel model and the relationship between the channel parameter vector $\gamma$ and state vector s, we are able to explain how Doppler can assist in localization. For $L$ resolvable NLOS paths, the numbers of unknown UE states and IP positions are 5 (2D UE position, 2D UE velocity, and clock offset) and $2 L$ (2D IP position for $L$ paths), respectively. By contrast, the number of channel parameters is $3(L+1)$ (AOD, delay, velocity) with UE mobility, and $2(L+1)$ for stationary UE. If the number of channel parameters is larger than the number of unknowns, the Fisher information matrix (FIM) of the state unknowns are of full rank, indicating the localization problem is solvable. ${ }^{3}$

Obviously, localization and mapping tasks cannot be completed for the MISO scenario with a stationary UE. However, when radial velocity can be estimated, the number of channel parameters could be larger than the number of unknowns with a sufficient number of NLOS paths. A summary of the minimum number of NLOS paths needed for localization is shown in Table I. Note that with a mobile UE, the localization and mapping can still be performed without the LOS channel, which is not impossible even with synchronization [7]. This table also provided the scenarios with known velocity information; the number of unknowns is reduced by two. Note that the LOS path only provides 2 channel parameter measurements with known velocity (due to the radial velocity

[^2]can be calculated directly with known AOD), which can be easily verified by 2D-LOS (known v) cannot be localized with $L=0$ ).

Table I
Summary of Minimum Number of NLOS Paths needed for DOPPLER-ASSISTED LOCALIZATION

| Localization <br> Scenarios | Unknown <br> States | Channel <br> Parameters | Min. \# of <br> NLOS Paths |
| :---: | :---: | :---: | :---: |
| With LOS (stationary) | $3+2 L$ | $2+2 L$ | Unsolvable |
| Without LOS (stationary) | $3+2 L$ | $2 L$ | Unsolvable |
| With LOS (mobile) | $5+2 L$ | $3+3 L$ | 2 |
| Without LOS (mobile) | $5+2 L$ | $3 L$ | 5 |
| With LOS (known v) | $3+2 L$ | $2+3 L$ | 1 |
| Without LOS (known v) | $3+2 L$ | $3 L$ | 3 |

## III. Performance Analysis and Localization Algorithm

In this section, we briefly describe the CRB of the unknown states (i.e., position error bound (PEB), mapping error bound (MEB), clock error bound (CEB) and velocity error bound (VEB)) UE state by deriving the Fisher information matrix under UE mobility. In addition, FIM analysis is performed to discuss the effect of speed on the estimation of unknowns. A simple localization and mapping algorithm is also proposed with the estimated channel parameters.

## A. Cramér-Rao Bound

Based on the channel model defined in (1), the CRB of the state parameters can be obtained as $\mathrm{CRB} \triangleq[\mathbf{I}(\mathbf{s})]^{-1}=$ $\left[\mathbf{J}_{S} \mathbf{I}(\gamma) \mathbf{J}_{\mathrm{S}}^{\top}\right]^{-1}$, where $\mathbf{I}(\mathbf{s})$ is the equivalent Fisher information matrix (EFIM) [16] of the unknown state parameters s, $\mathbf{I}(\gamma)$ is the EFIM of unknowns of interests $\gamma$ from $\mathbf{I}(\tilde{\gamma})$ with

$$
\begin{equation*}
\mathbf{I}(\tilde{\gamma})=\frac{2}{\sigma_{n}^{2}} \sum_{g=1}^{G} \sum_{k=1}^{K} \operatorname{Re}\left\{\left(\frac{\partial \mu_{g, k}}{\partial \tilde{\gamma}}\right)^{\mathrm{H}}\left(\frac{\partial \mu_{g, k}}{\partial \tilde{\gamma}}\right)\right\} . \tag{6}
\end{equation*}
$$

Here, $\operatorname{Re}\{\cdot\}$ is getting the real part of a complex number, and $\mathbf{J}_{\mathrm{S}} \in \mathbb{R}^{(2 L+5) \times(3 L)}$ is the Jacobian matrix using a denominator-layout notation from the channel parameter vector $\gamma$ to the state vector s as

$$
\mathbf{J}_{\mathrm{S}} \triangleq \frac{\partial \boldsymbol{\gamma}}{\partial \mathbf{s}}=\left[\begin{array}{lll}
\frac{\partial \boldsymbol{\gamma}_{0}}{\partial \mathbf{s}}, & \ldots, & \frac{\partial \boldsymbol{\gamma}_{L}}{\partial \mathbf{s}} \tag{7}
\end{array}\right]
$$

For stationary scenarios, matrices $\mathbf{I}(\gamma)$ and $\mathbf{J}_{S}$ can be obtained similarly as [3]. With UE mobility, the derivatives involving radial velocity $v_{l}$ of the $l$ th path can be expressed as

$$
\begin{align*}
\frac{\partial v_{l}}{\partial \mathbf{p}_{0}} & = \begin{cases}\left(\frac{\partial \mathbf{t}_{\mathrm{U}, 0}}{\partial \mathbf{p}_{0}}\right)^{\top} \mathbf{v}=\frac{v_{0} \mathbf{t}_{\mathrm{U}, 0}-\mathbf{v}}{d_{0}} & l=0 \\
\left(\frac{\partial \mathbf{t}_{\mathrm{U}, l}}{\partial \mathbf{p}_{0}}\right)^{\top} \mathbf{v}=\frac{v_{l} \mathbf{t}_{\mathrm{U}, l}-\mathbf{v}}{d_{l, 2}} & l>0\end{cases}  \tag{8}\\
\frac{\partial v_{l}}{\partial \mathbf{p}_{l^{\prime}}} & = \begin{cases}\left(\frac{\partial \mathbf{t}_{\mathrm{U}, l}}{\partial \mathbf{p}_{l}}\right)^{\top} \mathbf{v}=-\frac{v_{l} \mathbf{t}_{\mathrm{U}, l}-\mathbf{v}}{d_{l, 2}} & l=l^{\prime}>0 \\
0 & \text { others }\end{cases}  \tag{9}\\
\frac{\partial v_{l}}{\partial B} & =0, \quad \frac{\partial v_{l}}{\partial \mathbf{v}}=\mathbf{t}_{\mathrm{U}, l} . \tag{10}
\end{align*}
$$

Finally, we can define the PEB, MEB, MEB and VEB as

$$
\begin{align*}
\mathrm{PEB} & =\sqrt{\operatorname{tr}\left([\mathrm{CRB}]_{1: 2,1: 2}\right)},  \tag{11}\\
\mathrm{MEB}_{l} & =\sqrt{\operatorname{tr}\left([\mathrm{CRB}]_{(2 l+1):(2 l+2),(2 l+1):(2 l+2)}\right)},  \tag{12}\\
\mathrm{CEB} & =\sqrt{[\mathrm{CRB}]_{(2 L+3),(2 L+3)}},  \tag{13}\\
\mathrm{VEB} & =\sqrt{\operatorname{tr}\left([\mathrm{CRB}]_{(2 L+4):(2 L+5),(2 L+4):(2 L+5)}\right)}, \tag{14}
\end{align*}
$$

where $\operatorname{tr}(\cdot)$ returns the trace of a matrix, and $[\cdot]_{i, j}$ is getting the element in the $i$ th row, $j$ th column of a matrix. The bounds from (11)-(14) will be used to evaluate the localization and mapping performance.

## B. FIM Analysis for Varying Speed

To evaluate the effect of speed on localization and mapping performance, we re-order the rows and columns of the matrix $\mathbf{J}_{\mathrm{S}}$ (take $L=2$ for illustration) as

$$
\begin{aligned}
& \mathbf{J}_{\mathrm{R}}=\left[\begin{array}{c:c}
\mathbf{A} & \mathbf{B} \\
\hdashline \overline{\mathbf{O}} & \overline{\mathbf{D}}
\end{array}\right]= \\
& {\left[\begin{array}{ccccccccc}
\frac{\partial \theta_{0}}{\partial \mathbf{p}_{0}} & \frac{\partial \tau_{0}}{\partial \mathbf{p}_{0}} & \mathbf{0}_{2} & \frac{\partial \tau_{1}}{\partial \mathbf{p}_{0}} & \mathbf{0}_{2} & \frac{\partial \tau_{2}}{\partial \mathbf{p}_{0}} & \frac{\partial v_{0}}{\partial \mathbf{p}_{0}} & \frac{\partial v_{1}}{\partial \mathbf{p}_{0}} & \frac{\partial v_{2}}{\partial \mathbf{p}_{0}} \\
\mathbf{0}_{2} & \mathbf{0}_{2} & \frac{\partial \theta_{1}}{\partial \mathbf{p}_{1}} & \frac{\partial \tau_{1}}{\partial \mathbf{p}_{1}} & \mathbf{0}_{2} & \mathbf{0}_{2} & \mathbf{0}_{2} & \frac{\partial v_{1}}{\partial \mathbf{p}_{1}} & \mathbf{0}_{2} \\
\mathbf{0}_{2} & \mathbf{0}_{2} & \mathbf{0}_{2} & \mathbf{0}_{2} & \frac{\partial \theta_{1}}{\partial \mathbf{p}_{2}} & \frac{\partial \tau_{1}}{\partial \mathbf{p}_{2}} & \mathbf{0}_{2} & \mathbf{0}_{2} & \frac{\partial v_{2}}{\partial \mathbf{p}_{2}} \\
0 & \frac{\partial \tau_{0}}{\partial B} & 0 & \frac{\partial \tau_{1}}{\partial B} & 0 & \frac{\partial \tau_{2}}{\partial B} & 0 & 0 & 0 \\
\hdashline \mathbf{0}_{2} & \mathbf{0}_{2} & \mathbf{0}_{2} & \mathbf{0}_{2} & \mathbf{0}_{2} & \mathbf{0}_{2} & \frac{\partial v_{0}}{\partial \mathbf{v}} & \frac{\partial v_{1}^{1}}{\partial \mathbf{v}} & \frac{\partial v_{2}^{-}}{\partial \mathbf{v}}
\end{array}\right],}
\end{aligned}
$$

where $\mathbf{0}_{2}$ is a $2 \times 1$ zero vector. By defining a direction vector $\mathbf{t}_{v}=\left[\cos \left(\theta_{v}\right), \sin \left(\theta_{v}\right)\right]^{\top}$ and speed $v=\|\mathbf{v}\|$ such that $\mathbf{v}=$ $v \mathbf{t}_{v}$, we noticed that the submatrices $\mathbf{A}, \mathbf{O}$ and $\mathbf{D}$ will not change with speed $v$ if the velocity direction $\mathbf{t}_{v}$ is fixed. Based on this observation, we define a matrix $\overline{\mathbf{B}}=\mathbf{B} / v$. In the following, we show that the PEB, MEB and CEB will reduce and saturate with an increased $v$, showing the velocity can improve these bounds to a certain level.

With reasonable assumptions, such as the AODs have no spatial correlation, delays of different paths can be resolved, the FIM of the delays and AODs in stationary scenario can be approximated as a diagonal matrix [16]. We make further approximation by assuming the radial velocity is independent of other channel parameters and the reordered FIM F can be formulated from $\mathbf{I}(\gamma)$ as

$$
\begin{equation*}
\mathbf{F}(\gamma)=\operatorname{diag}\left(\mathbf{I}(\gamma)^{-1}\right)^{-1} \tag{16}
\end{equation*}
$$

where $\operatorname{diag}(\cdot)$ is the operation that keeps only the diagonal elements of a matrix (i.e., to form a diagonal matrix). We further segment $\mathbf{F}(\gamma)$ into two diagonal matrix as $\mathbf{F}(\gamma)=\operatorname{blkdiag}\left(\mathbf{F}_{1}, \mathbf{F}_{2}\right)$ and the matrices $\mathbf{F}_{1} \in$ $\mathbb{R}^{(2 L+2) \times(2 L+2)}$ and $\mathbf{F}_{2} \in \mathbb{R}^{(L+1) \times(L+1)}$ contain the variance of all the channel parameters that can be described as $\mathbf{F}_{1}=\operatorname{diag}\left(1 / \sigma_{\theta_{0}}^{2}, 1 / \sigma_{\tau_{0}}^{2}, 1 / \sigma_{\theta_{1}}^{2}, 1 / \sigma_{\tau_{1}}^{2}, 1 / \sigma_{\theta_{2}}^{2}, 1 / \sigma_{\tau_{2}}^{2}\right)$, and $\mathbf{F}_{2}=\operatorname{diag}\left(1 / \sigma_{v_{0}}^{2}, 1 / \sigma_{v_{1}}^{2}, 1 / \sigma_{v_{2}}^{2}\right)$. The approximated FIM can then be formed as $\mathbf{J}_{\mathrm{S}} \mathbf{F}(\gamma) \mathbf{J}_{\mathrm{S}}^{\top}$, and we will show that the error of this approximation is in the simulation Section IV-B.

The EFIM of the state vector containing positions (both UE and IPs) and clock offset can be expressed as

$$
\begin{align*}
\mathbf{E}_{\mathrm{S}}= & \underbrace{\mathbf{A F}_{1} \mathbf{A}^{\top}}_{\mathbf{A}_{\mathrm{S}}(\text { stationary info })}+\underbrace{v^{2} \overline{\mathbf{B}} \mathbf{F}_{2} \overline{\mathbf{B}}^{\top}}_{\mathbf{B}_{\mathrm{G}}=v^{2} \overline{\mathbf{B}}_{\mathrm{G}}(\text { mobility gain) }} \\
& -\underbrace{v^{2} \overline{\mathbf{B}} \mathbf{F}_{2} \mathbf{D}^{\top}\left(\mathbf{D} \mathbf{F}_{2} \mathbf{D}^{\top}\right)^{-1} \mathbf{D} \mathbf{F}_{2} \overline{\mathbf{B}}^{\top}} . \tag{17}
\end{align*}
$$

The matrix $\mathbf{A}_{\mathbf{S}}$ is the FIM for stationary UE, the matrix $\mathbf{B}_{\mathrm{G}}$ is the information gain with UE mobility if the velocity vector $\mathbf{v}$ is known, and $\mathbf{B}_{\mathrm{L}}$ is the information loss with unknown UE velocity.

Similarly, the EFIM of the UE velocity can be expressed as

$$
\begin{equation*}
\mathbf{E}_{\mathrm{v}}=\underbrace{\mathbf{D F}_{2} \mathbf{D}^{\top}}_{=\mathbf{D}_{0} \text { (velocity info) }}-\underbrace{v^{2} \mathbf{D F}_{2} \mathbf{B}^{\top}\left(\mathbf{A}_{0}+v^{2} \overline{\mathbf{B}}_{\mathrm{G}}\right)^{-1} \mathbf{B F}_{2} \mathbf{D}^{\top}}_{=\mathbf{D}_{\mathrm{L}}=v^{2} \overline{\mathbf{D}}_{\mathrm{L}} \text { (unknown estimation loss) }} . \tag{18}
\end{equation*}
$$

where $\mathbf{D}_{0}$ contains the velocity from the radial velocity estimation and $\mathbf{D}_{\mathrm{L}}$ is the information loss due to other unknown parameters.

Lemma 1. The EFIM of the UE and IP positions $\mathbf{E}_{p}$ and the EFIM of clock offset $E_{c}$ are given by

$$
\begin{align*}
\mathbf{E}_{p} & =\mathbf{A}_{0}+v^{2} \mathbf{B}_{0}=\mathbf{A}_{1}-\mathbf{A}_{2} A_{4}^{-1} \mathbf{A}_{3}+v^{2} \mathbf{B}_{0},  \tag{19}\\
E_{c} & =A_{4}-\mathbf{a}_{2}^{\top}\left(\mathbf{A}_{1}+v^{2} \mathbf{B}_{0}\right)^{-1} \mathbf{a}_{2}, \tag{20}
\end{align*}
$$

where $\mathbf{A}_{1}=\left[\mathbf{A}_{S}\right]_{1:(2 L+2), 1:(2 L+2)}, \mathbf{a}_{2}=\left[\mathbf{A}_{S}\right]_{1:(2 L+2),(2 L+3)}$, $A_{4}=\left[\mathbf{A}_{S}\right]_{(2 L+3),(2 L+3)}$ are the submatrices of the matrix $\mathbf{A}_{S}$, and $\mathbf{B}_{0}=\left[\overline{\mathbf{B}}_{G}-\overline{\mathbf{B}}_{L}\right]_{1:(2 L+2), 1:(2 L+2)}$.
Proof. By segmenting B into a $\tilde{\mathbf{B}}=[\mathbf{B}]_{1:(2 L+2), 1:(L+1)}$ and a zero vector $\mathbf{0}_{1 \times(L+1)}$, we can see that the last row and last column of matrices $\mathbf{B}_{\mathrm{G}}, \mathbf{B}_{\mathrm{L}}$ are all zeros, and Lemma 1 can be obtained based on the matrix inverse lemma.

Proposition 1. When the speed $v \rightarrow 0$, the localization problem is not solvable.
Proof. We notice that the matrix $\tilde{\mathbf{A}}=[\mathbf{A}]_{1:(2 L+2), 1:(2 L+2)}$ (first $2 L+2$ rows, without the row containing clock offset) from (15) is a block uppler diagonal matrix. Since the matrix $\left[\partial \theta_{l} / \partial \mathbf{p}_{l}, \partial \tau_{l} / \partial \mathbf{p}_{l}\right]$ is of rank 2 (nonzero determinant), $\tilde{\mathbf{A}}$ has full rank. Then, $\mathbf{A}$ is of rank $(2 L+2)$ and hence, $\mathbf{A}_{\mathbf{S}}=$ $\mathbf{A F} \mathbf{A}^{\top}$ is of rank $(2 L+2)$. As a consequence, the matrix $\mathbf{A}_{\mathbf{S}}$ is of rank $2 L+2$ (which is not full rank due to the unknown clock offset), indicating the localization and mapping can not be performed without UE mobility. ${ }^{4}$

This proposition is clearly congruent with the observations from Section II-C. Moreover, the scenario with $v \rightarrow 0$ is equivalent to the setup in [15], [17], where the localization problem was solved by assuming perfect knowledge of the clock bias $B$ [15] or a reconfigurable intelligent surface [17].

[^3]Proposition 2. When the speed $v \rightarrow \infty$, the PEB, MEB, and CEB will converge to a constant value, whereas the VEB keeps increasing with $v$.

Proof. Based on the lemma derived in [18], stating if $\mathbf{Q}$ has rank one, $\mathbf{E}$ and $\mathbf{E}+\mathbf{Q}$ are nonsingular, then

$$
\begin{equation*}
(\mathbf{E}+v \mathbf{Q})^{-1}=\mathbf{E}^{-1}-\frac{v}{1+v \operatorname{tr}\left(\mathbf{Q} \mathbf{E}^{-1}\right)} \mathbf{E}^{-1} \mathbf{Q} \mathbf{E}^{-1} \tag{21}
\end{equation*}
$$

Therefore, we can decompose $\mathbf{B}_{0}$ into a summation of several rank-1 matrices $\mathbf{B}_{1}, \mathbf{B}_{2}, \ldots, \mathbf{B}_{R_{B}}$ by using SVD, where $R_{\mathrm{B}}$ is the rank of $\mathbf{B}_{0}$. We can see the improvement of localization and mapping performance will saturate as $\mathbf{E}_{\mathrm{p}}^{-1}(v \rightarrow \infty)=$ $\mathbf{E}_{\mathrm{p}, R_{\mathrm{B}}}^{-1}$, which can be obtained recursively from (21) as

$$
\mathbf{E}_{\mathrm{p}, i}^{-1}= \begin{cases}\mathbf{A}_{0}^{-1}-\frac{1}{\operatorname{tr}\left(\mathbf{B}_{1} \mathbf{A}_{0}^{-1}\right)} \mathbf{A}_{0}^{-1} \mathbf{B}_{1} \mathbf{A}_{0}^{-1} & i=1  \tag{22}\\ \mathbf{E}_{\mathrm{p}, i-1}^{-1}-\frac{1}{\operatorname{tr}\left(\mathbf{B}_{i} \mathbf{E}_{\mathrm{p}, i-1}^{-1}\right)} \mathbf{E}_{\mathrm{p}, i-1}^{-1} \mathbf{B}_{i} \mathbf{E}_{\mathrm{p}, i-1}^{-1} & i \neq 1,\end{cases}
$$

where $\mathbf{E}_{\mathrm{p}, i}=\mathbf{A}_{0}+\sum_{j=1}^{i} v^{2} \mathbf{B}_{j}$. Since we have shown in Lemma (2) that $\left(\mathbf{A}_{0}+v^{2} \mathbf{B}_{0}\right)^{-1}$ is getting close to a constant matrix when $v \rightarrow \infty, E_{\mathrm{c}}$ is also close to a constant. Considering $\mathbf{A}_{0}+\mathbf{B}_{\mathrm{G}}=\mathbf{A}_{0}+v^{2} \overline{\mathbf{B}}_{\mathrm{G}}$ is a constant matrix with large $v$, we can see the VEB keeps increasing with speed $v$ as the estimation loss $\mathbf{D}_{\mathrm{L}}$ in (18) increases linearly with $v^{2}$. Thus, Proposition 2 is proved, which is also validated in the simulation results in Section IV-B.

## C. Localization and Mapping Algorithm

With a high dimension of unknowns (size of state vector s), it is not practical to perform maximum likelihood estimation (MLE) and estimate all the unknowns at the same time (e.g., using gradient descent). Here, similar to the ad-hoc estimator in [19], we propose an algorithm that simplifies localization and mapping tasks into a 1D search problem.

Consider the LOS channel has the strongest signal strength, we search along the direction of the estimated AOD $\hat{\theta}_{0}$ at BS , which is equivalent to the direction vector $\hat{\mathbf{t}}_{\mathrm{B}, 0}$ that can be calculated from (3). For a given UE candidate position ${ }^{5}$ $\tilde{\mathbf{p}}_{0}=\tilde{d}_{0} \hat{\mathbf{t}}_{0}$ on the line $\mathbf{p}=d \hat{\mathbf{t}}_{0}$, the clock offset (for this specific UE candidate $\tilde{\mathbf{p}}_{0}$ ) can be estimated as $\tilde{B}=c \hat{\tau}_{0}-\left\|\tilde{\mathbf{p}}_{0}\right\|$ and the propagation distance of the NLOS channel can be obtained as $\tilde{d}_{l}=c \hat{\tau}_{l}-\tilde{B}$. We further define an intermediate variable $e_{l}$ for the $l$ th path as

$$
\begin{equation*}
\tilde{e}_{l}=\left(\tilde{\mathbf{p}}_{0}-\mathbf{p}_{\mathrm{B}}\right)^{\top} \tilde{\mathbf{t}}_{\mathrm{B}, l}=\tilde{\mathbf{p}}_{0}^{\top} \tilde{\mathbf{t}}_{\mathrm{B}, l} \tag{23}
\end{equation*}
$$

where $\tilde{\mathbf{t}}_{\mathrm{B}, l}=\hat{\mathbf{t}}_{\mathrm{B}, l}$ is the estimated direction vector from angle $\hat{\theta}_{l}$ based on (3). The position of the $l$ th IP can be obtained from $\tilde{d}_{0}^{2}-\tilde{e}_{l}^{2}+\left(\tilde{d}_{l, 1}-\tilde{e}_{l}\right)^{2}=\left(\tilde{d}_{l}-\tilde{d}_{l, 1}\right)^{2}$ as

$$
\begin{equation*}
\tilde{\mathbf{p}}_{l}=\mathbf{p}_{\mathrm{B}}+\tilde{d}_{l, 1} \tilde{\mathbf{t}}_{\mathrm{B}, l}=\tilde{d}_{l, 1} \tilde{\mathbf{t}}_{\mathrm{B}, l}, \quad \tilde{d}_{l, 1}=\frac{\tilde{d}_{0}^{2}-\tilde{d}_{l}^{2}}{2\left(\tilde{e}_{l}-\tilde{d}_{l}\right)} \tag{24}
\end{equation*}
$$

After obtaining all the position of the IPs, we can then obtain the direction vector $\tilde{\mathbf{t}}_{\mathrm{U}, l}$ for each path based on (5)

[^4]and hence the velocity can be estimated using a least squares method as
\[

$$
\begin{equation*}
\tilde{\mathbf{v}}=\left(\tilde{\mathbf{X}}^{\top} \tilde{\mathbf{X}}\right)^{-1} \tilde{\mathbf{X}}^{\top} \hat{\mathbf{b}} \tag{25}
\end{equation*}
$$

\]

where $\tilde{\mathbf{X}}=\left[\tilde{\mathbf{t}}_{\mathrm{U}, 0}, \ldots, \tilde{\mathbf{t}}_{\mathrm{U}, L}\right]^{\top}, \hat{\mathbf{b}}=\left[\hat{v}_{0}, \ldots, \hat{v}_{L}\right]^{\top}$. The estimated velocity $\tilde{\mathbf{v}}$ is the velocity that fits current UE candidate $\tilde{\mathbf{p}}_{0}$ and radial velocity estimation $\hat{\mathbf{b}}$ the best. Since $\tilde{\mathbf{X}}$ is a function of $d_{0}$, the residual error can be expressed as $\varepsilon\left(d_{0}\right)=\|\tilde{\mathbf{X}} \tilde{\mathbf{v}}-\hat{\mathbf{b}}\|$, from which

$$
\begin{equation*}
d_{0}^{*}=\arg \min _{d_{0}} \varepsilon\left(d_{0}\right) \tag{26}
\end{equation*}
$$

Finally, the estimated position of the UE can be obtained as $\mathbf{p}_{0}^{*}=d_{0}^{*} \hat{\mathbf{t}}_{0}$, and the remaining unknowns $\mathbf{p}_{l}^{*}, B^{*}$ can be obtained similarly from (23) to (25). Since the positions of the IPs are obtained from the estimated channel parameters $d_{l}$ and $\theta_{l}$, equation (26) is identical to $\arg \min _{d_{0}}\left\|\tilde{\gamma}\left(\tilde{\mathbf{p}}_{0}\right)-\hat{\gamma}\right\|$. Further improvement can adopt weighted least square with the covariance matrix of the estimated radial velocity at each path, or refine the results using gradient descent after getting the initial result from the proposed 1D search.

## IV. Numerical Results

## A. Simulation Parameters

We consider a 2D downlink scenario with a single-antenna UE and a BS with a 16-element ULA lies on the x -axis. The pilot signal $x_{g, k}$ is chosen with a constant amplitude and random phase. The channel gain for each path is calculated as $\rho_{0}=\frac{\lambda}{4 \pi d_{0}} e^{-j \frac{2 \pi}{\lambda} d_{0}}$ for the LOS path and $\rho_{l}=$ $\sqrt{\frac{c_{l}}{4 \pi}} \frac{\lambda}{4 \pi d_{l, 1} d_{l, 2}} e^{-j \frac{2 \pi}{\lambda} d_{l}}$ for the $l$ th NLOS path, where $c_{l}$ is the radar cross-section (RCS). The default simulation parameters can be found in Table II.

Table II
Default Simulation Parameters

| Types | Simulation Parameters |
| :---: | :---: |
| BS Position | $\mathbf{p}_{\mathrm{B}}=[0,0]^{\top}$ |
| UE Position | $\mathbf{p}_{0}=[5,2]^{\top}$ |
| BS Array Size | $N_{\mathrm{B}}=16$ |
| IP Positions | $\mathbf{p}_{1}=[-6,8]^{\top}, \mathbf{p}_{2}=[8,6]^{\top}$ |
| Measurement Interval | $T_{\mathrm{int}}=1 \mathrm{~ms}$ |
| RCS coefficients | $c_{l}=10 \mathrm{~m}^{2}$ |
| Carrier Frequency | $f_{c}=28 \mathrm{GHz}$ |
| Bandwidth | $W=400 \mathrm{MHz}$ |
| Number of Transmissions | $G=20$ |
| Number of Subcarriers | $K=20$ |
| Average Transmission Power | $P=30 \mathrm{dBm}$ |
| Noise PSD | $N_{0}=-173.855 \mathrm{dBm} / \mathrm{Hz}$ |
| Noise Figure | 10 dB |

## B. Performance Bounds Results

Based on the analysis from Section II-C, the minimum number of IPs that can support localization and mapping under UE mobility is 2 . We use the parameters provided in Table II and visualize PEB, MEB, CEB, and VEB with different UE positions; the results are shown in Fig. 2. We can see that the PEB, CEB, and OEB are showing a similar pattern, and a low error bound can be found in the convex hull formed by BS and IPs. In contrast, low VEBs are seen in the UE positions where the IP is aligned with the velocity direction.


Figure 2. Visualization of PEB, MEB, CEB, and VEB for different UE positions. We can see that worse performance is shown in the area that lie between the BS and scattering points due to the unresolvable paths. Regarding the VEB, when the IPs is on the direction of the velocity $\left([1,2]^{\top}\right)$, more accurate estimation can be achieved.

We evaluate how the PEB and VEB are effected by changing UE speed from $0.001 \mathrm{~m} / \mathrm{s}$ to $10 \mathrm{~m} / \mathrm{s}$ with a fixed UE position $\mathbf{p}_{0}=[5,2]^{\top}$. Two scenarios are evaluated, namely, velocity direction $[1,2]^{\top} / \sqrt{5}$ (scenario 1) and $[2,1]^{\top} / \sqrt{5}$ (scenario 2). The approximated error bound from (16) and the PEB when $v \rightarrow \infty$ are shown in the figure. With the increase of speed $v$, the PEBs are getting lower and saturate at around $3 \mathrm{~m} / \mathrm{s}$. As for the estimation of velocity, VEB keeps increasing with speed. Note that in reality the speed cannot be too large as the channel may not be coherent.

## C. Evaluation of the Localization Algorithm

We evaluate the performance of the proposed localization algorithm with the error bound discussed in Section III. Since channel estimation is not considered in this work, we generate channel parameter vector (by assuming the channel estimation is efficient) following a multi-variable Gaussian distribution as $\tilde{\gamma} \in \mathcal{N}\left(\gamma, \mathbf{I}(\gamma)^{-1}\right)$, where $\mathbf{I}(\gamma)$ is the EFIM of the unknown channel parameters obtained from obtained from (6). The results are shown in Fig. 4 with 500 simulations performed for each point. We can see that even with a simple algorithm, the localization and mapping results are close to the bound when the transmission power is above 15 dBm . This is due to the signal from LOS path is much stronger than the NLOS path and hence it is reasonable to search along the LOS direction. Note that the localization and mapping are done with a limited number of measurements within the coherence time, better results can be obtained in tracking scenario with the assist of estimated velocity.


Figure 3. PEB and VEB change with different UE speed. The velocity directions are $[1,2]^{\top} / \sqrt{5}$ and $[2,1]^{\top} / \sqrt{5}$ for scenario 1 and 2 , respectively. We can see that the improvement on PEB and MEB with increased speed saturates at around $0.1 \mathrm{~m} / \mathrm{s}$ (which aligns well with the theoretical analysis as dashed curves), whereas the VEB keeps increasing.


Figure 4. Comparison between simulation results and the derived lower bounds (PEB, VEB, MEB). When $P \geq 5 \mathrm{dBm}$, the estimation results using the proposed localization and mapping algorithm attach the bounds.

## V. Conclusion

With a sufficient number of multipaths, UE mobility helps localization and mapping by providing extra channel parameters. We have shown that mobility can enable localization in a SIMO uplink scenario where BS and UE are not synchronized. In addition, even though extra unknowns (i.e., velocity) are introduced, mobility can enhance localization and mapping to some extent with an increased speed. We also analyzed the system performance under different scenarios and evaluated the performance of the proposed localization algorithm. Future works could be the research on channel estimation under UE mobility and Doppler-assisted simultaneous localization and mapping in tracking scenarios.
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[^0]:    ${ }^{1}$ Even though multiple measurements are performed, they are all within a channel coherence interval so that the channel is assumed to be fixed, and we refer to this as single snapshot localization.

[^1]:    ${ }^{2}$ A large array indicates high angular resolution and beamforming gain, which can improve multi-target angle estimation performance.

[^2]:    ${ }^{3}$ This is valid for the scenarios described in this work with resolvable paths LOS and NLOS paths. However, when the paths are unresolvable, the rank calculation needs to be modified.

[^3]:    ${ }^{4}$ Note that the VEB does not grow with increasing UE/IP position estimation error. Instead, it is more affected by the speed. For example, when the speed (norm of the velocity) is small, the radial velocity estimations are also small, resulting a small velocity estimation error regardless of how large the UE/IP position estimation errors are (as shown in the simulation). However, this velocity estimation (although with a small error bound) does not help in solving the localization problem since the scenario is almost stationary.

[^4]:    ${ }^{5}$ We use the notation $\sim$ to indicate the variables depending on the candidate $\tilde{d}_{0}$, and use the notation $\hat{\imath}$ to represent the estimated channel parameters.

