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Abstract—In this paper, we analyze the recently discovered
delay-Doppler plane orthogonal pulse (DDOP), which is essential
for delay-Doppler plane multi-carrier modulation waveform. In
particular, we introduce a local orthogonality property of pulses
corresponding to Weyl-Heisenberg (WH) subset and justify the
DDOP’s existence, in contrast to global orthogonality corre-
sponding to WH set governed by the WH frame theory. Then,
sufficient conditions for locally-orthogonal pulses are presented
and discussed. Based on the analysis, we propose a general DDOP
design. We also derive the frequency domain representation of the
DDOP, and compare the DDOP-based orthogonal delay-Doppler
division multiplexing (ODDM) modulation with other modulation
schemes, in terms of TF signal localization. Interestingly, we show
perfect local orthogonality property of the DDOP with respect
to delay-Doppler resolutions using its ambiguity function.

I. INTRODUCTION

In digital communications, a modulation scheme usually

requires a set of (bi)orthogonal analog pulses or continuous

time functions, each of which carries an information-bearing

digital symbol, to synthesize the signal waveform [1]. There-

fore, the modulation process can be intuitively thought of as

placing these pulses in the time-frequency (TF) plane, and

the (bi)orthogonality can be achieved by placing them with

proper TF distance. Such modulation schemes include single

carrier (SC) modulation with temporally spaced pulses, and

multi-carrier (MC) modulation whose pulses are spaced both

temporally and spectrally. Meanwhile, for a communication

system, a transmit signal always consists of a finite number

of pulses and occupies a finite TF region in the TF plane,

determining the signal’s duration and bandwidth.

In the context of MC modulation, the pulses are typically

generated by TF shifting a prototype pulse in accordance

with a frequency resolution F and a time resolution T . The

minimum TF distance among these pulses can be quantified by

R = T F , called as joint TF resolution (JTFR) in this paper.

The fundamental issue of designing an MC modulation scheme

is to find the prototype pulse that can form (bi)orthogonal

pulses with respect to T and F . Conventionally, these TF-

shifted pulses are considered as Wely-Heisenberg (WH) or

Gabor function set [2]–[4]. According to the WH frame theory,

the (bi)orthogonal WH function sets only exist for R ≥ 1 [5],

[6], and therefore most of orthogonal MC modulation schemes

are designed with R ≥ 1 [7], [8].

Recently, a delay-Doppler plane MC (DDMC) modulation

named as the orthogonal delay-Doppler division multiplexing

(ODDM) modulation, was proposed in [9], [10]. Considering

that linear time-varying (LTV) channels in a stationary region

that can be modelled as a delay-Doppler (DD) channel with a

deterministic spreading function, the ODDM modulation em-

ploys a newly discovered DD plane orthogonal pulse (DDOP)

to couple the modulated MC signal with the DD channel. It

achieves superior performance by harvesting both time and

frequency diversity, while it is shown in [9], [10] that the

DDOP can form an orthogonal function set with respect to the

DD plane resolutions. Because the DD plane’s TF resolutions

result in a JTFR RDD < 1, the DDOP seems inconsistent with

current (bi)orthogonal pulses design principles. Although its

orthogonality has been proved, a rational explanation for the

DDOP’s unique properties is still missing.

In this paper, we take an in-depth look into the DDOP

and justify its existence. We introduce a local orthogonality

property and clarify that the DDOP only needs to satisfy local

orthogonality, in contrast to global orthogonality governed by

the WH frame theory. Then, sufficient conditions for pulse to

achieve local orthogonality are analyzed. Based on the anal-

ysis, we propose a general DDOP design. Our contributions

can be summarized as follows:

• We point out that only local (bi)orthogonality in the

finite TF region rather than global (bi)orthogonality in

the whole TF plane is required by a modulation scheme.

Accordingly, we show that a WH subset rather than a

WH set is required in the pulse design.

• We reformulate the (bi)orthogonal pulse design problem,

based on the local (bi)orthogonality. We show that the

DDOP forms a WH subset that satisfies the local orthog-

onality.

• We analyze the local orthogonality with respect to TF

resolutions, and discuss the corresponding sufficient con-

ditions. We reveal that for a limited number of subcarri-

ers, surprisingly, there are infinite pulses orthogonal with

respect to F , as long as they are periodic functions with

a specified period related to the number of subcarriers.

• By introducing cyclic prefix (CP) and cyclic suffix (CS)

to achieve the specified periodicity, we propose a general

DDOP design, which releases the duration constraint of

square-root Nyquist (SRN) sub-pulses in our previously

designed DDOP.

• We derive the frequency domain representation of the

DDOP. Together with the DDOP’s time domain represen-

tation, we illustrate the DDOP-based ODDM’s TF signal

localization, and schematically compare it with those of

other modulation schemes. The ambiguity function shows

perfect local orthogonality property of the DDOP with

respect to delay-Doppler resolutions.

Notations: In this paper, ΠT(t) stands for the rectangular
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TABLE I
MC MODULATION PARAMETERS

Notation Parameter

F frequency resolution, frequency spacing

T symbol period, T = 1/F

T time resolution, symbol interval

R JTFR, R = T F

N number of subcarriers

M number of symbols

g(t) transmit (prototype) pulse

Tg duration of g(t), symbol duration

Bg bandwidth of g(t)

pulse with unit energy and support [0,T]. Given the number

of subcarriers N , a(t) denotes the SRN pulse for interval

T , with energy 1
N and support [−Ta/2, Ta/2]. Ag,γ(·) is the

(cross)ambiguity function of g(t) and γ(t).

II. WH SET BASED PULSE DESIGN PRINCIPLES

Let us first introduce main parameters and their notations

for an MC modulation in Table I. The transmit pulses in an

MC modulation can be represented by the function set

(g, T ,F) = {gm,n}m,n∈Z
, (1)

where gm,n := g(t − mT )ej2πnF(t−mT ) and g(t) is the

prototype pulse. Similarly, we can form the receive pulses

(γ, T ,F) using another prototype pulse γ(t) with the same

TF resolutions. Note that because a time-limited signal cannot

be strictly band-limited, the bandwidth of g(t), Bg , is defined

in an essential sense [11].

Given T and F , the fundamental issue of an MC modulation

is to find g(t) and γ(t) satisfying the orthogonal condition of

〈gm,n, gṁ,ṅ〉 = δ(m− ṁ)δ(n− ṅ), (2)

or the biorthogonal condition of

〈gm,n, γṁ,ṅ〉 = δ(m− ṁ)δ(n− ṅ). (3)

By considering the TF plane as a 2D phase space, the

function set in (1) forms a discrete lattice “sampling” the

phase space [2], [12], where the “sampling” resolution is the

JTFR R. Then, the function set in (1) can be treated as a

WH set. According to the WH frame theory, the existence of

(bi)orthogonal WH set depends on the “sampling” resolution

and can be summarized as [2]–[5], [7], [12]–[15]:

• Critical sampling (R = 1) : Orthogonal WH sets exist.

However, they have either infinite time or frequency

energy spread according to the Balian-Low theory [16],

and therefore are not TF well-localized.

• Undercritical sampling (R > 1) : TF well-localized

orthogonal or biorthogonal WH sets exist, if R is suf-

ficiently larger than 1.

• Overcritical sampling (R < 1) : Neither orthogonal nor

biorthogonal WH sets exist.

Square-Root Nyquist Pulse

Fig. 1. u(t), the transmit pulse of ODDM modulation.

With the transmit pulses in (1), the transmit waveform of

an MC modulation can be represented as

x(t) =

M−1
∑

m=0

N−1
∑

n=0

Xm,ng(t−mT )ej2πnF(t−mT ), (4)

where Xm,n’s are the information-bearing digital symbols.

III. ODDM MODULATION

In the design of modulation schemes, the primary concern

is the dispersive effect of the channel. A doubly-selective

wireless channel with both time and frequency dispersion

is usually considered as a LTV system, and represented by

its time-varying channel impulse response (TV-CIR) or DD

spread function [17].

A. DD channel model

Since the transmit signal is band- and time-limited, we

always apply an appropriate bandpass filtering and a subse-

quent sampling at the receiver. As a result, we observe an

equivalent channel that is the band- and time-limited version

of the physical channel. Let the sampling rate and duration be

W0 and T0, respectively. The equivalent DD channel can be

written as [17]

h(τ, ν) =

P
∑

p=1

hpδ(τ − τp)δ(ν − νp), (5)

with τp =
lp
W0

, νp =
kp

T0
, lp, kp ∈ Z, where 1

W0
and 1

T0
are the

delay and Doppler resolutions, respectively.

B. ODDM modulation and DDOP

To couple the MC signal with the DD channel in (5), the

ODDM matches its signal resolutions to the delay and Doppler

resolutions, namely set T = 1
W0

and F = 1
T0

, respectively.

Note that for an ODDM signal, we have W0 = M
T and T0 =

NT . Then, an ODDM frame without the frame-wise CP can

be written as [10]

x(t) =
M−1
∑

m=0

N−1
∑

n=0

Xm,nu

(

t−m
T

M

)

ej2πn
1

NT
(t−m T

M
), (6)

where u(t) is the DDOP given by

u(t) =

N−1
∑

ṅ=0

a(t− ṅT ). (7)

As shown in Fig. 1, the duration of a(t) in u(t) is Ta = 2Q T
M .

When 2Q ≪ M and therefore Ta ≪ T , it has been proved in

[10] that u(t) satisfies the orthogonal property

Au,u

(

m̄
T

M
, n̄

1

NT

)

= δ(m̄)δ(n̄), (8)



for |m̄| ≤ M −1 and |n̄| ≤ N−1. Because the corresponding

JTFR of RDD = T
M × 1

NT = 1
MN ≪ 1 does not allow the

existence of (bi)orthogonal WH set, a natural question arises:

How to explain the existing DDOP in [10] and whether is

there any general DDOP design principle?

IV. GLOBAL AND LOCAL (BI)ORTHOGONALITY

From (8), one can see that this orthogonality is regarding

M symbols with N subcarriers, and therefore it only applies

to a part of TF plane. Since an MC modulation has a limited

number of symbols and subcarriers, the orthogonality within

this signal bandwidth and duration is sufficient for an MC

modulation. As a result, we can reformulate its pulse design

problem, and introduce a concept of local orthogonality.

A. Global and local (bi)orthogonality

Analogous to (2) and (3), the (bi)orthogonal pulse design

problem taking the limited number of symbols and subcarriers

into account is to find WH subsets (g, T ,F ,M,N) and

(γ, T ,F ,M,N) that satisfy the orthogonal condition of

〈gm,n, gṁ,ṅ〉 = δ(m− ṁ)δ(n− ṅ), m, ṁ ∈ Zm, n, ṅ ∈ ZN ,
(9)

or the biorthogonal condition of

〈gm,n, γṁ,ṅ〉 = δ(m− ṁ)δ(n− ṅ), m, ṁ ∈ Zm, n, ṅ ∈ ZN ,
(10)

where

ZM = {0, 1, · · · ,M − 1}, ZN = {0, 1, · · · , N − 1}. (11)

We call (9) and (10) the local orthogonal condition and local

biorthogonal condition, respectively. Because of

〈gm,n, gṁ,ṅ〉 = Ag,g(m̄T , n̄F)ej2πnm̄FT , (12)

where m̄ = ṁ − m and n̄ = ṅ − n, the local orthogonal

condition in (9) is equivalent to

Ag,g(m̄T , n̄F) = δ(m̄)δ(n̄), (13)

for |m̄| ≤ M − 1, |n̄| ≤ N − 1. Similar result can be obtained

for the local biorthogonal condition in (10).

It is noteworthy that the WH frame theory based results

regarding (bi)orthogonal WH sets are rigorously correct. Since

the WH set is a time-frequency analysis tool for functions in

L2(R), it considers the whole TF plane where m,n ∈ Z, and

corresponds to the signal without the limitation of bandwidth

and duration. To make this possible, given T and F , g(t) is

independent of the number of symbols M and the number of

subcarriers N , to be shifted over the whole TF plane. In other

words, to achieve the global (bi)orthogonality in (2) and (3),

g(t) is parameterized only by T and/or F .

On the other hand, for MC modulation, a WH subset that

satisfies the local (bi)orthogonality in (9) and (10) is sufficient.

Obviously, g(t) that achieves the global (bi)orthogonality can

form a such WH subset. However, what we really need is just

a WH subset, and it is not necessarily bounded by the WH

frame theory for the WH set. In fact, the pulses parameterized

by not only T and F but also M and N , can achieve the local

orthogonality. An example is the DDOP in (7).

Fig. 2. g(t) orthogonal w.r.t F = 1

T
for |n| ≤ N − 1 and fixed m.

B. Orthogonality with respect to F

Let us consider a fixed m in gm,n, and investigate the

orthogonality with respect to the frequency resolution F . We

want to find g(t) that can achieve the orthogonality among

g(t−mT )ej2πnF(t−mT ) with a given m but variable n, where

0 ≤ t ≤ Tg and Tg = T = 1/F . Without loss of generality,

let m = 0. We can obtain the following results:

(F1) Unbounded n (n ∈ Z): g(t) is the rectangular pulse

ΠT(t), which is independent of N .

(F2) Bounded n (|n| ≤ N−1): We have the following lemma:

Lemma 1. When g(t) is a periodic function with period
T

N for 0 ≤ t ≤ Tg and Tg = T, it satisfies the orthogonal

property that

Ag,g (0, nF) = δ(n), (14)

for |n| ≤ N − 1.

Proof: Since the period of g(t) is T

N , g(t) can be written

as

g(t) = g

(

t+ ṅ
T

N

)

, 0 ≤ ṅ ≤ N − 1. (15)

for 0 ≤ t < T

N . Then, bearing in mind that T = 1/F ,

we have

Ag,g(0, nF)

=

∫ Tg

0

g(t)g∗(t)e−j2πnFtdt,

=
N−1
∑

ṅ=0

∫ (ṅ+1) T

N

ṅ T

N

g(t)g∗(t)e−j2πnFtdt,

=

N−1
∑

ṅ=0

e−j2π nṅ
N

∫ T

N

0

g(t)g∗(t)e−j2πnFtdt,

= δ(n), (16)

for |n| ≤ N − 1, which completes the proof.

Lemma 1 indicates that once there is a constraint imposed

on the number of subcarriers, there are infinite pulses that

can satisfy the orthogonality with respect to F . In particular,

regardless of Bg , g(t) can achieve the orthogonality among

N subcarriers with a subcarrier spacing F , as long as it is an

aforementioned periodic function. An example of such g(t)
for N = 4 is shown in Fig. 2.

It is noteworthy that in contrast to (F1) where Bg is

proportional to F , (F2) decouples Bg and F , and consequently

allows pulses with much wider bandwidth to achieve orthog-

onality among N subcarriers. On the other hand, to avoid the

intersymbol interference (ISI) and achieve the orthogonality



Fig. 3. uc(t) for D = 1.

among MC symbols time-multiplexed by T , we need Bg to

be comparable to 1
T

. The decoupling of F and Bg in (F2)

actually paves a way to design orthogonal pulse with respect

to independent TF resolutions.

C. Orthogonality with respect to T

Similarly, we can consider a fixed n in gm,n, and investigate

the orthogonality with respect to the time resolution T . Our

target now is to find g(t) that can achieve the orthogonality

among g(t−mT )ej2πnF(t−mT ) with a fixed n but different m.

When n 6= 0, we have the following straightforward answer

with isolated pulses/sub-pulses:

(T1) Unbounded m (m ∈ Z) : g(t) can be any function with

duration Tg ≤ T , which is independent of M .

(T2) Bounded m (|m| ≤ M − 1) : g(t) consists of Ṅ > 1
sub-pulses bṅ(t), 0 ≤ ṅ ≤ N−1, where these sub-pulses

are temporally spaced by MT and each sub-pulse has

a duration of Tbṅ ≤ T .

Meanwhile, when n = 0, we have another answer with

overlapped pulse/sub-pulses:

(T3) Unbounded m (m ∈ Z) : SRN pulse for symbol interval

T , which is also independent of M .

(T4) Bounded m (|m| ≤ M−1) : g(t) consists of Ṅ > 1 SRN

sub-pulses for symbol interval T , where these sub-pulses

are temporally spaced by MT . The SRN sub-pulse can

have any duration.

It is interesting to note that g(t) in (T4) actually can form a

periodic function that satisfies (F2), when Ṅ is large enough.

V. GENERAL DDOP DESIGN

Recall that the orthogonal property of the DDOP in (8) is

subject to a duration constraint of SRN sub-pulse, given by

Ta ≪ T . In practice, it is desirable to relax such constraint to

enable flexible design. In this section, we propose a general

DDOP design, where the SRN sub-pulse’s duration constraint

is released.

Let Ṅ = N and T = T
M , g(t) in (T4) becomes the DDOP

u(t) in (8), except the unbounded Ta. From (F2), we know

that for the frequency resolution F = 1
NT , the key to achieve

the orthogonality among N subcarriers is to form a periodic

function with period 1
NF

= T . This observation inspires us to

use uc(t), a cyclically extended version of u(t), as the transmit

pulse, while the receive pulse is still u(t). Furthermore,

because Auc,u(m
T
M , n 1

NT ) is calculated between uc(t) and

u(t − m T
M )ej2π

n
NT

(t−m T
M

), the problem becomes how can

we let uc(t) have the specified periodicity within the range of

Fig. 4. uc(t) for D = 2.

u(t − m T
M )ej2π

n̄
NT

(t−m T
M

) for |m| ≤ M − 1. We have the

following lemma:

Lemma 2. Let u(t) consist of N SRN pulses aT/M,N (t)
temporally spaced by T , it satisfies the orthogonal property

that

Auc,u

(

m
T

M
,n

1

NT

)

= δ(m)δ(n), (17)

for |m| ≤ M −1 and |n| ≤ N −1, where uc(t) is a cyclically

extended version of u(t) that is a periodic function with period

T during −(M − 1) T
M ≤ t ≤ (MN − 1) T

M + Ta.

Proof: Let us first check the periodicity of uc(t) within

the range of −(M − 1) T
M ≤ t ≤ (MN − 1) T

M + Ta, which

correspond to the start of the first sub-pulse of u(t + (M −
1) T

M and the end of the last sub-pulse of u(t− (M − 1) T
M ),

respectively. From (7), we can divide u(t) into N segments,

where u(t) =
∑N−1

n=0 un(t) and the nth segment is given by

un(t) = u(t) for nT ≤ t < (n+ 1)T .

Let D = ⌈Ta/T ⌉. If D = 1, we have un(t) = a(t − nT ),
which implies that the periodicity within −(M − 1) T

M ≤ t ≤
(MN − 1) T

M + Ta can be obtained by cyclically extending

u(t) to uc(t) =
∑N

n=−1 a(t − nT ). Similarly, when D > 1,

the periodicity can be obtained by further extending to

uc(t) =

N−1+D
∑

n=−D

a(t− nT ). (18)

Two examples of uc(t) with D = 1, 2 are shown in Fig. 3 and

Fig. 4, respectively, where the first sub-pulse of u(t + (M −
1) T

M ) and the last sub-pulse of u(t − (M − 1) T
M ) are also

plotted with dashed lines.

Next, let us verify the ambiguity functions. Due to the

aforementioned periodicity of uc(t), we have

uc(t) = uc(t+ ṅT ), 0 ≤ ṅ ≤ N − 1, (19)

for m T
M ≤ t ≤ m T

M +Tu, where |m| ≤ M−1 and Tu = (N−
1)T + Ta. Then, using (19), the ambiguity function between

uc(t) and u(t) for |n| ≤ N − 1 and |m| ≤ M − 1 can be

calculated similarly to (16), and given by

Auc,u(m
T

M
,n

1

NT
)

=

∫ m T
M

+Tu

m T
M

uc(t)u
∗(t−m

T

M
)e−j2πn 1

NT
(t−m T

M
)dt,

= δ(n)δ(m). (20)

(20) completes the proof.



Fig. 5. |U(f)|.

Lemma 2 indicates that the constraint of Ta in u(t) can

be removed. Once the appropriate CP and CS are added in

accordance with (18), the desired local orthogonality can be

achieved as well. As a result, generally the transmit pulse of

ODDM modulation is uc(t), where the extension parameter

D = ⌈Ta/T ⌉ = ⌈2Q/M⌉. When M ≫ 2Q, we have

2Q/M ≈ 0. Then, as proved in [10], the ODDM can just

employ the DDOP u(t) without cyclic extension (D = 0).

VI. TF SIGNAL LOCALIZATION AND NUMERICAL RESULTS

A. Frequency domain representation of DDOP

The frequency domain representation plays an important

role in the analysis of pulse. In the following, we will derive

U(f), the frequency domain representation of u(t).
It is well-known that the frequency domain representation

of an impulse train u̇(t) =
∑∞

n=−∞
δ(t − nT ), is a Fourier

series and also can be written as an impulse train in frequency

domain U̇(f) = 1
T

∑∞

n=−∞
δ(f − n

T ). It is interesting to

observe that the DDOP can be obtained from u̇(t) by applying

a rectangular window ΠNT

(

t+ T
2

)

followed by a a(t) based

filtering. Then, we have

u

(

t+
Ta

2

)

=

(

u̇(t)× ΠNT

(

t+
T

2

))

⋆ a(t), (21)

where ⋆ denotes the convolution. Since the multiplication and

convolution in time domain correspond to the convolution and

multiplication in frequency domain, respectively, we have

U(f) = e−j2πf Ta
2 A(f)

(

U̇(f) ⋆ e−j2πf
(N−1)T

2 Sinc(fNT )
)

,

=
e−j2πfT̃

T
A(f)

∞
∑

n=−∞

ej2π
n(N−1)

2 Sinc(fNT − nN),

(22)

where T̃ = (Ta + (N − 1)T )/2 and A(f) is the Fourier

transform of a(t). Without loss of generality, let M be an even

number. Then, the shape of |U(f)| in plotted in Fig. 5, where

the shape of | Sinc(fNT − nN)| is truncated for the purpose

of display. Now, it becomes clear that Sinc(fNT − nN) and

A(f) correspond to the orthogonality with respect to F = 1
NT

and T = T
M , respectively.

B. TF signal localization comparison

For the TF region bounded by the sampling rate and dura-

tion of W0 = M
T and T0 = NT , the corresponding degrees of

freedom (DoF) of the signal is around W0T0 = MN . Then,

an MC modulation scheme employs MN orthogonal pulses

corresponding to its TF resolutions to transmit MN digital

symbols, resulting in its own TF localization structure.

With u(t) in (7) and U(f) in (22), like that of OFDM in

[7], the TF signal localization structure of ODDM modulation

can be schematically illustrated in Fig. 6, where those of other

modulation waveforms are also given for comparison. It can

be observed that :

1) For SC modulation, which is a time-division multi-

plexing (TDM) scheme, the MN digital symbols are

conveyed by MN SRN pulses for symbol interval T
M .

The pulses are overlapped only in time domain.

2) For frequency-division multiplexing (FDM) scheme, an

example is the OFDM modulation with frequency res-

olution 1
NT , where MN digital symbols are conveyed

by MN rectangular pulses ΠNT (t) modulated by MN
subcarriers, respectively. The pulses are overlapped only

in frequency domain.

3) For the conventional OFDM modulation with frequency

resolution 1
T and time resolution T , MN digital symbols

are conveyed by N OFDM symbols, where each OFDM

symbols has M rectangular pulses ΠT (t) modulated by

M subcarriers, respectively. Since N OFDM symbols

are isolated in time domain, these pulses also are over-

lapped only in frequency domain.

4) For ODDM modulation with frequency resolution 1
NT

and time resolution T
M , MN digital symbols are con-

veyed by M pulse trains u(t) modulated by N sub-

carriers, respectively. These pulses are overlapped in

both time and frequency domains to achieve the local

orthogonality with respect to T
M and 1

NT .

C. Numerical results

Now, we present the numerical results for the ambiguity

function of the DDOP. A three-dimensional plot of the am-

biguity function in (17) is shown in Fig. 7, where F = 1
NT ,

T = T
M with M = 32, N = 8. a(t) is a root raised cosine

pulse with roll-off factor ρ = 0.1 and Q = 20. Because

D = 2 for this parameter setting, we adopt the general DDOP

design. The corresponding 2D plot of
∣

∣Auc,u

(

m T
M , n 1

NT

)
∣

∣

with n = 0 is also given in Fig. 8. One can see that with

appropriate CP and CS, the DDOP can achieve the local

orthogonality within |m| ≤ M − 1 and |n| ≤ N − 1. For

|m| ≥ M or |n| ≥ N , the ambiguity function repeats with

time period T and frequency period 1
T , if we further extend

the CP and CS.

The elegant TF localization of ODDM schemes shown in

Fig. 6 demonstrates that every information symbol is evenly

distributed over its TF region. Thus, it is flexible for allocating

TF resources for multi-user communications system design.

In addition, the perfect local orthogonality of the DDOP’s

ambiguity function with respect to DD resolutions, shown in

Figs. 7 and 8, can be exploited for design integrated sensing

and communication (ISAC) systems. We will investigate these

topics in our future work.

VII. CONCLUSION

In this paper, the recently discovered DDOP is analyzed in

terms of local orthogonality, frequency-domain representation
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Fig. 6. TF signal localization comparison of modulation waveforms.
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and ambiguity function. We clarified the DDOP’s local orthog-

onality and justified its existence as a WH subset, without

violating the WH frame theory which governs the global

orthogonality corresponding to the WH set. Several sufficient

conditions for locally-orthogonal pulses were presented, and

a general DDOP design was proposed by introducing CP and

CS to the DDOP. We derived the DDOP’s frequency domain

representation, and compared the DDOP-based ODDM mod-

ulation with other modulation schemes, in terms of TF signal

localization. We demonstrated the perfect local orthogonality

of DDOP with respect to DD resolutions by its ambiguity

function.
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