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Abstract—Deep learning has significantly advanced wireless
sensing technology by leveraging substantial amounts of high-
quality training data. However, collecting wireless sensing data
encounters diverse challenges, including unavoidable data noise,
limited data scale due to significant collection overhead, and
the necessity to reacquire data in new environments. Taking
inspiration from the achievements of AI-generated content, this
paper introduces a signal generation method that achieves data
denoising, augmentation, and synthesis by disentangling distinct
attributes within the signal, such as individual and environment.
The approach encompasses two pivotal modules: structured
signal selection and signal disentanglement generation. Struc-
tured signal selection establishes a minimal signal set with the
target attributes for subsequent attribute disentanglement. Signal
disentanglement generation disentangles the target attributes and
reassembles them to generate novel signals. Extensive experimen-
tal results demonstrate that the proposed method can generate
data that closely resembles real-world data on two wireless
sensing datasets, exhibiting state-of-the-art performance. Our
approach presents a robust framework for comprehending and
manipulating attribute-specific information in wireless sensing.

Index Terms—Wireless sensing, signal synthesis, disentangled
representation learning

I. INTRODUCTION

Wireless sensing has emerged as a potent method for
applications such as person identification, pose tracking, and
gesture recognition due to its remarkable flexibility and robust
privacy protection [1], [2]. Concurrently, deep learning serves
as a formidable tool for identifying complex patterns and
relationships within data [3]–[5]. In the field of wireless
sensing empowered by deep learning, numerous advantages
are revealed compared to traditional methods, leading to im-
provements in accuracy, scalability, and energy efficiency. This
establishes it as a highly promising technology with extensive
potential for diverse applications [1], [6].

The success of deep learning-based wireless sensing relies
heavily on substantial volumes of high-quality data, which can
present challenges due to various factors. First, wireless sens-
ing data is susceptible to noise and interference, potentially
resulting in data loss or corruption. Second, deep learning
algorithms demand significant amounts of high-quality data to
facilitate learning and enhance their performance. The process
of obtaining such data can be time-consuming, especially in
scenarios involving human subjects, where ethical consider-
ations and privacy concerns may arise. Third, the trained
model is meticulously calibrated to data collected from a
specific environment, which might not seamlessly transfer
to different environments. Discrepancies in data distributions
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can introduce bias, ultimately impacting the accuracy and
reliability of the models. These challenges require careful
consideration of data denoising, augmentation, and synthesis
to improve the quality and diversity of collected data and
transfer knowledge from seen to unseen scenarios for im-
proving model performance. 1) Traditional signal denoising
methods typically utilize linear and non-linear filtering to
eliminate noise. However, these methods often struggle to
differentiate between noise and signal components, potentially
resulting in the removal of valuable information along with the
noise. 2) Data augmentation methods employ various time-
frequency transformations on existing data to generate novel
samples while preserving similar data distribution. Li et al. [1]
enriched time-domain characteristics by transforming signal
from diverse perspectives, including distance, angle, speed,
and trajectory. Zhang et al. [2] shifted signals from the time
domain to the frequency domain and subsequently applied
scaling and filtering techniques. Nonetheless, these techniques
might result in the creation of unrealistic data, potentially
leading to erroneous or biased training. 3) Data synthesis
methods strive to generate signals with distinct distributions
from the original dataset by leveraging the resemblances in
physical laws between seen and unseen scenarios. Tang et
al. [7] utilized Variational Autoencoder (VAE) to transform
the original samples into the latent space, capture the feature
distribution, and generate target samples through distribution-
based sampling. Ge et al. [3] generated samples with arbitrary
distributions by controlling the latent feature vector. However,
these approaches require access to partial data from unseen
environments to acquire prior knowledge, which proves infea-
sible in practical applications.

To address these limitations, we propose an innovative
attribute disentanglement approach that tackles the challenges
of data denoising, augmentation, and synthesis within wireless
sensing scenarios. These scenarios typically involve multiple
attributes, such as person, room, and barrier. The fundamental
principle of our approach revolves around disentangling the
signal features corresponding to these attributes, enabling us to
learn compact and easily interpretable representations for each
attribute. By leveraging these disentangled representations, we
can effectively synthesize signals for diverse scenarios.

Our approach consists of two main modules: structured
signal selection and signal disentanglement generation. In the
structured data selection module, we carefully choose signal
data groups that contain the necessary attribute features from
an existing dataset. This process guarantees the inclusion
of crucial information required for attribute disentanglement.
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Fig. 1. A toy example of wireless sensing-based person identification.

Subsequently, in the data disentanglement generation module,
we utilize an autoencoder neural network to extract disen-
tangled attribute features and recombine them to generate
desired signals. The autoencoder neural network can enable
the separation of attribute-specific information from the input
signals, facilitating the synthesis of artificial signals that reflect
specific attribute combinations.

To the best of our knowledge, this work represents a pio-
neering effort in the controlled synthesis of signals using deep
representation learning within the wireless sensing domain. By
harnessing the capabilities of deep learning techniques, our
approach not only effectively addresses the challenges of data
denoising, augmentation, and synthesis but also establishes
a robust framework for comprehending and manipulating
attribute-specific information in wireless sensing scenarios.
Through the disentanglement of signal features and subsequent
signal synthesis, our approach facilitates the development of
resilient and adaptable applications within wireless sensing
systems. Additionally, we contribute to the research commu-
nity by releasing the datasets and source codes associated with
our work1.

II. PROBLEM FORMULATION

Preliminary Terms. Fig. 1 illustrates a toy example of
person identification based on wireless sensing, introducing
relevant terms and objective. The primary goal is to identify
individuals within a room by leveraging wireless technologies
like Wi-Fi or Radar. In this particular example, we consider
two distinct attributes: ‘Environment’ and ‘Individual’. The
‘Environment’ attribute comprises two categories, i.e., Room
A and Room B. Simultaneously, the ‘Individual’ attribute
includes two categories, namely Person 1 and Person 2.
By combining these attribute categories, various scenarios
emerge. For instance, the scenarios involve Person 1 in Room
A, Person 1 in Room B, Person 2 in Room A and Person 2 in
Room B, resulting in a total of four possible scenarios. It is
essential to note that these scenarios can be further classified
into two types: existing scenarios and unseen scenarios.
Existing scenarios refer to situations for which data is already
present in the collected dataset. In contrast, unseen scenarios

1https://github.com/hxhebit/AIGSWS

encompass situations where the corresponding data has not
been collected and needs to be generated.

Mathematical Formulation. The attribute set is denoted
as A = {A1, A2, · · · , Ap, · · · , AP }, where the number of
attributes is P , determined by the specific dataset. Each
attribute Ap has a category size denoted as |Ap|. A scenario
y = {l1, l2, . . . , lp, . . . , lP } represents a combination of P
attributes, where lp ∈ Ap, indicating that lp belongs to the
category sets associated with attribute Ap. The datasets of
existing scenarios and unseen scenarios are represented as B
and V , respectively. The samples in each dataset are denoted
as {(xi,yi)}NSet

i=1 , where NSet is the size of the dataset. The
joint distribution of the dataset is represented by PSet.

Regarding the task of signal synthesis, the objective is
to construct a generator G : B → Ṽ that is capable of
generating unseen samples (x̃, ỹ) = G(xB,yB) ∈ Ṽ , where
(̃·) signifies the synthesis of samples. The ultimate goal is to
ensure similarity between the synthetic samples and the real
samples, capturing the features and distribution of the original
data. The final optimization target of signal synthesis is:

min
G

f(PV , PṼ), (1)

where f(·) is the probability distribution distance measure
function. Similarly, the objective of signal augmentation can
be modeled as constructing a generator G : B → B̃ that
min
G

f(PB, PB̃) to ensure the authenticity of generated signal.

III. SIGNAL GENERATION METHOD

A. Overview

Given an unseen scenario, we utilize attribute disentangle-
ment to decompose it into distinct attributes. For instance,
in Fig. 1, for the unseen scenario y4 = {A1

1, A
2
2}, we

construct separate training sets based on existing scenarios for
attributes A1

1 and A2
2. Subsequently, we learn the independent

representations of these attributes and then combine them to
generate the desired signal.

The proposed method comprises two modules:
• Structured signal selection. A set of samples is selected

based on their attribute relationships, which is further
categorized into three types as input for the subsequent
neural network, facilitating the training of different com-
ponents within the subsequent module.

• Signal disentanglement generation. An autoencoder
neural network is designed and utilized for three com-
ponents: feature extraction, feature disentanglement, and
signal generation. Specifically, the type 1 sample from
the selected set is encoded and then decoded to extract
attribute features. Two type 2 samples are encoded, and
their attribute features are exchanged for feature disentan-
glement. Finally, the disentangled features of two type 3
samples are combined to synthesize the desired signals.

B. Structured Signal Selection

Although the unseen signals are unavailable, their attribute
information can be acquired from the existing scenarios.
Therefore, we can separately extract the attribute features
and then combine them to synthesize the unseen signals.
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Fig. 2. An example of the structured signal selection method. The attribute
categories of the sample are shown in the leftmost and topmost columns of
the table. The category size |Ai| is determined by the specific dataset, where
the example shows |A1| = 4 and |A2| = 3.

To extract the attribute features from the signals, we select
paired signals that preserve the complete attribute information,
enabling feature disentanglement and model optimization of
subsequent neural network.

Since the unseen signal cannot be accessed during the train-
ing process, it cannot serve as a reference to evaluate the qual-
ity of the synthetic signal and optimize the model to generate
high-quality samples. To address this, we introduce the Mini-
mum Complete Information set SetMCI = {xm,ym}4m=1 for
feature disentanglement and model optimization, and for the
samples within the set, the relationships hold: lP−1

1 = lP−1
2 ,

lP1 = lP3 , lP−1
4 = lP−1

3 , and lP4 = lP2 . Besides, the samples
possess P − 2 attributes of the same category when P > 2.
The samples within SetMCI are categorized into three types:

• Type 1: Single sample, which represents each individual
sample within the set.

• Type 2: Two samples with adjacent relationship, sharing
one common attribute.

• Type 3: Two samples with diagonal relationship that do
not share any common attribute.

It’s worth noting that any newly generated signal, resulting
from the exchange of attribute categories among the samples
in this set, remains confined within the set. Therefore, we can
utilize the samples within the set to evaluate the synthetic
samples and optimize the model. Due to the structural char-
acteristic, SetMCI is referred to as the structured signal.

An example of the structured signal selection method is
illustrated in Fig. 2. For simplicity, the attribute size P is set
to 2, resulting in each sample xi having two attributes, i.e.,
A1 and A2. The scenario y(p,q) denotes the combination of
attribute category, for instance, y(1,1) represents the category
combination of {A1

1, A
1
2}. The unseen signal y(3,1) is com-

bined of {A1
1, A

3
2}. The background color indicates the dataset

to which the samples belong: red for the unseen dataset V , and
green for the existing dataset B. Two SetMCI are denoted by
blue circles, from which we separately extract the attribute
features of A1

1 and A3
2.

C. Signal Disentanglement Generation
We propose an autoencoder neural network for generating

desired signal. As depicted in Fig. 3, three components of
feature extraction, feature disentanglement, and signal synthe-
sis utilize a shared autoencoder neural network for training.

Specifically, the network extracts features from input samples,
further disentangles these features, and ultimately combines
the separated attribute features to synthesize the target signals.

1) Feature Extraction: The network encodes the samples
into a low-dimensional latent space, preserving the features
necessary for generating the original samples and performing
denoising. The inputs of this component are type 1 samples.

In the component 1 of Fig. 3, the autoencoder neural
network Gθg comprises an encoder Eθe : X → Z and
a decoder Dθd : Z → X . The encoder Eθe maps the
input sample xi to a latent feature space Z , obtaining the
feature vector zi ∈ Rd. Subsequently, the decoder generates
reconstructed samples x̃i = Dθd(zi). To enhance the quality
of generated sample x̃i, the reconstruction loss is utilized to
minimize the disparity between x̃i and xi as:

JRECON = Exi∼PB ||xi −Dθd(Eθe(xi))||1. (2)

2) Feature Disentanglement: The latent feature vector z
can influence the category of attribute [3]. Consequently, we
can synthesize samples with designated attribute categories
by controlling the latent feature vector z. To this end, we
introduce the attribute feature exchange operation to exchange
portions of the feature vectors between two samples, sub-
sequently generating original samples. The inputs for this
component are samples of type 2.

The latent feature vector z is partitioned into P segments,
i.e., z = {z1, z2, . . . , zP }, where each sub-vector zp cor-
responds to an attribute Ap. This implies that the attribute
category lp ∈ Ap is controlled by zp. The attribute feature
exchange operation Excp is introduced to exchange sub-vector
zp between samples zi and zj as follows:

Excp(zi, zj) = [z
′

i, z
′

j ] =
[
{z1i , z2i , . . . , z

p
j , . . . , z

P
i },

{z1j , z2j , . . . , z
p
i , . . . , z

P
j }

]
.

(3)

For feature disentanglement, as shown in component 2 of
Fig. 3, the type 2 samples xi and xj (the yellow arrow in
Fig. 2) are input into the encoder Eθe , getting the latent
feature vectors zi and zj . Since samples xi and sample xj

share the same attribute category for a particular attribute,
exchanging the sub-vectors controlling this attribute will not
alter the original attribute category combination, i.e., ỹi = yi

and ỹj = yj . This indicates the synthetic samples x̃i and x̃j

can closely resemble the original samples as follows:

x̃i = Dθd(z
′

i) ≈ xi, x̃j = Dθd(z
′

j) ≈ xj , (4)

where z
′

i = Exck(zi, zj)[i], z
′

j = Exck(zi, zj)[j], and k is
the index of the attribute.

The reconstruction loss is utilized to assess the disparity
between the synthesized original sample and the real original
sample. The model can be optimized as follows:

JEXC1 = Exi,xj∼PB ||xi −Dθd(Exck(Eθe(xi,xj))[i])||1,
JEXC2 = Exi,xj∼PB ||xj −Dθd(Exck(Eθe(xi,xj))[j])||1,
JEXC = JEXC1 + JEXC2.

(5)



Fig. 3. The architecture of signal disentanglement generation. Three types of signal samples are input into the autoencoder neural network. And three distinct
training components facilitate the neural network in acquiring the abilities of feature extraction, feature disentanglement, and signal synthesis, respectively.

3) Signal Synthesis: We synthesize unseen data by ex-
changing attribute features between two samples with com-
pletely different attribute categories and further leverage addi-
tional accessible samples for model optimization. The inputs
in this component are samples of type 3.

As depicted in component 3 of Fig. 3, the type 3 samples A
and C (the blue arrow in Fig. 2) are input into the encoder Eθe

to obtain the latent feature vectors z. After applying the oper-
ation Excp(zi, zj), the unseen samples can be synthesized by
the decoder Dθd . Note that, we cannot utilize the original input
samples to evaluate the synthetic samples due to differences
in attribute category combinations, i.e., ỹi ̸= yi and ỹj ̸= yj .
Therefore, the additional samples B and D are involved as
the reference target (the green arrow in Fig. 2), where these
samples have the same attributes as synthetic samples. Addi-
tionally, the synthetic sample undergoes encoding and attribute
feature exchange to generate the original sample. Besides, the
adversarial loss is introduce for model optimization. The final
objective functions are formulated as:

Jexc = Exi,xt∼PB ||xj −Dθd(Excp(Eθe(xi,xt))[j])||1,
Jcyc = Exi,xt∼PB ||xi −Dθd(Excp(Eθe(x̃j), zi)[i])||1,
Jadv = Ex̃l∼PB̃

[logQθq(x̃l)] + Exl∼PB [log(1−Qθq(xl))],

JGEN = Jexc + γJcyc + λJadv,
(6)

where γ and λ are hyper-parameters, and Qθq(·) denotes
a neural network designed to differentiate between real and
synthetic samples.

4) Training Process: The training process is as follows:

• In the feature extraction component, each sample of type
1 is encoded into a low-dimensional latent space and then
decoded to calculate JRECON .

• In the feature disentanglement component, samples of
type 2 (the yellow arrow in Fig. 2) are separately en-
coded to obtain their feature vectors, which are partially
swapped and recombined to generate the original samples
for calculating the JEXC .

• In the signal synthesis component, samples of type 3 (the
blue/green arrows in Fig. 2) are encoded and their latent
vectors are swapped to generate another diagonal sample

(the green/blue arrows in Fig. 2), which are compared
with the real samples to calculate JGEN .

Finally, the optimization object is:

JALL = JRECON + αJEXC + βJGEN , (7)
where α > 0 and β > 0 are hyper-parameters for balancing
the optimization function. JRECON promotes the encoder
to extract effective features, JEXC facilitates the encoder to
extract disentangled features, and JGEN enhances decoder’s
generation ability.

IV. EXPERIMENTS

A. Experimental Setup

Datasets: A self-collected dataset and a public dataset
are used to evaluate the model. The Person-UWB dataset is
constructed for person identification and was gathered using
Impulse Radio Ultra-WideBand Radar (Xethru X4M03). It
comprises 900 samples from 5 individuals across 3 different
environments, with attributes labeled as ‘Environment’ and
‘Individual’. The Dop-Net [9] dataset is dedicated to gesture
recognition, including 4 gesture types performed by 6 indi-
viduals, resulting in a dataset of 2433 samples. The attributes
of this dataset are ‘Individual’ and ‘Gesture’. The datasets are
partitioned into training and testing sets using an ratio of 8:2.
Our approach is evaluated on both datasets; however, due to
space limitations, each experimental section presents results
from a single dataset.

Baselines: We select five representative methods for fair
comparisons of data augmentation and data generation, some
of which require access to unseen scenarios as extra prior
knowledge, which mitigates the difficulty in data generation.

• SR-RFFI [8]: A wireless signal data augmentation
method based on enriching channel diversity.

• SPN [6]: A radar signal data augmentation method,
shifting the signal on the temporal dimension and spatial
dimension.

• β-VAE [4]: A data generation method utilizing hyperpa-
rameters to enhance disentanglement capability.

• btcVAE [5]: A data generation method that balances the
model’s disentanglement and reconstruction abilities.

• GZS-Net [3]: A data generation method based on paired
reconstruction.



TABLE I
CLASSIFICATION RESULT ON THE SYNTHETIC SIGNAL DATASET

Task Classification for Attribute 1 (Environment) Classification for Attribute 2 (Individual)
Method Accuracy(%) Precision(%) Recall(%) F1(%) Accuracy(%) Precision(%) Recall(%) F1(%)

with
priori knowledge

Original 77.22 77.24 77.22 77.40 81.67 81.57 81.67 81.97
SR-RFFI [8] 73.33 73.36 73.33 74.78 79.44 79.08 79.44 79.68

SPN [6] 73.89 73.38 73.89 74.33 79.44 79.17 79.44 79.62

without
priori knowledge

β-VAE [4] 70.56 70.30 70.56 71.94 78.89 78.76 78.89 79.59
btcVAE [5] 69.44 68.93 69.44 71.62 78.89 78.57 78.89 79.64

GZS-Net [3] 68.33 68.06 68.33 69.31 78.89 78.56 78.89 78.72
Ours 73.33 73.35 73.33 74.27 80.00 79.67 80.00 80.84

Parameters: The encoder Eθe consists of 4 concatenated
modules of Convolution, Instance Normalization, and ReLU,
followed by a residual module. The output is then mapped to
100 dimensions using 3 fully connected layers. The decoder
Dθd mirrors the architecture of the encoder Eθe . To ensure
a fair comparison, identical architectures are used across all
comparative methods. Adam optimizer with momentums of
0.9 and 0.999 is utilized, and the learning rate is set to 1e-4.
Each sample is reshaped to 128×128 and every batch contains
3 samples. The model is trained for 150k iterations. The hyper-
parameter α, β, γ and λ are 1, 1, 0.2 and 0.1, respectively.

B. Verifying Effectiveness of Feature Disentanglement

We evaluate the disentanglement performance of our pro-
posed model by estimating the correlation between latent
features and their corresponding attributes. Specifically, we
select two signals sharing the same attribute Ak, where one
serves as the source signal and the other as the reference
signal. Both signals are input into the trained model, producing
their respective latent vectors z. We then substitute the sub-
vector zki , which governs attribute Ak in the source signal,
with the corresponding segment from the latent sub-vector
zkj of the reference signal. Because the attribute categories
governed by sub-vectors zki and zkj are the same, exchanging
them can retain the original attribute category combinations.
When effective disentanglement is realized, the generated
signal should perfectly match the original source signal.

The results on the Dop-Net [9] dataset are illustrated in
Fig. 4, where the centrally positioned synthesized source
signals closely resemble the actual source signals on the left.
Especially, the doppler frequency shift induced by the gesture
action remains unchanged in the synthesized source samples.
The similarity validates the efficacy of disentanglement.

Fig. 4. Results of disentanglement performance evaluation. The source
samples (S) are depicted on the left, while the reference samples (R) are
on the top. The synthesized source samples are presented in the center.

C. Synthesizing Signal for Unseen Scenario

Based on the feature disentanglement, we can control the
latent feature vectors to synthesize signals of unseen scenarios.
We first synthesize unseen signals and then utilize them to train
an attribute classification model for quality evaluation.

1) Signal Synthesis: The signals of Person 1 in Corridor are
synthesized, which is the unseen scenario during the training
phase. Specifically, we select the reference signals that contain
the attribute features of Person 1 or Corridor from the existing
dataset. Then we severally extract these latent feature vectors
and further combine them to synthesize the signals of Person
1 in Corridor.

The synthesis results for Person 1 in the corridor are
depicted in Fig. 5. Obviously, our method surpasses the
baselines in terms of structural fidelity and clarity. As the slight
movements like respiration and heartbeat of individuals have a
more pronounced impact on signals in comparison to the static
environment, the synthetic signals show a higher resemblance
to the reference signals with individual attributes. Furthermore,
despite the presence of noise in actual signals, our method is
capable of generating clear signals.

2) Signal Evaluation: To evaluate the similarity between
the synthetic unseen signals and the real unseen signals,
we perform classification tasks separately for environment
attribute and individual attribute. The results of the model
trained on the synthetic signals are compared with those of the
model trained on the real original signals. First, we construct
the training dataset by combining the synthetic unseen signals
with the existing signals, resulting in a complete training
dataset. Then, we train a 3-layer fully connected network
on the training dataset and test it on the real test dataset.
The metrics of Accuracy, F1-score, Precision, and Recall are
utilized for the evaluation. It is important to note that some
baselines acquire access to the unseen signals as extra prior
knowledge during the training process, which can mitigate the
difficulty in data generation.

As shown in Table I, it is evident that the results obtained by
our method exhibit the highest proximity to the metrics of the
original dataset. The accuracy shows only a slight decrease
of 3.89% and 1.67% for the two classification tasks when
compared to the original dataset. Remarkably, our method even
outperforms the methods that incorporate prior knowledge in
certain metrics. This indicates that our synthetic training set
exhibits a data distribution comparable to that of the real
training set.



(a) (b)
Fig. 5. Synthetic signal results of Person 1 in Corridor, where Person(·) is abbreviated to P(·). (a) Synthetic results that based on person 2 in the corridor and
person 1 in the room. (b) Synthetic results that based on person 3/4 in the corridor and person 1 in the office. In both sub-figures, the first column represents
the reference real signal of the ‘Environment’ attribute (Corridor), the second column represents the reference real signal of the ‘Individual’ attribute (P1),
and the remaining columns represent the synthetic results.

TABLE II
COMPARISON RESULTS OF THE REAL AND SYNTHETIC SIGNALS

Method PSNR ↑ SSIM ↑
β-VAE [4] 25.1645 0.8429
btcVAE [5] 25.2259 0.8358

GZS-Net [3] 25.0400 0.8364
Ours 27.0100 0.8753

D. Synthesizing Signal for Augmenting Seen Scenario

For the signals of existing scenarios that we have collected
in advance, our approach can further synthesize additional
signals with identical attributes to augment the original dataset.

1) Signal Synthesis: The visual results on the Person-UWB
dataset are depicted in Fig. 6. The signals synthesized by GZS-
Net appear less sharp and more blurry, while β-VAE often
misses the details present in real signals. Besides, btc-VAE
tends to synthesize signals with numerous abnormal pixels. In
comparison, our approach achieves superior results in terms of
sharpness, contrast, and brightness. Importantly, our method
effectively mitigates the impact of noise in real samples.

2) Signal Evaluation: We further evaluate the quantitative
disparities between the synthetic signals and real signals. The
similarity measurement metrics, Average Peak Signal-to-Noise
Ratio (PSNR) and Structural Similarity Index (SSIM), are
introduced to evaluate the synthesis performance (↑ better).
As presented in Table II, our method achieves the best results
in both two metrics, with values of 27.0100 and 0.8753,
respectively. This confirms that the samples synthesized by
our method closely resemble the real signals.

Fig. 6. Synthetic signal of the existing dataset. The first column depicts the
real samples, and all other columns on the right side show the synthetic results.

V. CONCLUSION

In this paper, we propose an signal generation framework for
wireless sensing. The framework consists of structured signal
selection and signal disentanglement generation components.
Precisely, attribute features of unseen signals are extracted
from the existing dataset and recombined to synthesize the
desired signals. The method delivers substantial benefits in
data denoising, augmentation, and synthesis. Importantly, our
generation model operates independently of target data access
during training. In our forthcoming endeavors, we intend to
broaden the scope of our approach to encompass intricate sce-
narios involving a greater variety of categories and attributes.
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