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Abstract—As the uplink sensing has the advantage of easy
implementation, it attracts great attention in integrated sensing
and communication (ISAC) system. This paper presents an uplink
ISAC system based on multi-input multi-output orthogonal
frequency division multiplexing (MIMO-OFDM) technology. The
mutual information (MI) is introduced as a unified metric to
evaluate the performance of communication and sensing. In this
paper, firstly, the upper and lower bounds of communication
and sensing MI are derived in details based on the interaction
between communication and sensing. And the ISAC waveform
is optimized by maximizing the weighted sum of sensing and
communication MI. The Monte Carlo simulation results show
that, compared with other waveform optimization schemes, the
proposed ISAC scheme has the best overall performance.

Index Terms—Integrated Sensing and Communication, Mutual
Information, MIMO-OFDM, Uplink Sensing

I. INTRODUCTION

Integrated Sensing and Communication (ISAC) is consid-
ered to be one of the most promising technologies in the
future wireless network. By integrating communication and
sensing into the same hardware and wireless resources [1],
ISAC systems can sense the environment while transmitting
information on wireless channels, which can realize joint
scheduling of communication resources and sensing resources,
and improve spectrum, hardware and other resource utilization
[2].

In the ISAC systems, the types of sensing consist of uplink
and downlink sensing [3]. Thus, with the differences of perfor-
mance evaluation in communication and sensing, it is signif-
icant to investigate the performance metrics according to the
different cases, including Cramer-Rao Bound (CRB) [4] [5],
Mean Square Error (MSE) [4] as well as Mutual information
(MI) [6]–[9], etc. MI has attracted great attention for waveform
design as its similar physical meanings, formulations, and
optimization methods between sensing and communication
[10]. Most of the researches on the MI for ISAC systems
focus on downlink communication and sensing systems. Zhang
et al. [6] proposed an downlink OFDM waveform design in
Gaussian mixture clutter by maximizing the radar MI under
the constraint of channel capacity. In [7], the weighted sum
of sensing MI and communication data rate was investigated

for ISAC waveform and phase shift design in RIS-Assisted
ISAC system. In [8], waveform optimization by maximizing
weighted sum of communication and sensing MI was proposed
for downlink MIMO ISAC system.

Few works elaborate on the information-theoretical perfor-
mance metrics of uplink ISAC systems. Ouyang et al. [9]
analyzed the uplink ISAC system with mono-static radar,
the communication part of which adopts a non-orthogonal
multiple access (NOMA) protocol, and derived the exact
expressions of MI as well as the approximations under high
SNR. However, the researches on the MI-based waveform op-
timization of uplink ISAC system considering uplink sensing
are rare.

Hence, this paper derives the sensing and communication
MI of the uplink MIMO-OFDM ISAC system, and ISAC
waveform optimization based on the expressions of MI is
proposed. It is considered that the communication and sensing
have the same channel. As the sensing channel is unknown, the
upper and lower bounds of communication MI are derived by
regarding the sensing channel as the interference. Based on the
demodulation signal, the upper and lower bounds of sensing
MI are derived considering the demodulation error. Finally, the
ISAC waveform is optimized based on the weighted sum of
sensing and communication MI. The simulation results show
the reasonability of the proposed ISAC waveform optimization
scheme and the trade-off in performance between communi-
cation and sensing.

The rest of this paper is organized as follows. In Sec. II,
the uplink MIMO-OFDM ISAC system model is described.
In Sec. III, the upper and lower bounds of communication
MI and sensing MI are derived. Sec. IV proposes a waveform
optimization scheme based on maximizing the weighted sum
of derived MIs. In Sec. V, we provide the simulation results.

II. SYSTEM MODEL

A MIMO-OFDM ISAC system is considered in this paper,
which has a user device (UE) and multiple radar targets, as
shown in Fig. 1. The base station (BS) consists of two spatially
separated antenna arrays, i.e., Nt transmit antenna elements
and Nr receive antenna elements. We consider uplink system
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Fig. 1. MIMO-OFDM ISAC system.

where BS receives signals from UE for sensing and communi-
cation. The BS first regards the sensing as the interference to
decode the communication signals. And the decoding signals
are utilized to sense the environment [11]. UE is equipped
with Nt transmit antenna elements, and each transmit antenna
transmits OFDM signals of Nc subcarriers.

Let xµ
n (p) represent the data on the µ-th transmit antenna

element during the n-th symbol interval time on the p-
th subcarrier. {xµ

n(p), p = 0, 1, · · · , Nc − 1} is processed and
sent to the fading channel. And hµν(l) and gµν(l) denotes
the coefficient of time domain communication channel Hl ∈
CNt×Nr and sensing channel Gl ∈ CNt×Nr between the µ-th
transmit antenna element and the ν-th receive antenna element
on the l-th path, respectively.

After the Fast Fourier Transform (FFT) processing, the
received data from UE on the ν-th receive antenna of BS can
be expressed as

yνn(p) =

Nt∑
µ=1

Hµν(p)x
µ
n(p) +

Nt∑
µ=1

Gµν(p)x
µ
n(p) +wν

n(p), (1)

where Hµν (p) =
∑Lc

l=0 hµν(l)e
−j(2π/Nc)lp, Gµν(p) =∑Ls

l=0 gµν(l)e
−j(2π/Nc)lp. Lc and Ls represents the commu-

nication paths and sensing paths, respectively. wν
n(p) rep-

resents the noise matrix, which follows independent and
identically distributed (i.i.d.) zero-mean circularly symmetric
complex Gaussian (CSCG) distribution with variance σ2

n, i.e.,
CN (0, σ2

n).
Hence, the received signal at the p-th subcarrier, denoted

by Y(p), can be expressed as

Y(p) = X(p)H(p) +X(p)G(p) +W(p), (2)

where H(p) =
∑Lc

l=0 Hle
−j(2π/Nc)lp ∈ CNt×Nr , G(p) =∑Ls

l=0 Gle
−j(2π/Nc)lp ∈ CNt×Nr ,

X(p) =

 x1
0(p) . . . xNt

0 (p)
...

...
x1
Nx−1(p) . . . xNt

Nx−1(p)

 ∈ CNx×Nt ,

Y(p) =

 y10(p) . . . yNr
0 (p)

...
...

y1Nx−1(p) . . . yNr

Nx−1(p)

 ∈ CNx×Nr ,

W(p) =

 w1
0(p) . . . wNr

0 (p)
...

...
w1

Nx−1(p) . . . wNr

Nx−1(p)

 ∈ CNx×Nr .

where H(p) and G(p) are communication and sensing fre-
quency domain channel coefficient matrix at the p-th subcar-
rier, respectively. Thus, the received signal for Nc subcarriers
is

Y = XH+XG+W, (3)

where X = diag {X(0), · · · ,X(Nc − 1)} ∈ CNcNx×NcNt ,

G =
[
GT (0), · · · ,GT (Nc − 1)

]T ∈ CNcNt×Nr ,

H =
[
HT (0), · · · ,HT (Nc − 1)

]T ∈ CNcNt×Nr ,

Y =
[
YT (0), · · · ,YT (Nc − 1)

]T ∈ CNcNx×Nr ,

and W =
[
WT (0), · · · ,WT (Nc − 1)

]T ∈ CNcNx×Nr .
Note that for the uplink system, the channel are the same

for communication and sensing [11]. Thus, it is assumed
that Hl and Gl contains different paths of channel [12]. It
is also assumed that only the spatial correlation of transmit
antenna is considered, and the channel matrix of different
path is independent. Hence, Gl can be decomposed by Gl =

R
1
2

s,lGω,l, where Rs,l represent the correlation matrix, and
the elements in Gω,l ∈ CNt×Nr follows the i.i.d. zero mean
CSCG distribution with variance σ2

l , i.e., CN (0, σ2
l ). Since

Gl contains paths needed to be sensed, which is unknown,
we only assume that the Rs,l has been known to the BS.

III. MUTUAL INFORMATION

In this section, the communication and sensing MI expres-
sions are derived based on the MIMO-OFDM system model
given in the Sec. I. With the superposed received signal of
sensing and communication, MI based on the effect of sensing
on communication (the effect of communication on sensing)
is derived in details and the upper and lower bounds of
communication and sensing MI are given.

A. Communication MI

As the sensing part is regarded as interference, (3) can be
transformed into

Y = XH+W1, (4)

where W1 = XG + W is regarded as the new noise
interference. Its mean is 0, and its covariance matrix can be
expressed as

E
[
(W1)

H
W1

]
= E

[
GHXHXG

]
+ E

[
WHW

]
= E

[
GHXHXG

]
+NxNcσ

2
nINr .

(5)

Lemma 1. The covariance matrix (5) can be transformed into

E
[
(W1)

H
W1

]
= NxRW1

= tr(E
[
XHX

]
ΣG)INr +Nxσ

2
nINr ,

(6)

where RW1
=
(
tr(E[XHX]ΣG)/Nx + σ2

n

)
INr

.



Proof. The proof is provided in Appendix A.

Communication MI is defined as the MI between the
transmitted signal and the received signal under the knowledge
of channel state information (CSI), which can be expressed as

I(X;Y|H) = h(Y|H)− h(W1). (7)

Affected by sensing, it is impossible to determine the
distribution of W1. Thus, the upper and lower bounds of
communication MI are given as follows.

Theorem 1. The lower and upper bounds of communication
MI are respectively

Icomlow = Nxlog2 det
(
INrNc

+HHΣXH(INc
⊗R−1

W1
)
)
, (8)

Icomhigh =Icomlow +Nxlog2 det(INc
⊗RW1

)

−Nrlog2
[
det
(
XΣGXH + σ2

nINxNc

)]
.

(9)

Proof. The proof for (8) and (9) is provided in Appendix B
and C, respectively.

B. Sensing MI

After decoding the signal, communication part will be
subtracted from Y, while the rest part will be used for sensing.
However, the demodulation error E will also be introduced,
namely

X = X̂+E, (10)

where E = diag{E(0), · · · ,E(Nc − 1)} ∈ CNcNx×NcNt ,
E(p) = [eij ]Nx×Nt

. X̂ and E are independent of each other
[13]. (10) shows that the effect of communication is introduced
into sensing. Hence, (3) is transformed into

Yrad = X̂G+EG+W = X̂G+W2, (11)

where the mean of W2 is 0, and its covariance matrix can be
expressed as

E
[
W2(W2)

H
]
= E

[
EGGHEH

]
+ E

[
WWH

]
= E

[
EGGHEH

]
+Nrσ

2
nINxNc

.
(12)

Lemma 2. The covariance matrix (12) can be transformed
into

E
[
W2(W2)

H
]
= NrRW2

= tr

(
E

[∑L

l=0
GlG

H
l

]
ΣĒ

)
INxNc +Nrσ

2
nINxNc ,

(13)

where RW2
=
(
tr
(
E
[∑L

l=0 GlG
H
l

]
ΣĒ

)
/Nr + σ2

n

)
INxNc

and ΣĒ represents the covariance matrix of demodulation
error at a single subcarrier.

Proof. The proof is provided in Appendix D.

The sensing MI is defined as the MI between the radar
reflected signal and the sensing channel under the knowledge
of the signal, thus, the expression of sensing MI is [14]

I(G;Yrad|X̂) = h(Yrad|X̂)− h(W2). (14)

Affected by the demodulation error, it is impossible to
determine the distribution of W2. The upper and lower bounds
of sensing MI are given as follows.

Theorem 2. The lower and upper bounds of sensing MI are
respectively

Iradlow = Nrlog2 det
(
INxNc

+ X̂ΣGX̂HR−1
W2

)
, (15)

Icomhigh =Iradlow +Nrlog2 det(RW2
)

−Nxlog2
[
det
(
ḠHΣEḠ+ INrNc

)]
,

(16)

where ΣE = E
[
EHE

]
/Nx and Ḡ = diag (G(p)).

Proof. The proof of (15) and (16) are similar to the derivation
in Appendix B and C, respectively.

IV. MIMO-OFDM ISAC WAVEFORM OPTIMIZATION

In this section, MIMO-OFDM ISAC waveform is optimized
by maximizing the weighted sum of communication and
sensing MIs, which can be formulated as

max
X

Fω =
ωr

Fr
I(G;Yrad|X̂) +

1− ωr

Fc
I(X;Y|H),

s.t. tr
(
XXH

)
≤ E,

(17)

where ωr and ωc are the weighting factors of sensing and
communication, respectively. Fr and Fc are the maximum
sensing MI and maximum communication MI, respectively.

In order to optimize (17), we use singular value decom-
position (SVD) to decompose the correlation matrix, i.e.,
ΣG = UGΛGUH

G and HHH = UHΛHUH
H, where UG

and UH are unitary matrices, while ΛG and ΛH are diag-
onal matrices, satisfying ΛG = diag{µ11, · · · , µNtNc

} and
ΛH = diag{λ11, · · · , λNtNc}.

Define Ξ = [ξij ], satisfying Ξ = UH
GXHXUG =

UH
HΣXUH. Based on the Hadamard’s inequality, we can

obtain det(Ξ) ≤
∏NtNc

i=1 ξii. Hence, according to the Cauchy-
Schwarz inequality, can be transformed into

RW1 =
(
tr(E[XHX]ΣG)/Nx + σ2

n

)
INr

≤
((

E
∑NtNc

i=1
µii

)
/Nx + σ2

n

)
INr

= σ2
n′INr

.
(18)

Since the demodulation error rate of communication system
is low enough [15], it can be assumed that E = 0, i.e.,
RW2 = σ2

nINxNc . Hence, the lower bounds of communication
and sensing MI can be simplified respectively as

I(X;Y|H) ≤
NtNc∑
i=1

{
Nxlog2(λiiξii/σ

2
n′ + 1)

}
, (19)

I(G;Yrad|X) ≤
NtNc∑
i=1

{
Nrlog2(µiiξii/σ

2
n + 1)

}
. (20)

(19) and (20) are obtained based on the Sylvester’s determi-
nant equation, i.e., det(AB + σ2

nIN ) = (σ2
n)

n−m
det(BA +



σ2
nIM ). Substituting (19) and (20) into (17), it can be trans-

formed into

max
Ξ

Fω(Ξ) =

NtNc∑
i=1

{
1− ωr

Fc
Nxlog2(µiiξii/σ

2
n′ + 1)

+
ωr

Fr
Nrlog2(λiiξii/σ

2
n + 1)

}
,

s.t. tr(Ξ) ≤ E, ξii ≥ 0, 1 ≤ i ≤ NcNt.
(21)

Utilizing Karush-Kuhn-Tucker (KKT) condition for opti-
mization, the Lagrangian function is

L(Ξ) =−
NtNc∑
i=1

{
1− ωr

Fc
Nxlog2(λiiξii/σ

2
n′ + 1)

+
ωr

Fr
Nrlog2(µiiξii/σ

2
n + 1)

}
+ α(

NtNc∑
i=1

ξii − E) + +γi(−ξii).

(22)

where α is the Lagrangian multiplier.
According to (22), setting the partial derivative ∇ξiiL(Ξ)

of ξii to 0, and supplementing other conditions.

(1− ωr)Nx

Fc ln 2

λii

σ2
n′ + λiiξii

+
ωrNr

Fr ln 2

µii

σ2
n + µiiξii

= α− γi,

(23)

α

(
NtNc∑
i=1

ξii − E

)
= 0, (24)

γiξii = 0, (25)

α ≥ 0, γi ≥ 0, 1 ≤ i ≤ NtNc. (26)

Let vi = λii

σ2
n′

, φi = µii

σ2
n

, ε = ωrNr

Fr ln 2 and η = (1−ωr)Nx

Fc ln 2 .
Obviously, if ξii ̸= 0, γi is 0. Thus, the optimal solution can
be obtained as

ξii=



1

2

[
1

ζ
(ε+ η)−(

1

νi
+

1

φi
)+√

[(
1

νi
− 1

φi
)+

1

α
(η−ε)]

2

+4
εη

α2

+

, νi ̸= 0, φi ̸= 0

0, νi = 0, φi = 0

,

(27)
NtNc∑
i=1

ξii = E. (28)

where [x]
+
= max{x, 0}.

The optimal α can be found through binary search in 0 <
1/α < 1/min{ε/(1/νi + E) + η/(1/φi + E)}.

V. SIMULATION RESULTS

In this section, the above optimization results are simulated
and analyzed, compared with other schemes, including opti-
mal communication scheme (OPC), optimal sensing scheme
(OPS), equal allocation (EA) and random allocation (RA). It
is considered that the antenna arrays of UE and BS have
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Fig. 2. Spectral efficiency vs. SNR for different schemes.
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Fig. 3. Sensing Rate vs. SNR for different schemes.

4 transmit antennas and 4 receive antennas, i.e., Nt = 4
and Nr = 4, respectively. The transmit antennas transmit
OFDM signals with 32 IFFT points, i.e., Nc = 32. The
channels in this paper are assumed to be frequency-selective
MIMO channels, and remain unchanged during the symbol
duration with Nx = 10. The channel is generated based on
the Kronecker model with the maximum correlation coefficient
of 0.5. And it is assumed that communication and sensing
channel have 4 paths. The simulation results are obtained
under the average of 4000 Monte Carlo simulations.

Fig. 2 and Fig. 3 describe the spectral efficiency and sensing
rate of different optimization schemes versus the SNR, respec-
tively. With the increase of the SNR, the spectral efficiency and
sensing rate of several schemes gradually increases. In general,
the communication performance of the OPC scheme is much
better than other schemes, while the sensing performance of
the OPS is the best. The performance of the ISAC scheme
with different sensing weighting factors are between OPC
and OPS schemes, and EA and RA schemes are the worst.
Additionally, with the sensing weighting factor increasing,
the communication performance of ISAC gets closer to the
OPS scheme, and on the contrary, the sensing performance of
ISAC scheme nearly coincides with that of OPS scheme. ISAC
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scheme reduces the great impact of sensing on communication
performance or communication on sensing performance in the
integrated system.

Fig. 4 shows the weighted MI of different schemes versus
the sensing weighting factor, with SNR=1 dB. According to
Fig. 4, it can be found that the total performance of ISAC
increases at first and then decreases with the increase of
the weighting factor, while other schemes remain unchanged.
When ωr = 0 and ωr = 1, the total performance of the ISAC
scheme coincides with that of the OPC and OPS schemes,
respectively.

Fig. 5 shows the trade-off curve of ISAC scheme between
the OPC scheme and the OPS scheme under different SNR.
The sensing weighting factor ranges from 0 to 1, following
the direction of the arrow. As the weighting factor increases,
the ISAC scheme changes between the OPC scheme and the
OPS scheme. Hence, in order to meet the specific uplink
requirements, it is crucial to choose an appropriate sensing
weighting factor.

VI. CONCLUSION

In this paper, the upper and lower bounds of sensing and
communication MI for uplink MIMO-OFDM ISAC systems

were studied considering the impact between communication
and sensing and the waveform were optimized based on the
weighted sum of communication and sensing MIs. The sim-
ulation results indicate the trade-off between communication
and sensing in uplink ISAC system. Based on our work, the
synchronization between BS and UE can be investigated in
the future.

APPENDIX A
PROOF OF LEMMA1

Proof. Transforming H(p) and G(p) into time-domain form,
we can obtain

H(p) = Ω(p) · h, (29)

G(p) = Ω(p) · g, (30)

where Ω(p) = INt
⊗ ω(p),

ω(p) =
[
1, e−j2πp/Nc , . . . , e−j2πpL/Nc

]
,

h =
[
h1, . . . , hNr

]
∈ CNt(L+1)×Nr ,

hν =
[
(h1ν)

T
, . . . , (hNtν)

T
]T

,

hµν = [hµν(0), hµν(1), · · · , hµν(L)]
T ∈ C(L+1)×1, and g has

the same form as h.
Thus, H and G can be expressed as

H = Ω · h, (31)

G = Ω · g, (32)

where H = [HT (0), · · · ,HT (Nc − 1)]
T ∈ CNcNt×Nr ,

G = [GT (0), · · · ,GT (Nc − 1)]
T ∈ CNcNt×Nr , Ω =

[ΩT (0), . . . ,ΩT (Nc − 1)]
T ∈ CNcNt×Nt(L+1).

Hence, (5) can be transformed by

E
[
(W1)

H
W1

]
= E

[
GHXHXG

]
+NxNcσ

2
nINr

= E
{
[g1, . . . ,gNr ]

H
ΩHXHXΩ[g1, . . . ,gNr ]

}
+NxNcσ

2
nINr

= diag
{
tr(E[ΩHXHXΩ]E[gν(gν)

H
])
}
+NxNcσ

2
nINr

,

(33)
where E[gν(gν)

H
] at different receive antenna is equiv-

alent, and satisfies ΣG = E[Ωg1(g1)
H
ΩH ] = · · · =

E[ΩgNr (gNr )
H
ΩH ], which is substituted into (33) to get

(6).

APPENDIX B
PROOF OF THEOREM 2

Proof. Rewritten the expression of the communication MI as

I(X;Y|H) = h(X|H)− h(X|Y,H)

= h(X̃|h)− h(X̃|Y,h),
(34)

where X̃ = XΩ.
Obviously, the first term in (34) follows complex Gaussian

distribution which can be expressed as

h(X̃|h) = Nx

Nc−1∑
p=0

E {log2πedet (Qp)}, (35)



where Qp = ΩH(p)XH(p)X(p)Ω(p)/Nx. The second term
is constrained by the complex Gaussian distribution with

h(X̃|Y,h) ≤Nx

Nc−1∑
p=0

E
{
log2πedet

(
Qp

−Qph
(
hHQph+RW1

)−1
hHQp

)}
.

(36)

Hence, the lower bound of communication MI is

I(X;Y|H) ≥ Nx

Nc−1∑
p=0

E
{
log2 det

(
INr

+ hHQphR
−1
W1

)}
= NxE

{
log2 det

(
INrNc

+HHΣXH(INc
⊗R−1

W1
)
)}

,
(37)

where ΣX = E
{
XHX

}
/Nx, and H is transformed into H =

diag {H (p)}.

APPENDIX C
PROOF OF THEOREM 2

Proof. Rewritten the expression of the communication MI in
another form as

I(X;Y|H) = h(Y|H)− h(Y|X,H). (38)

Assuming that Y follows complex Gaussian distribution,
thus, we can obtain

h(Y|H) ≤ Nx

Nc−1∑
p=0

E
{
log2πedet

(
RW1

+ hHQph
)}

.

(39)
Since G follows complex Gaussian distribution, the second

term in (38) can be expressed as

h(Y|X,H) = h(GX+W|X)

= NxNrNclog2π +NxNrNclog2e

+Nrlog2
[
det(XΣGXH + σ2

nINxNc
)
]
.

(40)

Substituting (39) and (40) into (38) to obtain (9).

APPENDIX D
PROOF OF LEMMA 2

Proof. Assuming that E is independent of each subcarrier,
thus, (12) can be transformed into

E
[
(W2)

H
W2

]
= E

[
EGGHEH

]
+Nrσ

2
nINxNc

= E
{[

e1, . . . , eNr
]H

GGH
[
e1, . . . , eNr

]}
+Nrσ

2
nINxNc

= diag {R′(k)}+Nrσ
2
nINxNc

,
(41)

where R′(k) = tr(E[G(p)GH(p)]ΣE(p)), k = (p +
1)h, p = 0, 1, · · · , Nc − 1, h = 1, · · · , Nt, ΣE(p) =
E[EH(p)E(p)]/Nx. Expanding E[G(p)GH(p)] as

E
[
G(p)GH(p)

]
= E

[∑L

l=0
Gle

−j(2π/Nc)lp
∑L

l=0
GH

l ej(2π/Nc)lp

]
.

(42)

Since the fading of each path is independent of each
other and follows CSGN distribution with zero-mean, i.e.,
E[gµν(l)gµν(l

′)] = 0, thus,

E
[
G(p)GH(p)

]
= E

[∑L

l=0
GlG

H
l

]
. (43)

Assuming that the demodulation error correlation matrices
of different subcarriers are independent and follow identical
distribution, i.e., ΣE(p) = ΣĒ, we get (13).
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