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Abstract—This paper studies cell-free massive multiple-input
multiple-output (CF-mMIMO) systems incorporating simultane-
ous wireless information and power transfer (SWIPT) for separate
information users (IUs) and energy users (EUs) in Internet of
Things (IoT) networks. To optimize both the spectral efficiency
(SE) of IUs and harvested energy (HE) of EUs, we propose a
joint access point (AP) operation mode selection and power control
design, wherein certain APs are designated for energy transmission
to EUs, while others are dedicated to information transmission
to IUs. We investigate the problem of maximizing the total HE
for EUs, considering constraints on SE for individual IUs and
minimum HE for individual EUs. Our numerical results showcase
that the proposed AP operation mode selection algorithm can
provide up to 76% and 130% performance gains over random
AP operation mode selection with and without power control,
respectively.

I. INTRODUCTION

Wireless power transfer (WPT) is an innovative technology

which has experienced tremendous advancements over the past

decade, enabling disruptive applications, such as battery-less

sensors, passive wireless sensors, and IoT devices. By harvest-

ing energy from the radio-frequency (RF) signals, broadcasted

by ambient/dedicated wireless transmitters, WPT can support

the operation of energy-constrained wireless devices [1]. Nev-

ertheless, the main challenge for WPT is the fast decline in

energy transfer efficiency over distance due to the severe path

loss. To address this problem, researchers have studied MIMO

systems, specially massive MIMO, along with energy beam-

forming techniques for their ability to focus highly directional

RF signal power towards user equipments (UEs) [2]. Despite all

the progress achieved up to date, energy harvesting capabilities

for cell-boundary UEs remain intrinsically limited, potentially

leading to a critical fairness concern among UEs.

The aforementioned challenges can be effectively addressed

in CF-mMIMO, where the APs are spatially distributed through-

out the coverage area. This reduces the distance between

UEs and nearby APs, resulting in greater macro-diversity and

lower path loss [3], thereby making WPT more feasible. Con-

sequently, various research efforts have been endeavored to

investigate the WPT performance in CF-mMIMO networks [4]–

[8]. Shrestha et al. [4] investigated the performance of SWIPT
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in CF-mMIMO, where IUs and EUs are located separately.

Wang et al. [5] considered minimizing the total transmit power

for wirelessly-powered cell-free IoT with a linear energy har-

vesting model. Demir et al. [6] studied the power control and

large-scale fading decoding weights design for maximizing the

minimum UL SE for DL WPT-assisted CF-mMIMO. Femenias

et al. [7] considered a CF-mMIMO with separated EUs and

IUs, developing a coupled UL/DL power control algorithm

to optimize the weighted signal-to-interference-plus-noise ratio

(SINR) of EUs. Zhang et al. [8] proposed a max–min power

control policy aiming to achieve uniform harvested energy and

DL SE across all sensors in a CF-mMIMOSWIPT IoT network.

All works discussed above [4]–[8] have demonstrated that

CF-mMIMO, thanks to its user-centric architecture, can provide

seamless energy harvesting opportunity for all EUs. However,

even with an optimal power control design, all these designs

would still suffer from the fundamental limitation in simulta-

neously increasing both the SE and HE for separate EUs and

IUs. This is due to the inefficient use of available resources,

as DL WPT towards EUs and DL (UL) wireless information

transfer (WIT) towards IUs (APs) occur over orthogonal time

slots. A straightforward approach to enhance both the SE and

HE would be to deploy a large number of APs, but this is

not energy efficient due to the large fronthaul burden and

transmit power requirements [9]. To overcome this issue, we

propose a novel network architecture that jointly designs the

AP operation mode selection and power control strategy to

maximize the HE under the constraints on per-IU SE and

per-EU HE. Specifically, relying on the long-term channel

state information (CSI), the APs are divided into information

transmission APs (termed as I-APs) and energy transmission

APs (termed as E-APs), which simultaneously serve IUs and

EUs over the whole time slot period. While this new architecture

provides EUs with an opportunity to harvest energy from all

APs, it also creates increased interference at the IUs due to

concurrent E-AP transmissions. To deal with this problem, we

hereafter apply local partial zero-forcing (PZF) precoding and

protective maximum ratio transmission (PMRT) to the I-APs

and E-APs, respectively, to guarantee full protection for the IUs

against energy signals intended for EUs. The main contributions

of this paper are:

• We derive closed-form expressions for the DL SE and HE

of the IUs and EUs, respectively. Then, we formulate the
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problem of joint AP operation mode selection and power

control, considering per-AP power constraints as well as

SE and HE constraints for IUs and EUs, respectively.

• We develop an iterative algorithm based on successive

convex approximation (SCA), to solve the complicated

binary non-convex optimization problem.

• Our numerical results demonstrate that the proposed ar-

chitecture improves significantly the energy harvesting

performance compared to the benchmark schemes. For

specific SE and HE requirements, it boosts the energy har-

vesting efficiency by an order of magnitude, compared to

conventional designs via orthogonal transmission through

time division between information and energy transfer.

Notation: We use bold upper case letters to denote matrices,

and lower case letters to denote vectors. The superscript (·)H
stands for the conjugate-transpose. A zero mean circular sym-

metric complex Gaussian variable having variance σ2 is denoted

by CN (0, σ2). Finally, E{·} denotes the statistical expectation.

II. SYSTEM MODEL

We consider a CF-mMIMO system under time division

duplex operation, where M APs serve Kd IUs and L EUs

with energy harvesting capabilities in the DL. Each IU and

EU are equipped with one single antenna, while each AP is

equipped with N antennas. All APs, IUs, and EUs operate as

half-duplex devices. For notational simplicity, we define the sets

M , {1, . . . ,M}, Kd , {1, . . . ,Kd} and L , {1, . . . , L} as

collections of indices of the APs, IUs, and EUs, respectively.

As shown in Fig. 1, information and energy transmissions take

place simultaneously and within the same frequency band. The

AP operation mode selection approach is designed according

to the network requirements, determining whether an AP is

dedicated to information or energy transmission. The IUs re-

ceive information from a group of the APs (I-APs), while the

EUs harvest energy from the remaining APs (E-APs). The EUs

utilize the harvested energy to transmit pilots and data. Each

coherence block includes two phases: 1) UL training for channel

estimation; 2) DL WIT and WPT. We assume a quasi-static

channel model, with each channel coherence interval spanning

a duration of τc symbols. The duration of the training is denoted

as τ , while the duration of DL WIT and WPT is (τc − τ).

A. Uplink Training for Channel Estimation

The channel vector between the k-th IU (ℓ-th EU) and

the m-th AP is denoted by gI

mk ∈ C
N×1 (gE

mℓ ∈ C
N×1),

∀k ∈ Kd, (ℓ ∈ L) and ∀m ∈ M. It is modeled as gI

mk =
√

βI

mkg̃
I

mk, (g
E

mℓ =
√

βE

mℓg̃
E

mℓ), where βI

mk (βE

mℓ) is the large-

scale fading coefficient and g̃I

mk ∈ C
N×1 (g̃E

mℓ ∈ C
N×1) is the

small-scale fading vector, whose elements are independent and

identically distributed CN (0, 1) random variables.

In each coherence block of length τc, all IUs and EUs are

assumed to transmit their pairwisely orthogonal pilot sequences

of length τ to all the APs, which requires τ ≥ Kd + L.

At AP m, gI

mk and gE

mℓ are estimated by using the received

pilot signals and the minimum mean-square error (MMSE)

estimation technique. By following [3], the MMSE estimates
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Fig. 1. Illustration of the proposed SWIPT CF-mMIMO system.

ĝI

mk and ĝE

mℓ of gI

mk and gE

mℓ are ĝI

mk ∼ CN (0, γImkIN ), and

ĝE

mℓ ∼ CN (0, γEmℓIN ), respectively, where γImk ,
τρt(β

I

mk
)2

τρtβI

mk
+1 ,

and γEmℓ ,
τρt(β

E

mℓ
)2

τρtβE

mℓ
+1

, while ρt is the normalized signal-

to-noise ratio (SNR) of each pilot symbol. Furthermore, the

corresponding channel estimation errors are denoted by g̃I

mk ∼
CN (0, (βI

mk − γImk)IN ) and g̃E

mℓ ∼ CN (0, (βE

mℓ − γEmℓ)IN ).

B. Downlink Information and Power Transmission

In this phase, the APs are able to switch between the

information and energy transmission functionalities and use

different precoders among the PZF and PMRT to serve IUs

and EUs, respectively. The decision of which operation mode

is assigned to each AP is optimized to achieve the highest

average sum-HE at the EUs considering the SE requirements

of the IUs, as will be discussed in Section III. Note that the AP

operation mode selection is performed on a large-scale fading

timescale which changes slowly with time. The binary variables

to indicate the operation mode selection for each AP m are

defined as
am ,

{

1, if AP m operates as I-AP

0, if AP m operates as E-AP.
(1)

In DL, all I-APs aim to transmit a data symbol xI,k, with

E
{

|xI,k|2
}

= 1 to IU k ∈ Kd. At the same time,

all E-APs transmit energy symbol xE,ℓ, with E
{

|xE,ℓ|2
}

=
1 to IU ℓ ∈ L. The vector of the transmitted sig-

nal from AP m is xm =
√
amxI,m +

√

(1− am)xE,m,

where xI,m =
√
ρ
∑Kd

k=1

√

ηImkwI,mkxI,k and xE,m =√
ρ
∑L

ℓ=1

√

ηEmℓwE,mℓxE,ℓ, with ρ being the maximum nor-

malized DL SNR; wI,mk ∈ C
N×1 and wE,mℓ ∈ C

N×1 are

the precoding vectors for IU k and EU ℓ, respectively, with

E
{∥

∥wI,mk

∥

∥

2}
= 1 and E

{∥

∥wE,mℓ

∥

∥

2}
= 1. Note that AP

m can only transmit either xI,m or xE,m, depending on its

assigned operation mode. Moreover, ηImk and ηEmℓ are the DL

power control coefficients chosen to satisfy the power constraint

at each AP, given by

amE
{∥

∥xI,m

∥

∥

2}
+ (1− am)E

{∥

∥xE,m

∥

∥

2} ≤ ρ. (2)

C. Downlink Spectral Efficiency and Average Harvested Energy

By invoking the bounding technique in [3], known as the

hardening bound, we derive a lower bound on the DL SE of

the IU k. To this end, we express the received signal at IU k
as

yI,k = DSkxI,k +BUkxI,k +
∑

k′∈Kd \k

IUIkk′xI,k′



+
∑

ℓ∈L

EUIkℓxE,ℓ + nk, ∀k ∈ Kd, (3)

where DSk =
∑M

m=1

√

ρamηImkE
{(

gI

mk

)H
wI,mk

}

, BUk =
∑M

m=1

√

ρamηImk

(

(

gI

mk

)H
wI,mk − E

{

(

gI

mk

)H
wI,mk

})

,

IUIkk′ =
∑M

m=1

√

ρamηImk′

(

gI

mk

)H
wI,mk′ , EUIkℓ =

∑M
m=1

√

ρbmηEmℓ

(

gI

mk

)H
wE,mℓ, represent the desired

signal (DSk), the beamforming gain uncertainty (BUk),

the interference caused by the k′-th IU (IUIkk′ ), and the

interference caused by the ℓ-th EU (EUIkℓ), respectively.

Accordingly, by invoking the bounding techniquein [3], an

achievable DL SE for IU k in [bit/s/Hz] can be written as

SEk(a,η
I,ηE) =

(

1− τ

τc

)

log2
(

1+ SINRk(a,η
I,ηE)

)

, (4)

where η
I = [ηIm1, . . . , η

I

mKd
], η

E = [ηEm1, . . . , η
E

mL], and

SINRk(a,η
I,ηE) =

∣

∣DSk

∣

∣

2

E
{∣

∣BUk

∣

∣

2}
+
∑

k′ 6=k E
{∣

∣IUIkk′

∣

∣

2}
+
∑L

ℓ=1 E
{∣

∣EUIkℓ
∣

∣

2}
+ 1

.

(5)
To characterize the HE precisely, a non-linear energy har-

vesting model with the sigmoidal function is used. Therefore,

the total HE at EU ℓ is given by [10]

Φ
(

a,ηE,ηI
)

=
Ψℓ

(

Eℓ(a,η
E,ηI)

)

− φΩ

1− Ω
, ∀ℓ ∈ L, (6)

where φ is the maximum output DC power, Ω = 1
1+exp(ξχ)

is a constant to guarantee a zero input/output response, while

Ψ
(

Eℓ(a,η
E,ηI)

)

is the traditional logistic function,

Ψℓ

(

Eℓ(a,η
E,ηI)

)

=
φ

1+exp
(

− ξ
(

Eℓ(a,ηE,ηI)−χ
)

) , (7)

where ξ and χ are constant related parameters that depend on

the circuit. Moreover, Eℓ(a,η
E,ηI) denotes the received RF

energy at EU ℓ, ∀ℓ ∈ L. We denote the average of received

power as Qℓ(a,η
E,ηI)= (τc − τ)σ2

nE
{

Eℓ(a,η
E,ηI)

}

, and

E

{

Eℓ(a,η
E,ηI)

}

=ρ

M
∑

m=1

L
∑

ℓ′=1

(1−am)ηEmℓ′E
{
∣

∣

(

gE

mℓ

)H
wE,mℓ′

∣

∣

2}

+ ρ

M
∑

m=1

Kd
∑

k=1

amηImkE
{∣

∣

(

gE

mℓ

)H
wI,mk

∣

∣

2}
+ 1. (8)

We derive closed-form expressions for the proposed precod-

ing scheme in the following subsection.

D. Protective Partial Zero-Forcing

We propose to utilize the protective PZF scheme at the

APs, where local PZF precoding is deployed at the I-APs and

PMRT is used at the E-APs. The principle behind this design

is that ZF precoders work very well and nearly optimally for

information transmission due to their ability to suppress the

interuser interference [3]. On the other hand, MRT is shown to

be an optimal beamformer for power transfer that maximizes

the HE in the case when N is large [11]. Nevertheless, the IUs

experience non-coherent interference from the energy signals

transmitted to the EUs. To reduce this interference, MRT can

be forced to take place in the orthogonal complement of the

IUs’ channel space. This design is called PMRT beamforming.

We define the matrix of channel estimates for the m-th

AP as Ĝm =
[

ĜI

m, ĜE

m

]

∈ C
N×(Kd+L), where ĜI

m =

[

ĝI

m1, · · · , ĝI

mKd

]

denotes the estimate of all channels between

AP m and all IUs, ĜE

m =
[

ĝE

m1, · · · , ĝE

mL

]

is the estimate of

all channels between AP m and all EUs. Now, the PZF and

PMRT precoder at the m-th AP towards IU k and EU ℓ, can

be expressed as

wPZF

I,mk = αPZF,mkĜ
I

m

(

(

ĜI

m

)H
ĜI

m

)−1

eIk, (9a)

wPMRT

E,mℓ = αPMRT,mℓBmĜE

meEℓ , (9b)

where eIk (eEℓ ) is the k-th column of IKd
(ℓ-th column of IL);

αPZF,mk =
√

(N −Kd)γImk and αPMRT,mℓ = 1
√

(

N−Kd

)

γE

mℓ

denote the precoding normalization factors; Bm denotes the

projection matrix onto the orthogonal complement of ĜI

m, i.e.,

Bm = IN − ĜI

m

(

(

ĜI

m

)H
ĜI

m

)−1
(

ĜI

m

)H
, (10)

which implies
(

ĝI

mk

)H
Bm = 0.

In the following theorems, we provide closed-form expres-

sions for the SE and average HE under protective PZF (i.e.

PZF at I-APs and PMRT precoding at E-APs). The proof of

the theorems are omitted due to the space limitation.

Theorem 1. The ergodic SE for the k-th IU, achieved by PZF

precoding at the I-APs and PMRT at the E-APs is given by (4),

where the effective SINR is given in closed-form by (11) at the

top of the next page.

Theorem 2. The average HE for the ℓ-th EU, achieved by

the PMRT precoding at the E-APs and PZF at I-APs is given

by (12) at the top of the next page.

III. PROBLEM FORMULATION AND PROPOSED SOLUTION

In this section, we formulate and solve the AP operation

mode selection problem to maximize the average of sum-HE.

More specifically, we aim to optimize the AP operation mode

selection vectors (a) and power control coefficients (ηI,ηE)

to maximize the average sum-HE, subject to minimum power

requirements at the EUs, per-IU SE constraints, and transmit

power at each APs. The optimization problem is mathematically

formulated as
(P1): max

a,ηI,ηE

∑

ℓ∈L

E
{

Φℓ

(

a,ηI,ηE
)}

(13a)

s.t. E
{

Φℓ

(

a,ηI,ηE
)}

≥ Γℓ, ∀ℓ ∈ L, (13b)

SEk(a,η
I,ηE) ≥ So

dl
, ∀k ∈ Kd, , (13c)

Kd
∑

k=1

ηImk ≤ am, ∀m ∈ M, (13d)

L
∑

ℓ=1

ηEmℓ ≤ 1− am, ∀m ∈ M, (13e)

am ∈ {0, 1}, (13f)

where So
dl

is the minimum SE required by the k-th IU; Γℓ is

the minimum required HE at EU ℓ. We note that the power

constraint at AP m can also be written as am
∑Kd

k=1 η
I

mk +

(1 − am)
∑L

ℓ=1 η
E

mℓ ≤ 1. However, for instance, if am = 0,

this constraint can allow ηImk to take a large value which may

cause some numerical issues for optimization methods to be

developed. Thus, we introduce equivalent power constraints



SINRk(a,η
I,ηE) =

ρ
(

N −Kd

)

(

∑M
m=1

√

amηImkγ
I

mk

)2

ρ
∑M

m=1

∑Kd

k′=1 amηImk′

(

βI

mk−γImk

)

+ρ
∑M

m=1

∑L
ℓ=1 (1−am)ηEmℓ

(

βI

mk−γImk

)

+1
. (11)

Qℓ(a,η
I,ηE) = (τc − τ)σ2

n

(

ρ
(

N −Kd + 1
)

M
∑

m=1

(1− am)ηEmℓγ
E

mℓ+ ρ

M
∑

m=1

L
∑

ℓ′ 6=ℓ

(1− am)ηEmℓ′β
E

mℓ+ρ

M
∑

m=1

Kd
∑

k=1

amηImkβ
E

mℓ + 1
)

.

(12)

given in (13d) and (13e). In this way, the power coefficients for

information and energy transfer are forced to zero according to

the AP’s operating mode.

A. Solution

Before proceeding, by inspecting (6), we notice that Ω does

not have any effect on the the optimization problem. Therefore,

we directly consider Ψ(Eℓ(a,η
I,ηE)) to describe the harvested

energy at EU ℓ. The inverse function of (7) can be written as

f(Ψℓ) = χ− 1

ζ
ln
(φ−Ψℓ

Ψℓ

)

, ∀ℓ. (14)

Moreover, since the logistic function in (7) is a convex

function of Eℓ(a,η
I,ηE), by using Jensen’s inequality, we have

E
{

Ψℓ

(

Eℓ

(

a,ηI,ηE
))}

≥ Ψℓ

(

E
{

Eℓ

(

a,ηI,ηE
)})

= Ψℓ

(

Qℓ

(

a,ηI,ηE
))

. (15)

Now, by invoking (14) and (15), and considering the auxiliary

variables ω={ω1, . . . , ωL}, we reformulate problem (13) as

max
a,ηI,ηE,ω

∑

ℓ∈L

ωℓ (16a)

s.t. ωℓ ≥ Γℓ, ∀ℓ ∈ L, (16b)

Qℓ(a,η
I,ηE) ≥ f(ωℓ), ∀ℓ ∈ L, (16c)

(13c) − (13f). (16d)

Next, we consider the continuous relaxation method to solve

problem (16). In this context, the difficulty in solving the above

problem lies in the nonconvexity of (16c) and (13c). To deal

with these constraints, we apply SCA. Let us consider (16c)

first, which is equivalent to

ρ
(

N −Kd + 1
)

M
∑

m=1

γEmℓη
E

mℓ + ρ
M
∑

m=1

L
∑

ℓ′ 6=ℓ

βE

mℓη
E

mℓ′

+ ρ

M
∑

m=1

amumℓ + 1 ≥ f(ωℓ)

(τc − τ)σ2
n

, (17)

where

umℓ , βE

mℓ

Kd
∑

k=1

ηImk −
(

N −Kd + 1
)

γEmℓη
E

mℓ − βE

mℓ

L
∑

ℓ′ 6=ℓ

ηEmℓ′ .

Note that umℓ is not treated as a new optimization variable, but

as an “expression holder”. Hence, (16c) is now equivalent to

4ρ
(

N −Kd + 1
)

M
∑

m=1

γEmℓη
E

mℓ + 4ρ

M
∑

m=1

L
∑

ℓ′ 6=ℓ

βE

mℓη
E

mℓ′ (18)

+ρ

M
∑

m=1

(am+ umℓ)
2+ 4≥ 4f(ωℓ)

η(τc− τ)σ2
n

+ρ

M
∑

m=1

(am− umℓ)
2.

To facilitate the description we use a superscript (n) to denote

the value of the involving variable produced after (n − 1)
iterations (n ≥ 0). In light of SCA, (18) can be approximated

by the following convex one

4ρ
(

N −Kd + 1
)

M
∑

m=1

ηEmℓγ
E

mℓ + 4ρ

M
∑

m=1

L
∑

ℓ′ 6=ℓ

ηEmℓ′β
E

mℓ

+ ρ

M
∑

m=1

(a(n)m + u
(n)
mℓ)
(

2(am + umℓ)− a(n)m − u
(n)
mℓ

)

+ 4

≥ 4f̃(ωℓ)

η(τc − τ)σ2
n

+ ρ

M
∑

m=1

(am − umℓ)
2, (19)

where u
(n)
mℓ = βE

mℓ

∑Kd

k=1 η
I
(n)

mk −
(

N − Kd + 1
)

γEmℓη
E
(n)

mℓ −
βE

mℓ

∑L
ℓ′ 6=ℓ η

E
(n)

mℓ and we have used the following inequality

x2 ≥ x2
0 + 2x0(x− x0) = x0(2x− x0), (20)

and replaced x and x0 by (am + umℓ) and (a
(n)
m + u

(n)
mℓ), re-

spectively. Moreover, we have replaced the non-convex function

f(ωℓ) with its convex upper bound, i.e,

f̃(ωℓ),χ− 1

ζ

(

ln
(

φ− ωℓ

)

−
(

ln
(

ω
(n)
ℓ

)

+
1

ω
(n)
ℓ

(ωℓ− ω
(n)
ℓ )
))

.

Now, we turn our attention to (13c) which is equivalent to
ρ
(

N −Kd

)

2S̄
o
dl − 1

(

M
∑

m=1

√

amηImkγ
I

mk

)2

≥

M
∑

m=1

ρνmkam
(

ηIm − ηEm
)

+

M
∑

m=1

L
∑

ℓ=1

ρνmkη
E

mℓ + 1, (21)

where S̄o
dl

=
So

dl

1−τ/τc
, νmk = βI

mk−γImk, ηIm ,
∑Kd

k′=1 η
I

mk′ ,

and ηEm ,
∑L

ℓ=1 η
E

mℓ. We can further easily rewrite (21) as

ρ
(

N−Kd

)

2S̄
o
dl − 1

(

M
∑

m=1

√

amηImkγ
I

mk

)2

+
1

4

M
∑

m=1

ρνmk

(

am+ηIm−ηEm
)2

≥ 1

4

M
∑

m=1

ρνmk

(

am − ηIm + ηEm
)2

+

M
∑

m=1

ρνmkη
E

m + 1. (22)

Now, we need to find a concave lower bound of the left hand

side of (22). To this end, by invoking (20), we have
(

M
∑

m=1

√

amηImkγ
I

mk

)2

≥ q
(n)
k

(

2

M
∑

m=1

√

γImkamηImk − q
(n)
k

)

,

z2m ≥ z(n)m

(

2zm − z(n)m

)

, (23)

where q
(n)
k =

∑M
m=1

√

γImka
(n)
m ηI

(n)

mk , zm = am+ηIm−ηEm, and

z
(n)
m = a

(n)
m +η

I(n)
m −η

E(n)
m . Therefore, (22) can be approximated

by the following constraint

ρ
(

N −Kd

)

2S̄
o
dl − 1

q
(n)
k

(

2

M
∑

m=1

√

γImkamηImk − q
(n)
k

)

+
1

4

M
∑

m=1

ρνmkz
(n)
m

(

2zm − z(n)m

)

≥ 1

4

M
∑

m=1

ρνmk

(

am − ηIm + ηEm
)2

+

M
∑

m=1

ρνmkη
E

m + 1. (24)



To this end, we now arrive at the following approximate

convex problem
max

a,ηI,ηE,ω

∑

ℓ∈L

ωℓ (25a)

s.t. (19), (24) ∀ℓ ∈ L, ∀k ∈ Kd, (25b)

(16b), (13d), (13e). (25c)

The convex optimization problem (25) can be efficiently solved

by using existing standard convex optimization packages, such

as CVX [12]. We iteratively solve problem (25) until the relative

reduction of the objective function’s value in (25) falls below

the predefined threshold, ǫ.
Complexity Analysis: In each iteration of solving the op-

timization problem (25), the computational complexity is

O(
√

Al +Aq(Al+Aq+Av)A
2
v), where Al = 2M+L denotes

the number of linear constraints, Aq = Kd + L presents the

number of quadratic constraints and Av = M(Kd+L+1)+L
stands for the number of real-valued scalar variables [13].

B. Benchmarks

To investigate the effectiveness of the proposed scheme we

compare it against the following benchmarks.

1) Random AP Operation Mode Selection without Power

Control (Benchmark 1): We assume that the APs’ operation

mode selection parameters (a) are randomly assigned and no

power control is performed at the APs. PZF and PMRT precod-

ing are applied to the I-APs and E-APs, respectively. Moreover,

in the absence of power control, both E-APs and I- APs transmit

at full power, i.e., at the m-th AP, power coefficients are the

same and ηImk = 1
Kd

, ∀k ∈ Kd and ηEmℓ =
1
L , ∀ℓ ∈ L.

2) Random AP Operation Mode Selection with Power Con-

trol (Benchmark 2): Assuming random AP operation mode

selection, we optimize the power control coefficients (ηI, ηE),

under the same SE requirement constraints for IU and energy

requirements for EUs as in the proposed scheme. It is important

to note that, if am = 0 we need to set ηImk = 0 for the associated

APs. More specifically, we remove ηImk from the optimization

and only consider ηEmℓ for these APs. Similarly, if am = 1 we

should have ηEmℓ = 0 and these APs only have ηImk. Based on

these observations, the optimization problem (P2) is reduced to

(P2-1): max
ηI,ηE

∑

ℓ∈L

E
{

ΦS1

ℓ (ηI,ηE)
}

(26a)

s.t. E
{

ΦS1

ℓ (ηI,ηE)
}

≥ Γℓ, ∀ℓ ∈ L, (26b)

SES1

k (ηI,ηE) ≥ So
dl
, ∀k ∈ Kd, (26c)

Kd
∑

k=1

ηImk ≤ 1, ∀m ∈ Mwith am = 1, (26d)

L
∑

ℓ=1

ηEmℓ ≤ 1, ∀m ∈ Mwith am = 0, (26e)

where SES1

k (ηI,ηE) and ΦS1

ℓ (ηI,ηE) are given in (4) and (6),

respectively, for a given a. Problem (26) has the same structure

as problem (13). Therefore, we use the same solution with some

slight modifications.

3) SWIPT with Orthogonal Transmission (Benchmark 3):

We assume that all APs are used for DL WIT and WPT over

orthogonal time frames. More specifically, the duration of (τc−

τ) is divided into two equal time fractions of length (τc−τ)/2.

In the first fraction, all APs transmit DL information for the IUs

by using the PZF precoding and in the consecutive fraction,

all APs transmit energy symbols towards the EUs via MRT

precoding. Thus, the ergodic SE for the k-th IU and average

HE for the ℓ-th EU are respectively given by

SES2

k (ηI) =
1

2

(

1− τ

τc

)

× log2

(

1+
ρ
(

N −Kd

)

(

∑M
m=1

√

ηImkγ
I

mk

)2

∑M
m=1

∑Kd

k′=1 ρη
I

mk′

(

βI

mk − γImk

)

+1

)

, (27)

QS2

ℓ (ηE) =
(τc − τ)

2
σ2
n

(

ρ
(

N + 1
)

M
∑

m=1

ηEmℓγ
E

mℓ+

ρ
M
∑

m=1

L
∑

ℓ′ 6=ℓ

ηEmℓ′β
E

mℓ + 1
)

. (28)

Since SES2

k (ηI) only depends on η
I and QS2

ℓ (ηE) is only a

function of η
E, by applying SCA, the power control problem

can be decoupled into two separate problems

(P2-2a): max
ηE,ωS2

∑

ℓ∈L

ωS2

ℓ (29a)

s.t. ωS2

ℓ ≥ Γℓ, ∀ℓ ∈ L, (29b)

ρ
(

N +1
)

M
∑

m=1

ηEmℓγ
E

mℓ+ρ

M
∑

m=1

L
∑

ℓ′ 6=ℓ

ηEmℓ′β
E

mℓ+1

≥ 2f̃(ωS2

ℓ )

(τc − τ)σ2
n

, ∀ℓ ∈ L (29c)

L
∑

ℓ=1

ηEmℓ ≤ 1, ∀m ∈ M, (29d)

(P2-2a): Find η
I (30a)

s.t.
ρ
(

N −Kd

)

2S̃
o
dl − 1

q
(n)
k,S2

(

2

M
∑

m=1

√

ηImkγ
I

mk − q
(n)
k,S2

)

≥
M
∑

m=1

Kd
∑

k′=1

ρηImk′

(

βI

mk − γImk

)

+1, ∀k ∈ Kd, (30b)

Kd
∑

k=1

ηImk ≤ 1, ∀m ∈ M, (30c)

where ω
S2 = {ωS2

1 , . . . , ωS2

L } are auxiliary variables S̃o
dl

=
2So

dl

1−τ/τc
and q

(n)
k,S2

=
∑M

m=1

√

ηI
(n)

mk γImk. These two sub-

problems can be iteratively solved using CVX [12].

IV. NUMERICAL EXAMPLES

Numerical results are now provided to illustrate the gains

of our proposed optimization framework. We consider a CF-

mMIMO network, where the APs and UEs are randomly dis-

tributed in a square of 0.5×0.5 km2, whose edges are wrapped

around to avoid the boundary effects. We choose So
dl

= 1
bit/s/Hz, τc = 200, τ = Kd + L and ǫ = 10−5. We set the

noise power σ2
n = −92 dBm. Let ρ̃ = 1 W and ρ̃t = 0.2 W be

the maximum transmit power of the APs and UL training pilot

sequences, respectively. The normalized maximum transmit
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Fig. 2. Impact of the number of APs on the average of sum harvested power
(N = 10, Kd = 3, L = 5, Γℓ = 100 µW, and So

dl
= 1 bit/s/Hz).

powers ρ and ρt are calculated by dividing these powers by the

noise power. The non-linear energy harvesting parameters are

set as ξ = 150, χ = 0.014, and φ = 0.024 Watt [10]. We model

the large-scale fading coefficients as βmk = 10PLd

mk
/1010Fmk/10

(βmk ∈ {βE

mℓ, β
I

mk}) where 10PLd

mk
/10 represents the path loss,

and 10Fmk/10 represents the shadowing effect with Fmk ∈
N (0, 42) (in dB) [14]. Here, PLd

mk (in dB) is given by PLd
mk =

−30.5 − 36.7 log10
(

dmk/1m
)

and the correlation among the

shadowing terms from the AP m, ∀m ∈ M to different UEs

k ∈ Kd (ℓ ∈ L) is expressed as [14, Eq. (40)].

Figure 2 shows the average sum harvested power achieved

by the proposed scheme and the benchmark schemes as a

function of the number of APs. We observe that our proposed

scheme yields substantial performance gains in terms of energy

harvesting efficiency over the Benchmarks, especially when the

number of APs is small. This highlights the importance of joint

AP operation mode selection and power control design in the

proposed architecture, as Benchmarks 1 and 3 result in almost

the same performance.

Figure 3 illustrates the average sum harvested power versus

the number of antennas per AP. We note that, for a fixed number

of service antennas, the number of APs decreases as the number

of antennas per AP N increases. The increase in the number of

antennas per AP provides more degrees-of-freedom for energy

harvesting at the EUs. However, the distance between the E-APs

and EUs increases as a consequence of the decreased number

of APs, and thus, the detrimental effects due to severe path

loss diminish the benefits provided by the increased number

of antennas per AP. Therefore, the sum-HE first increases, ap-

proaches the optimal point, and then decreases as N increases.

This trend is also observed for Benchmarks 1 and 2, while the

average sum-HE by Benchmark 3 is a monotonically decreasing

function of N . Finally, when both the number of APs and

the number of antennas per-AP become large, Benchmark 2

outperforms Benchmark 3, indicating that the former can be

used for large N when computational complexity is a concern.

V. CONCLUSION

We investigated the problem of sum-HE maximization in

CF-mMIMO systems with separate IUs and EUs. We proposed

a novel architecture, where, based on the network requirements,
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Fig. 3. Impact of the number of AP antennas on the average of sum harvested
power (NM = 480, Kd = 3, L = 5, Γℓ = 100 µW, and So

dl
= 1 bit/s/Hz).

the AP operation mode and the associated power control

coefficients were jointly optimized. Numerical results revealed

that the proposed architecture offers significant boost to energy

harvesting efficiency, especially with a smaller number of APs

and a larger number of AP antennas. Moreover, with a fixed

number of service antennas, there is an optimum setup for the

number of APs and per-AP antenna, yielding maximum HE.
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