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Abstract—We consider a stochastic model of a RED gate-
way under competing TCP-like sources sharing the capacity.
As the number of competing flows becomes large, the queue
behavior of RED can be described by a two-dimensional re-
cursion. We confirm the result by simulations and discuss
their implications for the network dimensioning problem.

I. INTRODUCTION

One of the key mechanisms for the operation of the best-
effort service Internet is the congestion-control mechanism
in TCP. While there are several variations on the basic TCP
congestion-control mechanism, they all have in common
the additive increase/multiplicative decrease(AIMD) al-
gorithm. The AIMD algorithm enables TCP congestion-
control to be robust under diverse conditions. However, it
is well known that with tail-drop gateways this congestion-
control also leads to undesirable behavior, i.e., global syn-
chronization. When several TCP flows compete for band-
width in a tail-drop gateway, it has been observed exper-
imentally that packets from many flows are usually dis-
carded simultaneously [1], resulting in a poor utilization
of the network. Active queue management algorithms such
as Random Early Detection (RED) [2] were introduced to
help alleviate this problem by randomly dropping packets
depending on the queue size, thereby avoiding heavy con-
gestion and prevent global synchronization.

While there are many efforts to model TCP throughput
under a tail-drop assumption [3] [4] [5] [6], only a few
studies have focused on modeling the interaction of RED
gateways with TCP congestion-control. In [7], an ana-
lytical framework for multiple TCP flows sharing a RED
gateway is developed under several potentially unrealis-
tic assumptions. In [8], a simple analysis has been done
with TCP connections operating as Poisson processes un-
der “slow” and “fast” rates. Fixed point solutions to aver-
age TCP window sizes and queue occupancy are discussed
in [9]. However, a model that can provide a good ana-

lytic understanding of TCP and RED is yet to be found.
The difficulties arise from the complex behavior of TCP
congestion-control, and are further compounded by the
random drop mechanism and queue averaging. Detailed
modeling of these characteristics results in a number of
states which explodes when the number of TCP flows in-
crease, making the analysis untractable.

In this paper, we present a stochastic model that captures
the essential features of TCP, i.e., the gradual adaptive in-
crease and the sudden decrease of transmission rate, com-
bined with a random drop algorithm similar to RED. We
analyze this ersatz model as the number of competing TCP
flows becomes large, and show that the stochastic model
simplifies in the limit to a two-dimensional recursion. This
result suggests that with a large number of flows, it is easy
for network operators to estimate the aggregate behavior
of TCP flows and to dimension network resources accord-
ingly.

The remainder of the paper is organized as follows. Sec-
tion II describes the stochastic model. Section III present
the main asymptotic results for the large number of TCP
flows whereby the stochastic model simplifies into a sim-
plified limiting recursion. Simulation results supporting
this behavior are shown in Section IV. The conclusions of
the paper are given in Section V.

II. T HE MODEL

TCP congestion-control utlizes the AIMD algorithm to
provide TCP flows a fair bandwidth share [10] by us-
ing feedback obtained through acknowledgement packets
(ACKs). If an ACK packet is received (i.e., a packet is suc-
cessfully transmitted and acknowledged), TCP increases
its transmission rate by a small, conservative amount. Oth-
erwise, TCP interprets a lack of acknowledgement as a
sign of congestion and reduces its transmission rate by
half. We present an algorithm similar in spirit to the AIMD
congestion-control in TCP and apply it to the model de-



scribed earlier.

A. Definitions and notation

Time is assumed discrete and slotted in contiguous
timeslots of equal duration normalized to a packet trans-
mission time. We considerN traffic sources, all transmit-
ting through a bottleneck RED gateway. The capacity of
this bottleneck scales with the numberN of flows, i.e., it
has capacityNC packets/slot for some positive constant
C. We model the RED buffer as an infinite queue, so that
packet losses are due only to the random drop algorithm1

B. Dynamics

Fix N = 1; 2; : : : andt = 0; 1; : : :. For any quantityX,
we writeX(N)(t) to indicate the explicit dependence ofX

on the numberN of connections.
LetQ(N)(t) denote the number of packets in the buffer

at the beginning of the timeslot[t; t + 1). Suppose that
each source (or equivalently, TCP connection) generates
at most one packet in each timeslot. So letB

(N)
i

(t + 1)
be af0; 1g-valued rv that encodes the number of packets
generated by sourcei at the beginning of the timeslot[t; t+
1). The packet from sourcei, upon arrival at the RED
gateway, may be rejected by the random drop algorithm
(to be specified shortly). We represent this possibility by
the f0; 1g-valued rvR(N)

i
(t + 1) with the interpretation

thatR(N)
i

(t+1) = 1 (resp.R(N)
i

(t+1) = 0) if the packet
is rejected (resp. accepted into the RED buffer). Given that
N sources are active, the total number of packets which are
accepted into the RED buffer at the beginning of timeslot
[t; t+ 1) is given by

A(N)(t+ 1) :=
NX
i=1

(1�R
(N)
i

(t+ 1))B
(N)
i

(t+ 1):

If Q(N)(t) denotes the number of packets in the
buffer at the beginning of the timeslot[t; t + 1), then
Q(N)(t) +A(N)(t+ 1) packets are available for transmis-
sion. Since the outgoing link operates at the rate ofNC

packets/timeslot,
h
Q(N)(t) +A(N)(t+ 1)�NC

i+
pack-

ets will not be transmitted during timeslot[t; t + 1], and
remain in buffer, their transmission being deferred to sub-
sequent timeslots. The numberQ(N)(t + 1) of packets in
the buffer at the beginning of the timeslot[t + 1; t + 2) is
therefore given by2

Q(N)(t+ 1) =
h
Q(N)(t)�NC +A(N)(t+ 1)

i+
: (1)

1We can account for the finiteness of the buffer by modifying the
queue dynamics as is done in the footonote to recursion (1).
2The finiteness of the buffer in (1) can be replaced byQ(N)(t+1) =

C. Statistical assumptions

In order to fully specify the model, we need to specify
the statistics of the rvsfB(N)

i
(t + 1); R

(N)
i

(t + 1); i =
1; : : : ; N ; t = 0; 1; : : :g for eachN = 1; 2; : : :.

To do so we introduce the collection of i.i.d.[0; 1]-
uniformrvsfVi(t+1); Ui(t+1); i = 1; : : : ; t = 0; 1; : : :g.
For eachi = 1; : : : ; N , we take

B
(N)
i

(t+ 1) = 1[Ui(t+ 1) � �
(N)
i

(t)] (2)

where�(N)
i

(t) is an [0; 1]-valued rv which denotes the
(conditional)transmission rate(to be specified shortly) of
traffic sourcei at the beginning of the timeslot[t; t + 1).
We also set

R
(N)
i

(t+ 1) = 1[V
(N)
i

(t+ 1) � f (N)(Q(N)(t))] (3)

wheref (N) : IR+ ! [0; 1] denotes thedrop probability
function of the RED gateway.

To select the transmission rates we argue as follows:
Suppose that sourcei generates no packet during times-
lot [t; t+ 1) (i.e. B(N)

i
(t+ 1) = 0), then the transmission

rate of sourcei in the next timeslot remains unchanged. If
on the other hand, a packet is produced by sourcei at the
beginning of timeslot[t; t + 1), then either the packet is

successfully transmitted (R(N)
i

(t+1) = 0), or it is dropped

(R(N)
i

(t+1) = 1). In the former case, the transmission rate

of sourcei in the next timeslot isincreasedto �(N)
i

(t)1�"

(with 0 < " < 1). In the latter case,�(N)
i

(t + 1) is de-

creasedby a factor
 (or �(N)
i

(t+ 1) = 
�
(N)
i

(t)), where
0 < 
 < 1. These two situations attempt to emulate (under
the constraint that transmission rates are bounded to the
unit interval) the additive increase and multiplicative de-
crease, respectively, of the TCP congestion-control. They
can be summarized into the single equation

�
(N)
i

(t+ 1)

= �
(N)
i

(t)1�"(1�R
(N)
i

(t+ 1))B
(N)
i

(t+ 1)

+
�
(N)
i

(t)R
(N)
i

(t+ 1)B
(N)
i

(t+ 1)

+�
(N)
i

(t)(1 �B
(N)
i

(t+ 1)): (4)

For eacht = 0; 1; : : :, let Ft denote the�-field gen-
erated by the rvsfQ(N)(0); �

(N)
i

(0); Vi(s); Ui(s); i =

1; : : : ; s = 1; : : : ; tg. Note the rvsQ(N)(t) and�(N)
i

(t)
(i = 1; : : : ; N ) are allFt-measurable, so that

E

h
B
(N)
i

(t+ 1)jFt

i
= �

(N)
i

(t)

min([Q(N)(t)�NC+
P

N

i=1
(1�R

(N)
i

(t+1))B
(N)
i

(t+1)]+; NB)
whereB denotes the buffer size per connection.



for all i = 1; : : : ; N , and

E

h
R
(N)
i (t+ 1)jFt

i
= f (N)(Q(N)(t)):

III. M AIN RESULTS

In this section, we analyze the model presented in Sec-
tion II as the number of traffic flows increase to infinite and
discuss the implications of the result.

A. The asymptotics

The discussion is carried out under the following as-
sumptions: There exist a continuous functionf : IR+ !
[0; 1] and a constant� in (0; 1) such that for eachN =
0; 1; : : :,
(A1) f (N)(x) = f(x=N) (x � 0);

(A2) Q(N)(0) = 0 and�(N)
i (0) = � (i = 1; : : : ; N ).

We begin with an easy consequence of these assump-
tions.

Lemma 1:Assume (A1)-(A2) to hold. Then, for each
t = 0; 1; : : : ;, the rvs f�(N)

1 (t); : : : ; �
(N)
N (t)g are ex-

changeable for allN = 1; 2; : : :.
The next proposition presents the asymptotics for the

normalized buffer content as the number of TCP sources
becomes large.

Theorem 1:Assume (A1)-(A2) to hold. Then, for each
t = 0; 1; : : :, there exist a non-random constantq(t) and a
rv �(t) such that

Q(N)(t)

N
P
! Nq(t) and �

(N)
1 (t)

P
! N�(t) (5)

and for everyp > 0,

1
N

PN
i=1(�

(N)
i (t))p

P
! NE [�(t)p] : (6)

Moreover,

q(t+ 1) = [q(t)� C + (1� f(q(t)))E [�(t)]]+ (7)

and

�(t+ 1)

= �(t)1�"1[V (t+ 1) > f(q(t))]1[U(t+ 1) � �(t)]

+
�(t)1[V (t+ 1) � f(q(t))]1[U(t+ 1) � �(t)]

+�(t)1[U(t+ 1) > �(t)] (8)

for i.i.d. [0; 1]-uniform rvs fV (t + 1); U(t + 1); t =
0; 1; : : :g.
With ap(t) = E [�(t)p] (p > 0), we readily get

ap(t+ 1) = ap(t) + (1� f(q(t))) a(1�")p(t)

+ (
pf(q(t))� 1) ap+1(t): (9)
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Fig. 1. The normalized queue length of Simulation 1.

B. Discussion

Theorem 1 suggests that a bottleneck queue with
random-drop algorithm, under large number of TCP-like
sources, can be characterized by a two-dimensional recur-
sion giving the evolution of the normalized queue length
q(t) and the limiting transmission rate�(t). This result
is not a straightforward consequence of the Law of Large
Number due to the fact that (i) the transmission rates of
traffic sources arecorrelated and (ii) they vary withN .
However, as the number of sources increases, the depen-
dency between any pair of sources becomes weaker so that
the aggregate behavior eventually becomes deterministic.
Thus, as the aggregate queue behavior scales linearly with
the number of sources, the network provider could effec-
tively dimension network resources by tacking the normal-
ized queue behavior.

The sequencef(q(t); �(t)); t = 0; 1; : : :g in Theorem
1 defines anIR+ � [0; 1]-valued Markov process, and we
expect that it admits a steady-state regime. This will be
discussed elsewhere.

IV. SIMULATION

We simulate the system described earlier forN =
10; 100; 1000 with " = 0:1, 
 = 0:5 andC = 0:5; the
initial conditions areQ(N)(0) = 0 and�(N)

i = 0:5 for all
i = 1; ::; N . The drop probability is calculated through the
piecewise linear functionf : IR+ ! [0; 1] given by

f(x) =

8><
>:

0 x < 1
x�1
4 1 � x < 5

1 5 � x:
(10)
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Fig. 2. The average transmission rate per user of Simulation 1.

The simulation results are shown in Figure 1 and 2. It
is clear that the fluctuation ofQ(N)(t)=N decreases as the
number of sources increases, and the same is true for the
average transmission rate. With a hundred or more flows,
our analytical result seems to hold reasonably well. More-
over, this simulation result also suggests the existence of
the steady-state, which happens quickly after only around
a hundred iterations.

We also simulate a similar system inns by generating
N TCP Reno connections, each of which having 100 ms
round-trip delay, all competing to transmit through a bot-
tleneck gateway with link capacityN Mbps. The TCP
packet size is set to be 1500 bytes. The buffer management
scheme in the gateway is RED with the following parame-
ters: thresh = 2N , maxthresh = 5N , pdrop = 1 when
queue size is greater than5N andwq = 0:1. The timeslot
that we observed the average queue length in the bottle-
neck gateway is 1 second. Figure 3 shows the simulation
result; a trend similar to that of Figure 1 is observed in that
as the number of TCP connection increases, the fluctua-
tion in the average queue size decreases. As time passes,
the range of fluctuation settles to a certain limited range.
The preliminary findings comfort our belief that our ersatz
model captures some of the essential features of TCP and
RED and then illustrate the important behavior of the in-
teraction between these two mechanisms.

V. CONCLUSIONS

We have developed a stochastic model for a RED gate-
way under competing TCP flows. We have shown that,
as the number of flows grow large, the aggregate behav-
ior of the queue can be described by a two-dimensional
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Fig. 3. The average queue size per user of ns simulation.

recursion. We have also discussed the implications of our
results to the dimensioning of the network.

Although we have yet to prove the existence of a steady-
state regime for the limiting recursion, the limited simula-
tion results (i) are compatible with the existence of such
a steady-state and (ii) suggest that the rate of convergence
is fast in either the number of sources (to achieve limiting
behavior) and the time (to reach the steady-state).

Future work on this class of models includes (i) a proof
of the existence of a steady state for the limiting dynamics
and its evaluation; (ii) a derivation of a CLT complement to
the basic convergence result; and (iii) the development of
more accurate models (e.g., More than one packet gener-
ated per timeslot; asynchronous updating of the transmis-
sion rates; non-homogeneous population of TCP flows and
continuous-time versions.) It is also interesting to see how
the shape of the drop function affect the rate of conver-
gence. Furthermore, we should be able to investigate the
fairness of the competing TCP flows in this model. And
finally, we believe that this model is simple enough to be
extended to the scenario where the sources are stochastic,
say on-off sources.
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VI. OUTLINE OF A PROOF OFTHEOREM 1

A complete proof of Theorem 1 is available in [11]. Be-
fore we outline the key elements of this proof, we intro-
duce the following notation: For eacht = 0; 1; : : :, the
statements[A:t] , [B:t] and[C:t] refer to the convergences

[A : t] :
Q(N)(t)

N
P
! Nq(t) with q(t) non� random;

[B : t] : �
(N)
1 (t)

P
! N�(t);

[C : t] : 1
N

PN
i=1[�

(N)
i (t)]p

P
! Nap(t) non� random:

The equalityap(t) = E [�(t)p] in [C:t] readily follows

under [B:t] since the rvsf�(N)
1 (t); : : : ; �

(N)
N (t)g are ex-

changeable and bounded. Since the statements[A:t] , [B:t]
and [C:t] do hold for t = 0, Theorem 1 will be proved
by induction if the following induction step can be estab-
lished.

Proposition 1: Assume (A1)-(A2) to hold as in Theo-
rem 1. If for somet = 0; 1; : : :, [A:t] , [B:t] and [C:t]
hold, then so do[A:t+1] , [B:t+1] and[C:t+1] .

This proposition can be proved with the help of a series
of lemmas. The first two lemmas are elementary, and their
proofs are therefore omitted.

Lemma 2:LetU denote a [0,1] uniform rv which is in-
dependent of the[0; 1]-valued rvsfX;Xn; n = 1; 2; : : :g.

If Xn
P
! nX, then1 [U � Xn]

P
! n1 [U � X].

Lemma 3:For eachN = 1; 2; : : :, assume the rvs
f�

(N)
i ; i = 1; : : : ; Ng to be bounded, sayj�(N)

i j � 1 for

all i = 1; : : : ; N , and the rvsf�(N)
i ; i = 1; : : : ; Ng to be

exchangeable and bounded, sayj�(N)
i j � 1 for all i =

1; : : : ; N . If �(N)
1

P
! N0, then 1

N

PN
i=1�

(N)
i �

(N)
i

P
! N0.

The next lemma takes the first step towards proving
Proposition 1.

Lemma 4:Under (A1), if[A:t] , [B:t] and[C:t] hold for
somet = 0; 1; : : :, then[B:t+1] holds with�(t+1) related
to�(t) by (8).

Proof: The continuity off and the assumed conver-
gence[A:t] readily lead [12, p. 326] to

f (N)(Q(N)(t)) = f(Q(N)(t)=N)
P
! Nf(q(t)); (11)

and Lemma 2 thus yields

R
(N)
1 (t+ 1)

P
! N1[V1(t+ 1) � f(q(t))]: (12)

Also by Lemma 2, we have

B
(N)
1 (t+ 1)

P
! N1[U1(t+ 1) � �(t)] (13)

where the rvU1(t + 1) is independent of the rv�(t). Fi-
nally, under[B:t] , we obtain (8) directly from (4).

The next two lemmas provide the final steps in the proof
of Proposition 1.

Lemma 5:Under (A1), if[A:t] , [B:t] and[C:t] hold for
somet = 0; 1; : : :, then

A(N)(t+ 1)

N
P
! N (1� f(q(t)))a1(t) (14)

and[A:t+1] holds.
Lemma 6:Under (A1)–(A2), if [A:t] , [B:t] and [C:t]

hold for somet = 0; 1; : : :, then[C:t+1] holds.
The proofs of Lemmas 5 and 6, while involved, are

not very difficult and follow the same pattern: The rvs
(1 � R

(N)
i (t + 1))B

(N)
i (t + 1), R(N)

i (t + 1)B
(N)
i (t + 1)

and1 � B
(N)
i (t + 1) are indicator functions of mutually

exclusive events. Hence,[�(N)
i (t+1)]q equals to the right-

hand side of (9) with�(N)
i (t) replaced by[�(N)

i (t)]q. We

can expandA(N)(t) and 1
N

PN
i=1[�

(N)
i (t + 1)]q by “cen-

tering” each term by subtracting and adding back the ap-
propriate conditional mean, say1[Vi(t+1) � f(q(t))] for

R
(N)
i (t+1) and�(N)

i (t) for B(N)
i (t+1). By repeated ap-

plications of Lemma 3, each “centered” term will converge
in probability to zero, and the desired results follow.


