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Abstract—This paper presents experimental results of inter–destination
synchronization control in an integrated wired and wireless network. The
experimental system consists of interconnected wired and wireless net-
works; the former is a router–based IP network, and the latter is a wire-
less LAN with two base stations. A server in the wired network multicasts
a pair of audio and video streams to a terminal in the same wired net-
work and a wireless terminal, which performs handover from one base
station to the other. We exert inter–destination synchronization control
between the two terminals using the synchronization maestro scheme,
which the authors previously proposed. In the experiment, we measured
the synchronization quality of inter–destination as well as intra–stream
and inter–stream when handover occurred, and we confirmed the effec-
tiveness of the control.

I. INTRODUCTION

Mobile access is a rapidly increasing demand for the Inter-
net. This leads to the integrated wired and wireless network
configuration for the Internet. A variety of application services
are being available over such networks.

Multicasting of audio–video streams is one of the most promis-
ing applications of this type. Multimedia conferencing and dis-
tance learning are typical examples. In order to offer this type
of services with good quality, we need various QoS (Quality–
of–Service) control schemes, among which media synchroniza-
tion control [1] plays an important role in the streaming ser-
vices.

Media synchronization for continuous media means the preser-
vation of the temporal relations between media units (MUs)
such as video frames and voice packets. It can be classified into
three categories: intra–stream synchronization, inter–stream
synchronization, and inter–destination (or group) synchroniza-
tion. The first and second ones are required in all applications
of continuous media. The first one keeps the continuity of a
single stream; it outputs each MU at the destination at the same
intervals as the generation ones at the source. The second is
synchronization among plural media streams; a typical exam-
ple is synchronization between spoken voice and the move-
ment of the speaker’s lips (i.e., video), which is called lip sync.
The third one is required in multicast communications: It con-
trols the output timing of each MU multicast to two or more
destinations so that the MU can be output simultaneously at all
the destinations.

Inter–destination synchronization is an indispensable func-
tion to support some types of applications; also, it is neces-
sary to realize the fairness among destinations in many appli-
cations. In multimedia conferencing, for instance, if the out-
put timing of speech by a participant largely varies from des-
tination to destination, the conference itself cannot hold. This
problem arises more notably in integrated wired and wireless
networks than in purely wired networks, since wireless sub-
networks have many delay components different from those
of wired subnetworks. They include multiple access delays,
delays due to retransmission for recovery of transmission er-
ror and changes of packet routes associated with handover (or
handoff). In particular, handover produces a large amount of
end–to–end delay variation in a short period of time. Thus, if
a media stream is multicast to both wireless destinations and

wired ones at the same time, then the output timing can be
quite different at the two kinds of destinations. This degrades
the inter–destination synchronization quality.

We can find several researches on inter–destination synchro-
nization in the literature [2]–[7]. In [2], Escobar et al. pro-
pose a flow synchronization protocol with centralized control.
Akyildiz and Yen present a group synchronization mechanism
for networks with known delay bounds in [3]. Also, in [4]–
[7], the authors propose and evaluate group synchronization
mechanisms which are merged into the Virtual–Time Render-
ing (VTR) media synchronization algorithm [8]. The VTR al-
gorithm is applicable to networks with unknown delay bounds
and dynamically adjusts the MU rendering–time according to
the network condition. References [4] and [5] deal with cen-
tralized control. The scheme in the former is referred to as the
master–slave destination scheme, where a single destination
serves as the master to which the others adjust their output tim-
ing. The latter studies the synchronization maestro (or synchro-
nization manager) scheme. In this scheme, the synchroniza-
tion maestro collects output timing information from the des-
tinations and distributes control information to them in order
to arbitrate the output timing at each destination. Also, a dis-
tributed control scheme is described in [6]. Reference [7] pro-
poses a group synchronization mechanism based on the syn-
chronization maestro scheme which can be used jointly with
the adaptive causality control.

As mentioned above, there have already been several ap-
proaches to the inter–destination synchronization problem; how-
ever, none of them dealt with the integrated wired and wireless
network configuration, where the problem can be more serious
than in purely wired networks. Thus, we do not see whether the
previous methods of inter–destination synchronization control
are effectively applicable to this type of networks or not.

On the other hand, many handover papers have already been
published, since handover is a key technology that realizes
continuity of communications for mobile users. With respect
to previous studies on mobility management including han-
dover, the reader is referred to [9], for instance. In spite of
a large number of papers on this subject, to the best of the au-
thors’ knowledge, we cannot find any paper assessing media
synchronization quality when handover occurs.

The purpose of this paper is twofold. The first one is to
observe how the media synchronization issue, especially the
inter–destination synchronization one, arises in an integrated
wired and wireless network when handover occurs and then
identify important technical problems. The second one is to
examine whether the media synchronization schemes proposed
before can provide some solutions to the problems, that is,
whether they are successfully applicable to this environment
or not and to gain some insight into new design methodology
for media synchronization schemes in this environment. For
these purposes, we carry out an experiment on media synchro-
nization control with a scheme previously proposed by the au-
thors; in the experiment we assess the synchronization quality
of inter–destination as well as intra–stream and inter–stream
when handover occurs and then confirm the effectiveness of
the control.



The rest of the paper is organized as follows. Section II out-
lines the media synchronization control scheme adopted in our
experiment for intra–stream, inter–stream and inter–destination
synchronization. Section III illustrates a methodology for the
quality assessment, including the experimental system config-
uration, experimental methods, QoS parameters and its assess-
ment method. Section IV presents experimental results. Sec-
tion V concludes the paper.

II. MEDIA SYNCHRONIZATION CONTROL SCHEME

In this study, we employ a control scheme proposed in [7]
for intra–stream, inter–stream and inter–destination synchro-
nization. Its intra–stream and inter–stream synchronization
control is performed according to the VTR algorithm, and inter–
destination synchronization control is carried out by the syn-
chronization maestro. In what follows, we outline the basic
idea of the scheme. For details, see [7].

The VTR algorithm selects a media stream as the master
stream and the others as slave streams, which are synchro-
nized to the master. The algorithm exerts intra–stream syn-
chronization control over both master and slave streams, while
it performs inter–stream synchronization control only on slave
streams after the intra-stream control. In this paper, we con-
sider the transmission of an audio stream and the correspond-
ing video stream. Audio is selected as the master stream and
video as the slave stream since audio is more sensitive to intra–
stream synchronization error than video.

We first consider intra–stream synchronization control. The
disturbance of media synchronization appears in some form of
delay jitters; therefore, we can achieve media synchronization
by absorbing the jitters at the destination. This is carried out
by buffering MUs for an appropriate period of time. It is clear
that the period of time should be the maximum delay jitter.
However, we cannot necessarily set the buffering time to this
value, because getting the exact value in the Internet is very
hard, and even if we can know it, setting the value may destroy
the real–time property.

The VTR algorithm assumes no exact knowledge of the net-
work delay jitter; by utilizing the timestamp provided to each
MU at the source, it adaptively changes the buffering time
according to the amount of delay jitters of MUs received at
the destination. Initially, the buffering time is set to a rough
estimate of the maximum delay jitter, which is denoted by
Jmax; this value may be different from destination to desti-
nation. When inter–destination synchronization control is ap-
plied, however, a constant delay value δ instead of individual
buffering times Jmax’s is used commonly to all the destina-
tions; this is referred to as the target delay time, which is de-
fined as the time from the moment an MU is generated until the
instant the MU should be output. After the first MU is received,
the buffering time or the target delay time can be changed by
the modification of the target output time † of each received
MU. The application form of the modification depends on the
kind of media treated, i.e., stored or live. In the case of stored
media, the target output time is put backward only; this is the
virtual–time expansion, which corresponds to expansion of the
buffering time or the target delay time. On the other hand, live
media need forward movement (virtual–time contraction) as
well as the backward movement, since the real–time property
must be preserved. For live media, we can set the maximum
allowable delay ∆al so that the modification of the target out-
put time does not make MU delay exceed this limit. Note that
δ is set to a value not larger than ∆al. Only the master stream
can modify the target output time for itself, and accordingly
the slave stream modifies it by the same amount at the same
time.

† The target output time is the time at which the MU should be output [8].

Inter–stream synchronization control is exerted over the slave
stream; the output timing of each slave MU is controlled so
that the difference in output time between the slave MU and
the corresponding master MU can agree with the difference in
timestamp between the two MUs. In this paper, we suppose
loosely–coupled media streams, where each slave MU is not
provided with the sequence number of the corresponding mas-
ter MU.

Inter–destination synchronization is achieved by adjusting
the MU buffering time at each destination so that its output
timing can be the same at all the destinations. In order to do
so, each destination reports the output timing information to
the synchronization maestro at the beginning of the output of
the first MU, when the target output time is modified, or when a
constant number of consecutive MUs each have arrived earlier
(or later) than their target output times. On the basis of this in-
formation, the maestro determines the reference output timing
and then multicasts it to all the destinations. Each destination
adjusts its own output timing to the reference output timing by
modifying the target output time of the master stream.

III. METHODOLOGY FOR QUALITY ASSESSMENT

To assess the media synchronization quality and demonstrate
the effectiveness of the media synchronization scheme in in-
tegrated wired and wireless network environments, we devel-
oped an experimental system. In this section, we describe the
system configuration, a method of experiment, a quality as-
sessment method and QoS parameters adopted.

A. Configuration of the Experimental System

In this study, as the wireless subnetwork, we employ a Wave-
LAN network [10], which offers compatibility with the IEEE
802.11 standard for operation in the 2.4–GHz band: Its trans-
mission rate is 2 Mbps with a fallback to 1 Mbps, and the MAC
protocol is CSMA/CA with Acknowledgment.

Figure 1 illustrates the configuration of the experimental sys-
tem. It comprises five personal computers (PC1 through PC5),
two base stations (BS1 and BS2), four 10Base–T Ethernet–
hubs, two routers (Router 1 and Router 2), and a data link sim-
ulator.

CPU’s and the operating systems of the PC’s are as fol-
lows: PC1 (PentiumII/266 MHz, FreeBSD 3.2R), PC2 (Pentiu-
mIII/1 GHz, FreeBSD 4.4R), PC3 (PentiumII/300 MHz, Free-
BSD 3.4R), PC4 (PentiumII/400 MHz, Windows NT), and PC5
(PentiumII/300 MHz, Windows 2000). Among them, PC3
and PC5 are mobile terminals each equipped with the Wave-
LAN/IEEE card to communicate with BS1 or BS2. In the ex-
periment, PC3 moves so as to perform handover from BS1 to
BS2, while PC5 is located at a fixed position from which it can
communicate only with BS2.

BS1 and BS2 are the WavePOINT–II base stations, which
are laid down on a single floor of a building as shown in Fig. 2.
Each base station periodically broadcasts beacon messages to
the mobile terminals for decision on handover. A beacon mes-
sage contains information about the base station itself as well
as link measurement data. Using received beacon messages,
each mobile terminal measures the signal–to–noise ratio (SNR)
from which it judges whether handover is necessary or not.
When necessary, the mobile terminal sends its current base sta-
tion a handover request identifying the new base station. When
the current base station receives the request, it notifies the new
base station of the reception via the wired subnetwork. On re-
ceiving the notification, the new base station responds with a
handover acceptance message, which is sent to the mobile ter-
minal. The reception of the acceptance message by the mobile
terminal completes the handover.

Routers 1 and 2 are Cisco System’s 2514 and 4700–M, re-
spectively. They are connected to each other by a V.35 serial
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line through the data link simulator (ADTECH SX/12). The
transmission rate of the serial line is set to 2 Mbps in our ex-
periment.

The data link simulator can simulate various transmission
error patterns and propagation delay values. In this study, we
utilize the capability of producing a constant propagation delay
which can take any value in the range from 0 to 2 seconds by
ms; in the experiment, we set it to 50 ms. By this delay, we can
simulate a simple environment of the wide area network.

B. Method of Experiment
In this study, we suppose the transmission of live audio–

video streams. In the experiment, however, we used stored
ones in order to generate the same amount of the stream traffic
in each experimental run.

Our experiment focused on lip sync, and we employed a
girl’s voice and her head view video as the audio stream and
video one, respectively. Table 1 shows the specifications of
voice and video. The voice is encoded by the ITU–T G.711
µ–law, and a set of 400 voice samples is treated as an audio
MU. The video stream is MPEG1 with only I pictures, each of
which is defined as a video MU.

TABLE 1

SPECIFICATIONS OF VOICE AND VIDEO.

item voice video

coding scheme ITU–T MPEG1
G.711 µ-law GOP I

image size [pixels] — 256 × 192
average MU size [bytes] 400 4000
original average MU rate [MU/s] 20 20
original average bit rate [kbps] 64 640
original recording time [s] 90 90

In the experiment, PC1 (the source) multicasts the voice and
video as two separate transport streams to PC2 (destination 1)
and PC3 (destination 2) by IP multicast [11]. UDP is used
as the transport protocol. As illustrated in Fig. 2, PC3 moves
from the start point to the end point at a walking speed of ap-
proximately 1.2 m/s. It starts to move about 25 seconds after
the beginning of the reception of the streams, in order for the
stream quality at the PC to become stable. Handover occurs
during the movement.

In order to examine whether the inter–destination synchro-
nization control is effective or not, we impose different amounts
of traffic on BS1 and BS2, which makes difference in the end–
to–end delay distribution between before and after the han-
dover. For that purpose, while PC3 is moving, PC4 sends
fixed–size data messages of 1472 bytes each to PC5 under
the UDP protocol at exponentially distributed intervals. The
amount of the data traffic is adjusted by changing the average
of the interval. Let us define the data load as the average num-
ber of interference data bits transmitted in a second by PC4. In
the measurement, the data load is set to 0.6 Mbps, 0.8 Mbps
and 0.9 Mbps, which correspond to light, medium, and heavy
traffic conditions, respectively, in our wireless LAN.

In this paper, we compare the media synchronization qual-
ity of three schemes: (1) joint application of the VTR algo-
rithm and inter–destination synchronization control, which is
referred to as VTR/IDS here, (2) application of only the VTR
algorithm, which we denote simply by VTR, and (3) no media
synchronization control, which is represented by NC. In the
experiment, we measured the media synchronization quality
of each scheme ten times and took the average.

The source of the streams (i.e., PC1) also served as the syn-
chronization maestro. In the experiment, as the reference out-
put timing, the maestro selected the maximum one from among
the set of output timing information (i.e., the total slide time
or the recommended total slide time) latest received from each
destination. The maestro usually multicast the reference output
timing every five seconds. However, if the current reference
output timing was different from the previous one, it multicast
one second later; this was done in order to cope with abrupt
changes of the output timing due to handover.

Various threshold and parameter values for the media syn-
chronization control were set to the same as those in [7] and
[12] except δ=200 ms in VTR/IDS, Jmax=100 ms at destina-
tion 1 and Jmax=200 ms at destination 2 in VTR. We also set
∆al=400 ms in both VTR/IDS and VTR except Fig. 12, where
the experimental result for ∆al=1000 ms is also shown in order
to examine the effect of ∆al. The choice of ∆al=400 ms was
made on the basis of ITU–T recommendation G.114 [13].

C. Quality Assessment Method and QoS Parameters
In order to examine the influence of handover on the media

synchronization quality, especially the inter–destination syn-
chronization quality, we measured the quality every three sec-
onds; the measurement was made for 30 seconds before the
handover and also for 30 seconds after it. We assessed the
quality in each time interval of three seconds for MUs which
were output in the interval.

Media synchronization quality is regarded as a kind of appli-
cation–level QoS [14]. As a QoS parameter for the inter–
destination synchronization quality, we adopt the mean square
error of inter–destination synchronization, which is defined as
the average square of the difference between the output time of
each MU at destination 1 and that of the MU at destination 2.
We also employ the average MU delay, the average MU rate,
the mean square error of intra–stream synchronization, and the
mean square error of inter–stream synchronization. The aver-
age MU delay denotes the average time in milliseconds from
the moment an MU is generated until the instance the MU is
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Fig. 3. SNR at destination 2 (data load: 0.8 Mbps).

output. The average MU rate is defined as the average number
of MUs output in a second. The mean square error of intra–
stream synchronization is the average square of the difference
between the output time of each MU and the target output time
of the MU. The error represents how accurately the temporal
structure of each stream is preserved. The mean square error of
inter–stream synchronization, which is used as a QoS param-
eter for the inter–stream synchronization quality, denotes the
average square of the difference between the output time of
each slave MU and that of the corresponding master MU plus
the relative generation time of the slave MU to the master MU.
According to the subjective assessment results in [15], errors
less than 6400 (= 802) ms2 lead to inter–stream synchroniza-
tion of high quality; errors larger than 25600 (= 160 2) ms2
correspond to asynchrony.

IV. EXPERIMENTAL RESULTS

Here we make a quality comparison among VTR/IDS, VTR,
and NC as described in Subsection III-B.

A. Network State around the Handover at the Data Load of
0.8 Mbps

Before we examine the quality in terms of the QoS param-
eters defined in the previous section, we clarify the network
state around the handover when the data load is 0.8 Mbps. This
gives us useful information for getting better understanding of
measured QoS parameters. We show SNR at destination 2 and
the average network delay of video, which is the average time
from the moment a video MU is sent until the instance the MU
is received at the application layer, in Figs. 3 and 4, respec-
tively. It should be noted that the two measures do not depend
on which scheme is employed. In the figures, we set the instant
at which the handover occurred to time 0 and plot the average
of measured values since we carried out each experiment ten
times as mentioned in Subsection III-B. We also display the
95 % confidence intervals of the measures; however, when the
interval is smaller than the size of the corresponding symbol
representing the experimental result, we do not show it in the
figures.

From Fig. 3, we see that SNR gradually decreases from
around −18 to 0 second, then it increases from around 0 to 18
second; therefore, destination 2 had almost the smallest SNR
when the handover occurred. In Fig. 4, we observe that the av-
erage network delay at destination 2 jumps up at about time 0.
This is because at the time destination 2 started to communi-
cate with BS2, whose load was heavier than the load of BS1.
At destination 1, the average network delay is small and con-
stant independently of the time. The reason is that destina-
tion 1 is connected to the wired subnetwork. We also find in

�

���

���

���

���

���

��� ��� ��� � �� �� ��

�	
��
��

�
�
�
��
�
�
��
�
	

�
��
�

�
��
�
��
�
�
��
��
�

�
�
�

�����������	


�����������	�

�
�	����������	��������

Fig. 4. Average network delay of video (data load: 0.8 Mbps).
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Fig. 5. Mean square error of inter–destination synchronization for voice (data
load: 0.8 Mbps).

Fig. 4 that the average network delay at destination 2 is larger
than 50 ms. This is because the data link simulator produces
the additional propagation delay of 50 ms and destination 2 is
connected to the wireless subnetwork.

B. Measurement Results at the Data Load of 0.8 Mbps
We first examine the case where the data load is 0.8 Mbps.

We show the mean square error of inter–destination synchro-
nization for voice as a function of time in Fig. 5. Figures 6
through 9 display the average MU delay of video, the aver-
age MU rates of voice and video, and the mean square er-
ror of intra–stream synchronization for voice versus the time
at the data load. Although we measured the mean square er-
ror of inter–destination synchronization for video, the average
MU delay of voice, and the mean square error of intra–stream
synchronization for video, we do not show the measurement
results here since the results for voice (or video) had almost
the same tendency as the corresponding results for video (or
voice). We also illustrate the mean square error of inter–stream
synchronization versus the time at the data load in Fig. 10.

In Fig. 5, we can confirm that VTR/IDS has the smallest
mean square error of inter–destination synchronization among
the three schemes. How large mean square error is allowable
depends on the type of applications and has not been clarified
yet; this is for further study. We also observe in the figure that
the mean square errors of all the schemes after time 0 (i.e.,
after the handover) are larger than those before time 0. This is
because the average network delay jumps up at destination 2 at
about time 0 (see Fig. 4).

From Fig. 6, we find that the average MU delays of VTR and
NC at destination 2 are largely different from those at destina-
tion 1, which are independent of the time. We also observe that
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Fig. 6. Average MU delay of video (data load: 0.8 Mbps).

the average MU delays of NC are close to the average network
delays (see Fig. 4). This is because NC outputs each MU on re-
ceiving it. VTR has the average MU delays larger than 100 ms
at destination 1, which are approximately equal to the value of
Jmax (i.e., 100 ms) plus the average network delay (see Fig. 4),
and those larger than 250 ms at destination 2. The reason why
the average MU delay at destination 2 is larger than 250 ms
is that Jmax is set to 200 ms and the additional propagation
delay is 50 ms. It should be noted that since the average net-
work delay is around 83 ms at destination 2 before time 0 (i.e.,
before the handover) in Fig. 4, the average MU delay is some-
what larger than the value of Jmax (200 ms) plus 83 ms. We
further see that the difference in average MU delay between
destinations 1 and 2 becomes larger after time 0. In the case
of VTR/IDS, destination 1 has almost the same average MU
delay as destination 2 (the average MU delays of VTR/IDS are
200 ms before time 0 since δ =200 ms); therefore, the mean
square error of inter–destination synchronization is the small-
est among the three schemes (see Fig. 5). This is the effect of
the inter–destination synchronization control.

Figures 7 and 8 reveal that the three schemes have almost the
same average MU rates. We also notice that the average MU
rates at destination 2 have “gorges” (i.e., sudden fall and the
following sharp rise) at about time 0. This is because the num-
ber of lost MUs increases owing to deterioration in SNR (see
Fig. 3) and interruption of communication associated with han-
dover. On the other hand, the average MU rates at destination 1
are 20 MU/s (i.e., the original average MU rate) independently
of the time.

We observe in Fig. 9 that NC has the largest mean square er-
rors of intra–stream synchronization among the three. VTR/IDS
has somewhat larger mean square errors than VTR after time 0.
The reason is that the output timing of MUs is delayed under
the inter–destination synchronization control. However, we
hardly perceived the difference in quality between VTR/IDS
and VTR.

In Fig. 10, we see that the mean square errors of inter–stream
synchronization of NC are the largest at destinations 1 and 2.
However, since the errors are less than 6400 ms2, the quality
of inter–stream synchronization is high in all the schemes.

C. Measurement Results at the Data Loads of 0.6 Mbps and
0.9 Mbps

Next, let us assess the quality in terms of the mean square
errors of inter–destination synchronization for voice at the data
loads of 0.6 Mbps and 0.9 Mbps. We here show it as a function
of the time in Figs. 11 and 12. Since the mean square error of
inter–destination synchronization of VTR/IDS was less than
100 ms2 at the data load of 0.6 Mbps, we do not plot the error
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Fig. 7. Average MU rate of voice (data load: 0.8 Mbps).
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Fig. 8. Average MU rate of video (data load: 0.8 Mbps).
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Fig. 9. Mean square error of intra–stream synchronization for voice (data
load: 0.8 Mbps).

in Fig. 11. In Fig. 12, we also plot the errors at ∆al of 1000 ms
as well as 400 ms for VTR/IDS and VTR.

We see in Fig. 11 that the mean square error of VTR hardly
depends on the time. The error of VTR is larger than 22500
(= 1502) ms2 since the difference in Jmax between destina-
tions 1 and 2 is 100 ms and the additional propagation delay is
50 ms. In Fig. 12, we find that the errors of all the schemes sud-
denly increase up to around 106 ms2 at about time 0. Then the
error of VTR/IDS decreases down to approximately 5 × 105

and 30000 ms2 at ∆al of 400 ms and 1000 ms, respectively.
From this, we can say that as the value of ∆al increases in
VTR/IDS, the inter-destination synchronization quality is im-
proved more largely under heavy traffic conditions at the ex-
pense of the interactive property. On the other hand, in the
figure, the errors of NC and VTR keep constant after about
time 0; the error of NC is somewhat larger than that of VTR,
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Fig. 10. Mean square error of inter–stream synchronization (data load:
0.8 Mbps).
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Fig. 11. Mean square error of inter–destination synchronization for voice
(data load: 0.6 Mbps).
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Fig. 12. Mean square error of inter–destination synchronization for voice
(data load: 0.9 Mbps).

which hardly depends on the value of ∆al.
From the above observations, we can conclude that VTR/IDS

achieves higher quality of inter–destination synchronization than
VTR and NC without large degradation of the other kinds of
quality such as the intra–stream and inter–stream synchroniza-
tion quality.

V. CONCLUSIONS

This paper examined the influence of handover on the inter–
destination synchronization quality in an integrated wired and
wireless network. By making a quality comparison among
VTR/IDS, VTR, and NC, we confirmed the effectiveness of
inter–destination synchronization control. That is, we found

that VTR/IDS achieves higher quality of inter–destination syn-
chronization than VTR and NC without largely degrading the
other kinds of quality such as the intra–stream and inter–stream
synchronization quality.

In this paper, we adopted the synchronization maestro scheme
for the inter–destination synchronization control. In our ex-
periment, the synchronization maestro multicast the reference
output timing one second later when the current reference out-
put timing was different from the previous one. The optimum
transmission interval of reference output timing is dependent
on how the network delay changes around the handover. This
is one of our future research subjects. We also plan to carry out
the same experiment by using other schemes such as the dis-
tributed control scheme [6] instead. In addition, we need fur-
ther experimental studies for more than two destinations and
in a variety of network environments.
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