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Abstract— This paper considers the quantization problem on
the Grassmann manifold with dimensionn and p. The unique
contribution is the derivation of a closed-form formula for the vol-
ume of a metric ball in the Grassmann manifold when the radius
is sufficiently small. This volume formula holds for Grassman
manifolds with arbitrary dimension n and p, while previous results
are only valid for either p = 1 or a fixed p with asymptotically
large n. Based on the volume formula, the Gilbert-Varshamov and
Hamming bounds for sphere packings are obtained. Assuming a
uniformly distributed source and a distortion metric based on
the squared chordal distance, tight lower and upper bounds &
established for the distortion rate tradeoff. Simulation results
match the derived results. As an application of the derived
guantization bounds, the information rate of a Multiple-In put
Multiple-Output (MIMO) system with finite-rate channel-st ate
feedback is accurately quantified for arbitrary finite number of
antennas, while previous results are only valid for either Multiple-
Input Single-Output (MISO) systems or those with asymptotcally
large number of transmit antennas but fixed number of receive
antennas.

I. INTRODUCTION

The Grassmann manifold G, , (L) is the set of all p-
dimensional planes (through the origin) of thedimensional
Euclidean spacdl™, where L is either R or C. It forms
a compact Riemann manifold of real dimensiGp(n — p),

where 5 = 1/2 whenL = R/C respectively. The Grassmann

manifold provides a useful analysis tool for multi-antecoa-
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packing bounds relate the size of a code and a given minimum
distanced. Assuming a randomly distributed source on the
Gn,p (L) and a distortion metric, the distortion rate tradeoff is
described by either the minimum expected distortion acthky
for a given code size (distortion rate function) or the minim
code size required to achieve a particular expected distort
(rate distortion function).

For the sake of applications [4]-[6], the projection Fraiien
metric (i.e.chordal distance) is employed throughout the paper
although the corresponding analysis is also applicablén¢o t
geodesic metric [3]. For any two planésQ € G, , (L), the
principle angles and the chordal distance betwBeand( are
defined as follows. Leti; € P andv; € @ be the unit vectors
such that‘u{vl‘ is maximal. Inductively, letr; € P andv; €

Q be the unit vectors such thaf'u; = 0 andv/v; = 0 for
all1<j<iand ‘ujvi is maximal. The principle angles are

defined asd; = arccos [ulv;| for i = 1,--- ,n [7], [8]. The
chordal distance betweel andQ is defined as

p
E sin2 91
=1

The invariant measure on thg, , (L) is defined as fol-

de (P,Q) £

munications (also known as Multiple-Input Multiple-Outpulows. Let O (n) /U (n) be the group ofn x n orthogo-
(MIMO) communication systems. For non-coherent MIMQnal/unitary matrices respectively. L&t € O (n) /U (n) and

systems, sphere packings on #fig, (L) can be viewed as aB € O (n) /U (n) when. = R/C respectively. An invariant
generalization of spherical codes [1]-[3]. For MIMO syssemmeasurep on the G, ,, (L) satisfies, for any measurable set
with finite rate channel state feedback, the quantization 8ff C G, , (L) and arbitrarily chose®\ andB,
beamforming matrices is related to the quantization on the
Grassmann manifold [4]-[6]. 1(AM) = p(M) = p(MB).

The basic quantization problems addressed in this PaRgfe jnyariant measure defines the uniform distribution @ th
are the sphere packing bounds and distortion rate tradeoff. (L) [7]

. . . . . n,p .

quantization is a mapping from th&, , (L) into a subset of = "\\u1 o metric and a measure defined on the, (L), there

i A
th_e .g"=P (Eg.’ knownbas the cod€. Def||ne5 _g_‘s_l(_f]) asr;che are several bounds well known for sphere packings.dbe
minimum distance between any two elementsinihe sphere ypo minimum distance between any two elements of a ¢bde

*This work is partially supported by the Junior Faculty Degghent Award, ?ndB (5) be the metric ball of radius in the gmp (L) If K
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codeC of size K + 1 and minimum distancé. This principle The volume calculation depends on the relationship between

is called as thesilbert-Varshamov lower bound [3], i.e. the measure and the metric defined on ¢he, (L). For the
1 invariant measurg and the chordal distanceg, the volume of
Icl > L (BO) (1) a metric ballB (§) can be calculated by
On the other handC|u (B (§/2)) < 1 for any codeC. The w(B(9)) = // dpe, (5)
Hamming upper bound captures this fact as [3] ST s
1 3>601>-20p>0
IC] < BN (2) o . .
1 (B(6/2)) wheref,--- .6, are the principle angles and the differential
These two bounds relate the code size and a given minimf@Am due is given in [7], [10].
distances. The following theorem expresses the volume formula as an

Distortion rate function gives another important propertgXPonentiation of the radius o
of quantization. Assume thap is a random plane uniformly  Theorem 1. Let B (4) be a ball of radiug in G, ;, (). When

distributed on the&g,, , (L) and a distortion metric defined byd <1,

the squared chordal distanc®. The average distortion of a Cnppd? P (14+0(5)) fL=R
; H 12 (B (6)) = w 2p(n—p 3 — ’ (6)

givenC is Cn.p 2P P) if L=C
D(C) = Eq [gleucl d; (P, Q)] - (3) where = 1/2 whenL = R/C respectively and, ,, 5 is a

constant determined by, p and 8. WhenL = C, ¢, 2 can
The distortion rate function gives the minimum averageatist pe explicitly calculated

tion for a given codebook siz&, i.e.

n—i)! . "
m Hf:l Ep—zg! if 0 < p < 5

D*(K)= inf D(C). 4 Cnyp,2 = nep (o) em - (1)
( ) C:\ICIT:K ( ) ( ) p { Wnizf (7571),);)[ ifn Spgn

There are several papers addressing quantization prolmem¥/henlL =R, ¢, ;1 is given by
the Grassmann manifold. The exact volume formula fé& @)

in the G,,.,, (C) wherep = 1 is derived in [4]. An asymptotic C””’;/l -

volume formula for aB () in the G, , (L), wherep > 1 i R HHf@ (z; — x5)

is fixed andn approaches infinity, is derived in [3]. Based m]};j;pﬁjo

on those volume formu_las, the corres_pondlng sphere pack_mg » Sn—2p+1)-1, " en
bounds are developed in [3], [5]. Besides the sphere packing i=1 ( i xz)} H0<ps 2(8)
bounds, the rate distortion tradeoff is also treated in\@jere Vné;;:gﬂ [ f Hry;@_ (zi — ;)

approximations to the distortion rate function are deriggdhe S a<l

sphere packing bounds. However, the derived approximstion 112'“2771)2“

are based on the volume formulas [3], [4] only valid for some 1=y (xf@p_"ﬂ)_ldxi)} ify<p<n
special choices ofi and p, i.e. eitherp = 1 or fixedp > 1 where

with asymptotic large.
This paper derives quantization bounds for the Grassmann v ﬁ A2(p—i+1)A(n—p—i+1)
n,p,1 =

manifold with arbitraryn andp when the code size is large. An - 24 (n—i+1)
explicit volume formula for a metric ball in thg,, ,, (L) is de- =
rived when the radius is sufficiently small. Based on theweeri and 9P/

volume formula, the sphere packing bounds are obtained. The A(p) = )
distortion rate tradeoff is also characterized by esthbimnt The proof of Theoreni]1 isrng%t)included due to the lenath
of tight lower and upper bounds. Simulation results mat&h trlllmit P 9
derived bounds. As an application of the derived quantizati THeorer‘r‘D]. rovides an explicit volume approximation for
bounds, the information rate of a MIMO system with finite rate P P bp

. o o real Grassmann manifolds and an exact volume formula for
channel state feedback is accurately quantified for alifnaite ; : .
X ’ . : omplex Grassmann manifolds whén< 1. Simulations show
number of antennas for the first time, while previous resul . L . . .
: . . ) at this approximation remains good for relatively lasg&ig.
are only valid for either Multiple-Input Single-Output (B0O)
systems or those with asymptotically large number of tra'ns%])

. . Theoren{ 1 is consistent with the previous results in [4] and
antennas but fixed number of receive antennas.

[3], which pertain to special choices efandp and are stated
Il. METRIC BALLS IN THE G,,, (L) as follows.
Example 1. Consider the volume formula for B (§) in the

In this section, an explicit volume formula for a metric ., (C) wherep — 1. It has been shown in [4] that

ball B (d) in the G, ,, (L) is derived. The volume formula is
essential for the quantization bounds in Secfioh Il. 1 (B (8)) = 6> b,



10 Real Grassmann Manfold We also compare our approximation with Barg’s approxinmatio

% Voloms approx. i i paper o (5/y/p)"" for n = 10 andp = 2 case. Simulations show

PR 2 y . . .
Yolume aperox by et s that the exact volume and Barg’s approximation may not be in

o ~ : & /A the same order while the approximation in this paper is more

/ accurate.

107 : ; (T« e EE PR I11. QUANTIZATION BOUNDS

H(B(3)

a1 : o Based on the volume formula given in Theorlgm 1, the sphere
107k , : b O B packing bounds are derived and the rate distortion tradeoff
' : characterized in this section.
S The Gilbert-Varshamov and Hamming bounds on the
w = o Gn,p (L) are given in the following corollary.
&p Corollary 1: Whend is sufficiently small, there exists a code
(a) Real Grassmann manifolds in G, p (L) with size K and the minimum distanc& such that

4,2

—1 _ _
Complex Grassmann Manifold Cn P 55 ﬂp(n ;D) S K

10 T
© - Exactvelume

Volume approx. in this paper © ' For any code with the minimum distanée

— < —:Volume approx. by Barg !
G 1

o 42 —Bp(n—p)
107 : P ] 1 1)
: RNy i ,/ K 5 Cn,p,ﬁ (5) .

107} ; a1 Lo Here and throughtout, the symbol < indicates that the inequal-
Gz C ity holds up to (1 + o (1)) error.

G i Proof: The corollary follows by substituting the volume
w0’ : R formula [8) into 1) and[{2). [

' SHRA The distortion rate function is characterized by estabiigh
i tight lower and upper bounds.

u(B(3)

10"

107 i 10° Theorem 2: Let ¢t = Op (n — p) be the number of the real
. dimensions of the Grassmann manifad , (L). When K is
(b) Complex Grassmann manifolds sufficiently large, the distortion rate function is boundsd
Fig. 1. The volume of a metric ball in the Grassmann manifold ¢

2 % 2T 2 _2

— 5 (CnpsK) " SD"(K) S M(Cn,p,ﬁff) *. (10)
) ) o Due to the length limit, we only sketch the proof here.

Theorentll is consistent with it whefe= 2 andc,.1.2 =1.  The lower bound is proved by an optimization argument.

Example 2: Whenp is fixed andn — +oo, the asymptotic The key is to construct an ideal quantizer, which may not

volume formula for a5 () is given by Barg [3] as exist, to minimize the distortion. Suppose that there exist
5\ Preto(n) metric balls of the same radius covering the whol&,, ,, (L)

w(B(9)) = <—) (9) completely without any overlap. Then the quantizer whiclpsna

VP each of those balls into its center gives the minimum distort

On the other hand, Theordm 1 contains an asymptotic form@enong all quantizers. Of course such a covering may not,exist
for L = C, § < 1, fixed p and asymptotically large in the provding a lower bound of the distortion rate function.

form The upper bound is derived by characterizing the average
5)) = § \2P(n=p)te(m) distortion of the ensemble of random codes. Define a random
n(B(9) = 75 code with sizeK asCiana = {P1, P2, -+, Pk} where P;’s

) o ) ) are independently drawn from the uniform distribution oe th
This follows from [T) and Stirling’s approximation. Theoeé, G, (L). For any givenQ € G, , (L), defineX; 2 d2 (P, Q)
Theoren{1l is consistent with Barg’s formuld (9). a;gWK 2 min(Xy,--- XK7)W: ’min a2 EP' QC) gince

I ] PeC c 29 .

Importantly though, Theoref 1 is distinct from the previou?1 q d<p < g < J aECmal dently d
results of [4] and [3] in that it holds for arbitrary andp, '€ codewordsiy's 1 < i < K are independently drawn

1<p<n. from the uniform distribution on thg,, , (L), X;'s 1 < i <

Fiq. th t vol i tri il (5 n{i are independent and identically distributed.q.) random
'9. 1 compares the exact volume of a metric ball (5) a vr?riables with the cumulative distribution function (CDdiyen

the volume evaluated by](6). For the volume approximatiQby Theorentll. According toX;'s CDF, the CDF ofil, can
. '3 [} K

Cn.p.50PP("7P) the constant, , s is calculated either by{7) if ol
L = C or by Monte Carlo numerical integral dfi(8) if — R. be calculated by extreme order statistics. We prove thaa;rﬁg:r

; t r(2) -2
Simulations show that the volume approximation is closéeo tgiven@ € G, ;, (L), K2 - Ew, [Wk] converges t#cn,;,ﬁ
exact volume when the radius of the metric ball is not largas K approaches infinity. Thugss - Eq [Ew, [Wk]] = K -
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Fig. 3. System model

distoriton D/p

proposed in [14] by letting the numbers of transmit and rexei
antennas and feedback rate approach infinity simultangousl
But this formula overestimates the performance in general.
The system model of a wireless communication system with
Lt transmit antennasLr receive antennas and finite rate
channel state feedback is given in Hig. 3. The informatidn bi
Fig. 2. Bounds on the distortion rate function stream is encoded into the Gaussian signal veltor C**!
and then multiplied by the beamforming mati#x ¢ CL7*#
to generate the transmitted sigriBl = PX, wheres is the
Ec,..a [D (Crana)] cOnverges to the same constant, providing afimension of the signaK satisfyingl < s < Ly and the
upper bound ofD* (K). beamforming matrixP satisfiesP'P = I,. In power on/off
It is worthy to point out that since the upper bound istrategyE [XXT} = P,,I, whereP,, is a positive constant to
corresponding to the ensemble of random codes, it is ofted ugjenote the on-power. Assume that the chariiels Rayleigh
as an approximation to the distortion rate function in ge&ct flat fading, i.e., the entries dH are independent and identi-
Fig.[2 compares the simulated distortion rate function Wwith cally distributed (i.i.d.) circularly symmetric complexa@ssian
lower bound and upper bound [n{10). To simulate the digiorti variables with zero mean and unit varianée\( (0, 1)) and H
rate function, we use the max-min criterion [5] to designe®d s i.i.d. for each channel use. L&t € CL#*! be the received
and use the minimum distortion of the designed codes as #ignal andW e C~#*! pe the Gaussian noise, then
distortion rate function. Simulations show that the bouimds
(I0) hold for largek’. WhenK is relatively small, the formula Y =HPX+ W,
@a can serve as good.gpproximations to the distortion rﬁ[/%ereE [WWT] — I,.. We also assume that there is a
function as well. In addition, we compare our bounds wit ) " . ;
the approximation (the “x” markers) derived in [9]. Whileeth b&a@mforming codebools = {P;eCtr: PP = IS}
approximation in [9] works for the case that= 10 andp = 2 declared to both the transmitter and the receiver before the
but doesn’t work whem < 8 andp = 2, the bounds in[{J0) transmission. At the beginning of each channel use, thergan
hold for arbitraryn andp. stateH is perfectly estimated at the receiver. A message, which
is a function of the channel state, is sent back to the trattemi
IV. APPLICATION TOMIMO SYSTEMS WITH FINITE RATE  through a feedback channel. The feedback is error-freeated r
CHANNEL STATE FEEDBACK limited. According to the channel state feedback, the tratter

As an application of the derived quantization bounds dH00ses an appropriate beamforming malix e 5. Let the
the Grassmann manifold, this section discusses the intisma féedback rate beRg,bits/channel use. Then the size of the
theoretical benefit of finite rate channel state feedback fggamforming codebook| < 2w, The feedback function is
MIMO systems using power on/off strategy. We will show tha® Mapping from the set of channel state into the_beamformmg
the benefit of the channel state feedback can be accuratly catrix index sety - {H} — {i: 1< <|[BJ}. This section
acterized by the distortion of a quantization on the GrassmaWill quantify the corresponding information rate
manifold. §
The effect of finite rate feedback on MIMO systems usingI - B:@gi‘%mj’( E [IOg ’ILR + PonHP o1 P
power on/off strategy has been widely studied. MIMO systems . .
with only one on-beam are discussed in [4], [5], where tH¥N€réFo, = p/s andp is the average received SNR. _
performance analysis is derived by geometric argumentsen t Before discussing the _flnlte rate feedback case, we consider
Gn.1 (C). For MIMO systems with multiple on-beams, man);he case that _the tra_nsmltter has_ full knowledge_ of the cé_alar_m
Wdrks, e.g. [9], [11], [12], employ Barg's formuld1(9) fors'gateH. In this setting, the optimal beamfolrmlng matr|?< is
performance analysis, which is only valid for MIMO system8Ven by Popi = 'V, where V¢ CEr*e is the matrix
with asymptotically large number of antennas but fixed numbgomMposed by the right singular vectorslgf corresponding to
of receive antennas. Valid for arbitrary MIMO systems, thes| the Iargesk singular values [6]. The corresponding information
in information rate is quantified for high SNR region in [13]/at€ IS .
which is _hard to be generalized to other SNR regiqns. For z_;\II Topt = Bn [Z In (14 Pon i)
SNR regimes, a formula to calculate the information rate is

).

: (11)

=1
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Fig. 4. Performance of finite size beamforming codebook.

analysis and Gaussian approximation. The simulation tesul
show that the performances approximated by the bounds (10)
match the actual performance almost perfectly and are much
more accurate than the one in [14].

V. CONCLUSION

This paper considers the quantization problem on the Grass-
mann manifold. Based on the explicit volume formula for
a metric ball in theg, , (L), the corresponding Gilbert-
Varshamov and Hamming bounds are obtained. Assuming
the uniform source distribution and the distortion defingd b
the squared chordal distance, the distortion rate funcison
characterized by establishing tight lower and upper bouAds
an application of these results, the information rate of &Kl
system with finite rate channel state feedback is accurately
quantified for abitrary finite number of antennas for the first

time.

where); is thei*" largest eigenvalue & HT. In [6], we derive
an asymptotic formula to approximate a quantity of the form
Eu [>;_, In(1+c)\;)] wherec > 0 is a constant. Apply the [1]
asymptotic formula in [6]Z,,: can be well approximated.

The effect of finite rate feedback can be characterized by tl'lgl
gquantization bounds in the Grassmann manifold. For finite ra
feedback, we define a suboptimal feedback function

i =¢(H) £ arg mind; (P(P;),P(Vy)),
1<i<|B]

where P (P;) and P (V,) are the planes in thgy, s (C)
generated byP; and V; respectively. In [6], we show that this 5
feedback function is asymptotically optimal Bg, — +oo and
near optimal wherRyg, < +o0. With this feedback function and
assuming that the feedback ratg, is large, it has been shown
in [6] that

[3]
(12)

(4]
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