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Abstract— In this paper we propose Cognitive Medium Access
(CMA), a protocol aimed at improving coexistence with a set
of independently evolving WLAN bands. A time-slotted physical
layer for the cognitive radio is considered and CMA is derived
based on experimental models. By recasting the problem as a
Constrained Markov Decision Process (CMDP), throughput is op-
timized while keeping interference below some given constraint.
The optimal control policy is obtained via linear programming.
In addition, we show that optimal CMA admits structured
solutions which are computationally less expensive and allow
further insight into the problem. Numerical results are presented
for typical coexistence setups and show a significant performance
improvement.

I. INTRODUCTION

Wireless communications has become ubiquitous in today’s
society leading to a dense allocation of relevant frequency
bands. Actual measurements [1], however, reflect that most
of these frequency bands are vastly underutilized because
they are statically assigned to a single licensee. The resulting
scarcity of available frequency bands confines many consumer
applications to the unlicensed ISM bands which in turn are
becoming increasingly crowded. Wireless communications in
these bands is often limited by mutual interference.

Recent advances in software-defined radio have sparked
interest in resolving this paradox by dynamically accessing
spectrum. In this paper, we consider hierarchical setups [2],
where the cognitive system is designed such that no or only
insignificant interference is generated toward the primary user.
Specifically, we identify the primary user with a set of parallel
WLAN channels and consider a time-slotted physical layer for
the cognitive radio.

A hierarchical approach mandates that orthogonality be
maintained between both systems. In our work this is guaran-
teed in the time domain, by predicting the WLAN’s medium
access based on a stochastic model [3]. Interference is avoided
by reusing idle periods between bursty WLAN transmissions.
The cognitive radio’s hopping sequence is altered such that it
preferably hops to bands not currently used by the WLAN.

1This paper was prepared though collaborative participation in the Com-
munications and Networks Consortium sponsored by the U.S. Army Research
Laboratory under the Collaborative Technology Alliance Program, Coopera-
tive Agreement DAAD19-01-2-0011. The U.S. Government is authorized to
reproduce and distribute reprints for Government purposes notwithstanding
any copyright notation thereon.

The cognitive radio designed in this paper could be viewed as
a “smart” Bluetooth device. This will enable us to compare
the performance of our schemes with this benchmark.

A. Main contribution

The paper’s main contribution is the proposition of Cogni-
tive Medium Access (CMA), a protocol that maximizes the
throughput of the cognitive radio while satisfying interference
constraints. We consider two metrics, namely (i) a cumulative
interference constraint (CIC) reflecting the number of slot
collisions per unit time, and (ii) a packet error rate constraint
(PERC), limiting the number of WLAN packet errors due to
the interferer. Both constraints are enforced based on a WLAN
prediction model previously proposed [3].

CMA is derived mathematically by formulating the prob-
lem within the framework of Constrained Markov Decision
Processes (CMDPs). The optimal control of the CMDP can be
obtained via linear programming [4]. We briefly state the stan-
dard solution technique. Moreover, we show that structured
solutions exist for both types of interference constraints, which
facilitate implementation and allow for additional insight into
the problem.

B. Related work

CMA is relevant to both the cognitive radio and the coex-
istence community. Among the first to consider time-domain
dynamic spectrum access is [5], deriving access schemes based
on identical slot structures for primary and secondary system.
Modeling the medium access of unslotted systems such as
WLAN has been considered in [3], [6] and led to a semi-
Markov model. A continuous-time Markov chain (CTMC)
approximation has been considered in [7] together with a
periodic sensing approach.

Within the coexistence framework, our problem falls into
the category of adaptive frequency hopping. Such methods are
of particular interest to improve WLAN/Bluetooth coexistence
[8]. However, in contrast to existing schemes, which classify
channels based on feedback from higher-layers, our approach
is able to capture the dynamic interference from the WLAN
by pursuing a model-based design approach.

The rest of this paper is organized as follows. In Sec. II we
introduce the system setup and summarize our experimental
studies. In Sec. III we derive CMA within the framework of
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Fig. 1. System setup. The cognitive radio is time-slotted and uses either
FH or DSSS (shown above). Circles (squares) denote and idle (busy) sensing
result. A collision is shown in slot 3.

CMDPs. The structure of the optimal policy is obtained in
Sec. IV. Numerical results are given in Sec. V.

II. SYSTEM SETUP

In this paper we consider a set of M parallel WLAN bands
as depicted in Fig. 1. The bands evolve independently accord-
ing to the standard [9]. WLAN implements the CSMA/CA
protocol for multi user access and is thus an unslotted system.

A. Physical layer design

The design of the cognitive radio focuses on the time-
slotted system depicted in Fig. 1. Specifically, we consider two
different setups, namely (i) a frequency-hopping (FH) setup,
and (ii) a direct-sequence spread spectrum (DSSS) physical
layer.

The FH setup is similar to standard Bluetooth. Transmis-
sions are initiated in narrowband channels, with N channels
overlapping with each of the M WLAN bands. Mutual in-
terference is reduced since the WLAN has some inherent
robustness to narrowband interference. The DSSS setup is
similar to 802.11b WLAN [10] but uses a different spreading
code to enable coexistence. Both setups are equivalent in terms
of formulating CMA, since we only design optimal hopping
across the M WLAN bands [11].

Choosing a slotted system is a natural approach for limiting
interference. By employing a sense-before-transmit strategy
collisions can occur only if the primary user becomes active
in the current slot. Interference can thus be limited based on
predicting the WLAN’s access behavior.

B. Operation

The operation of the cognitive system is shown in Fig. 2.
At the beginning of every slot a spectrum sensor determines
whether the medium is busy or idle. We assume the front-
end is powerful enough to observe the state of all M bands,
leading to a fully-observable scenario. If only a single band can
be sensed at a time the problem becomes significantly more

Spectrum
sensor

ModemUser data

CMA
Control

Band 
selection

Tx?

RF
front end

Fig. 2. Block diagram of the cognitive radio’s operation.

complex. We extend our work to this partially-observable case
in [11].

Based on the sensing result, the CMA controller determines
whether to initiate a transmission, and if yes in which band.
We will show that optimal CMA leads to a randomized control
policy: based on the current sensor reading a biased coin flip
determines whether or not to transmit. We assume perfect
sensing throughout the paper.

In the scope of this paper we shall focus on a single
master/slave architecture for the cognitive system. We assume
that the sensing results of all nodes are the same, and achieve
a joint hopping pattern by sharing a random seed. Additional
information can be encoded in higher-layers, similar to Blue-
tooth [12].

C. Empirical interference models

The interaction between both systems has been charac-
terized in an experimental study [11], [13]. Specifically, we
evaluated (i) the impact on the WLAN’s carrier sensing and
(ii) determined the probability of a collision leading to a
packet error. We stress that both models are based on actual
measurements at 2.4 GHz.

The cognitive radio may impact the WLAN’s carrier sens-
ing, if it is mistaken as another WLAN station. Clearly this
would alter the medium access and violate our hierarchial
approach. Our measurement results show, however, that for
typical deployment scenarios, the cognitive radio’s transmis-
sions appear transparent [13].

While we anticipate no impact on the WLAN’s carrier
sensing, collisions between both systems cause WLAN packet
errors. We have evaluated by measurement the probability of
a collision leading to a packet error [13]. Our results show
a strong dependence on the signal-to-interference ratio (SIR)
at the receiver. In the scope of this paper we consider the
worst-case assumption that every collision inevitably leads to a
packet error and refer to [13] for detailed measurement results.

III. COGNITIVE MEDIUM ACCESS

In this section we derive CMA based on a stochastic model
of WLAN’s medium access which enables us to constrain
the number of slot collisions. We briefly review the model,
formulate the problem as a CMDP, and state the standard
solution technique.

A. Semi-Markov model and CTMC approximation

CMA exploits idle periods that remain between bursty
WLAN transmissions. In order to be able to predict the
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WLAN’s behavior we need to stochastically model the idle
and busy durations of the channel. Based on empirical data
gathered via a sensing testbed we showed that a semi-Markov
model (SMM) with a mixture fit provides for an accurate
characterization [6]. The fit was verified based on statistical
measures.

While the SMM is accurate, it is complicated to derive ac-
cess schemes based on it. To improve tractability we consider
an exponential approximation,

idle: F0(t) = 1 − e−λt, busy: F1(t) = 1 − e−µt, (1)

which leads to a continuous-time Markov chain (CTMC) with
parameters λ and µ. The memoryless property significantly
simplifies the derivation. Moreover, although the exponential
fit is not strictly validated by statistical measures of fit, it
shows a good match with the empirical distribution. We have
evaluated the robustness of the CTMC approximation and
achieved promising results. We refer to [11] for more details.

B. Decision-theoretic formulation

We proceed by defining the CMDP. Let each of the M
WLAN bands evolve according to a CTMC {Xi(t), t ≥ 0}
with states ‘0’ (idle) and ‘1’ (busy). Note that this is a
continuous time random process with holding times as in (1).
The cognitive radio senses these bands at the beginning of
every slot, inducing the discrete time processes {Yi[k], k ∈
Z+} for each band. For notational convenience collect all
sensing results in the vector-valued process

Y[k] =
[
Y1[k], . . . , YM [k]

]T
. (2)

Transition behavior: The transition behavior and stationary
distribution of this chain can easily be obtained by exploiting
the independence of the bands and well known properties of
CTMCs. The stationary distribution of the i-th band evaluates
to

η
(i)
0 =

µi

λi + µi
, η

(i)
1 =

λi

λi + µi
(3)

and the transition matrix [14, p.391] is given by

P(i) = 1
λi+µi

[
µi+λie

−(λi+µi)t λi−λie
−(λi+µi)t

µi−µie
−(λi+µi)t λi+µie

−(λi+µi)t

]
. (4)

Control dimension: Based on the sensing results, the CMA
controller determines in which (if any) channel to transmit. Its
actions are represented by the set A = {0, 1, . . . ,M}, where
a = 0 denotes that no transmission takes place and a ≥ 0
denotes that a transmission is initiated across channel a.

Reward and cost structure: Throughput optimization sub-
ject to the interference constraint is based on expected immedi-
ate rewards/costs that are accrued/incurred based on choosing
action a in state y along the sample path [11]. We accrue a
unit reward for a successful transmission which leads to the
expected immediate reward

r(y, a) =
{

1[ya=0]e
−λaTs , a ≥ 1

0, a = 0 . (5)

We consider two different interference metrics. First, the
cumulative interference constraint (CIC) limits the number of
slot collisions per unit time. This leads to the immediate cost

dc(y, a) =




1 − e−λaTs if ya = 0, a ≥ 1
1 if ya = 1, a ≥ 1
0 if a = 0

. (6)

However, the above formulation does not condition on the
WLAN’s traffic density. We incorporate this dependence by
imposing packet error rate constraints (PERCs) for each
WLAN band,

dp(y, a) =




(λa+µa)(1−e−λaTs )
µaλaTs

if ya = 0, a ≥ 1
1 if ya = 1, a ≥ 1
0 if a = 0

. (7)

The PERCs corresponds to the average percentage of packet
errors due to the cognitive radio’s interference.

CMDP formulation: Finally, we need to define optimization
criteria based on the immediate rewards/costs. The objective
is to maximize the expected average reward

J(π) = lim
N→∞

1
N

N∑
t=1

Eπr(Yt, At) (8)

subject to a CIC,

Dc(π) = lim
N→∞

1
N

N∑
t=1

Eπdc(Yt, At) ≤ α, (9)

or subject to PERCs for each band 1 ≤ i ≤ M

D(i)
p (π) = lim

N→∞
1
N

N∑
t=1

Eπ1[At=i]dp(Yt, At) ≤ αi. (10)

C. Solution strategy

The CMDP formulation (8)-(10) can be solved via linear
programming [4]. It is well known that the optimal control of
a CMDP corresponds to a randomized stationary policy [15].
This means that in state y, the controller chooses randomly
among a set of actions A(y). Note that in practice this is easily
implemented by flipping biased coins.

The standard solution technique uses the long-run frequency
of state-action pairs, ρ(y, a), to express the objective function
and the constraints. This leads to an equivalent linear program-
ming formulation (see [4] for details).

Theorem [4, p.38]: The linear program

max
ρ(y,a)

∑
y∈X

∑
a∈A(y)

ρ(y, a)r(y, a) (11)

subject to∑
y∈X

∑
a∈A(y)

ρ(y, a)di(y, a) ≤ αi, 1 ≤ i ≤ M, (12)

where ρ(y, a) ∈ Q and

Q =




ρ(y, a),y ∈ X, a ∈ A(y) :∑
y∈X

∑
a∈A(y) ρ(y, a)(δy(x) − Pxay) = 0∑

y∈X

∑
a∈A(y) ρ(y, a) = 1, ρ(y, a) ≥ 0



(13)
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is equivalent to the CMDP formulations (8)-(10).� Based on
ρ(y, a) the probability of choosing action a in y is

wy(a) =
ρ(y, a)∑

j∈A(y) ρ(y, j)
. (14)

IV. STRUCTURED POLICIES

While optimal policies can be computed using the LP
(11)-(13), we show that our specific problem setup leads
to structured solutions. This facilitates implementation and
allows further insight into the problem.

A. Cumulative Interference Constraint (CMA-CIC)

Without loss of generality assume that the channels are
ordered with respect to their mean idle periods, λ1 ≤ · · · ≤
λM . For a given CIC level α we show that it is optimal to
transmit in the first k(α) channels only.

Two important observations in (11)-(13) contribute to the
special structure. First, note that dc(y, a) = 1− r(y, a) for all
state-action pairs. Second, the optimal policy is not unique.
To see this, define sets Xi, which include all states for which
channel i is idle

Xi = {x ∈ X : xi = 0}, 1 ≤ i ≤ M. (15)

States x,y ∈ Xi offer the same reward at the same cost for
transmitting across channel i and are thus equivalent.

This leads to the following threshold policy (cf. Fig. 3).
After observing the sensing result y for all channels, define i
as the idle channel with the smallest index. Transmit in this
channel with certainty if i < k(α) and do not transmit if
i > k(α). If i = k(α) randomize, i.e., transmit with a certain
probability wi.

The threshold k(α) is obtained based on the CIC level α.
Transmissions can only occur in the first idle channel and thus
the maximum interference level from channel i amounts to

ξi =
∑
y∈Xi

1[yj=1,∀j<i]ρ(y, i). (16)

The threshold k(α) is the smallest k such that

ξ1 + · · · + ξk > α. (17)

By definition of the {ξi} we obtain the randomization wi as

wk =
α − ξk(α)−1

ξk(α) − ξk(α)−1
. (18)

B. Packet Error Rate Constraints (CMA-PERC)

In the case of PERCs, we have separate constraints for
each band. Since r(y, a) ≥ 0 the maximum reward would
be achieved if all constraints could be made tight. This may
not be possible, however, because we can only transmit in one
channel per slot. Even if we transmitted in every slot, not all
PERCs can be made tight.

1 2 3=k( ) M ch. #

1

2

3

M

Dc
ran-

domize
always 

transmit
never 
transmit

Fig. 3. Threshold solution for CMA-CIC.

In practical scenarios, however, the constraints will usually
be tight enough to limit the transmission behavior. Specifically,
if the following sufficient condition is met for all channels,

ξa =
∑
x∈X

1[xa=0]ηx∑M
l=1 1[xl=0]

≥ αa

da
, ∀a ∈ A, (19)

where

da =
(λa + µa)(1 − e−λaTs)

µaλaTs
. (20)

the optimal policy has a very simple structure [11].
If (19) is met,

∑M
i=1 wy(i) ≤ 1, and the constraints can be

made tight. We can thus transmit in band i with probability

wy(a) =
αa/(daξa)∑M

l=1 1[yl=0]

. (21)

V. NUMERICAL RESULTS

In this section we present numerical results for the CMA
protocol and compare its performance to a blind hopping
scheme such as standard Bluetooth. Furthermore, we show
a practical example for the threshold policy introduced in
Sec. IV.

A. Simulation parameters

As typical in coexistence setups, the performance of CMA
depends on the dynamic behavior of the WLAN. Our numeri-
cal analysis thus evaluates CMA’s throughput and interference
behavior for varying WLAN traffic load. The WLAN traffic
load is indexed by the parameter σ, where small values
denote light utilization, while σ close to one denotes heavy
traffic load. The numerical results are obtained via simulations
using the CTMC approximation. Its parameters, however, were
extracted from an actual 802.11b system [6] and can be found
in detail in [13]. The remaining simulation parameters were
chosen to mimic a typical Bluetooth/WLAN coexistence setup
[11].

B. Throughput and interference of CMA

The throughput and interference of CMA are shown in
Fig. 4 for varying WLAN traffic load σ. Note that Fig. 4
shows the throughput, the cumulative interference, and the
packet error rate for each scheme separately.

We compare the performance of CMA to a blind hopping
scheme similar to standard Bluetooth. This oblivious interferer
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Fig. 4. Comparing CMA with a blind scheme. CMA-norm is designed to
have the same PERC as the blind transmitter. CMA-PERC and CMA-CIC
impose the specified constraint across σ.

transmits in a randomly selected channel in every fifth slot.
We observe a small throughput and a packet error rate of about
15-20%. CMA significantly outperforms this blind scheme. In
order to provide a fair comparison we chose the constraints α
such that CMA has the same packet error rate as the oblivious
transmitter. This leads to a throughput increase by a factor of
2.5. The packet error rate decreases with σ since, at low σ,
fewer collisions occur in total, but also fewer WLAN packets
are transmitted.

We have also plotted the performance for a constant PERC
of αi = 0.1∀i and CIC of α = 0.05, respectively. The corre-
sponding curves are shown in the same plot and outperform
the oblivious transmitter’s throughput while offering smaller
interference at the same time. Note that at least for small
σ, constraining the packet error rate is more restrictive than
limiting the average number of slot collisions.

C. Threshold Policy

Second, we evaluate the CMA throughput with respect to
increasing interference constraints α (αi = α ∀i for PERC).
For CMA-CIC we can expect to observe M piecewise linear
segments due to the threshold policy. Indeed, Fig. 5 shows
that the channel with smallest λ is predominantly used and
by enlarging the plot we can identify the M segments. For
CMA-PERC, we observe a linear increase with α.

VI. CONCLUSIONS

In conclusion we have proposed CMA, a cognitive medium
access protocol that enhances coexistence with a set of parallel
WLAN bands. CMA’s derivation is based on an empirical
model which predicts the WLAN’s bursty medium access.
Access strategies were derived based on a CMDP formulation
and linear programming. We identified structured policies
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Fig. 5. Throughput vs. interference constraints. Thresholds for CMA-CIC
are indicated with dotted lines.

that allow further insight into the problem. The numerical
assessment showed that a significant performance gain can
be expected in realistic coexistence scenarios.
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