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Abstract—This paper deals with distributed beamforming destination. This approach does not require any CSI at the re
techniques for wireless networks with half-duplex amplifyand-  Jays. Two different perturbation schemes are investigdieth
forward relays. Existing schemes optimize the beamforming ¢ \hich are based on deterministic perturbation sets tadavo

weights based on the assumption that channel state informiain . . - o .
(CSI) is available at the relays. We propose to use adaptive extensive signaling/feedback overhead. Within this cantee

beamforming based on deterministic perturbations and limted Present a scalable protocol, discuss implementation &spec
feedback (1-bit) from the destination to the relays in orderto and provide numerical performance comparisons. Simuatio

avoid CSI at the relays. Two scalable perturbation schemesra results corroborate that our approach can satisfactamlykt
considered and practical implementation aspects are addssed. time-varying channels in non-static environments. We tiuié

Simulation results confirm that the proposed techniques clsely . th text of wirel d-h twork lated id
approach optimum performance and have satisfactory tracking In the context of wireless ad-hoc networks a related iaea was

properties in time-varying environments. touched upon in [9] without explicitly addressing the imiamoit
practical problem of weight exchange.
I. INTRODUCTION The rest of the paper is organized as follows. Section
A. Background M introduces the system model and Section Il proposes

JRerturbation-based distributed beamforming with 1-bitdre
Qgck. A comparison with optimum batch solutions is provided
in” Section[1V. Sectio_V discusses simulation results and
conclusions are provided in Sectibn] VI.

Terminal cooperation in wireless networks has been r
ognized as a means to form virtual arrays that can reali
spatial diversity in a distributed fashion. An importanéesial
case is distributed beamforming with half-duplex amphfyd-
forward (AF) relays. The coherent AF scheme in [1] requires Il. SYSTEM MODEL
local channel phase information at the relays to achieve
coherent phase combining with equal power at all relaya
Beamforming with non-uniform power allocation (PA) under

sum power constraint [2], [3] and under individual relay pow 1,..., R (cf. Fig[d). The half-duplex constraint necessitates a

cor!stramts [4] Oﬁefs S'gr."f'ca”t performance gains. I.Imme wo-hop protocol. In the first ho@ transmits the signal/P;s
optimal beamforming with PA places strong requwemen{g the relays which receive

regarding channel state information (CSI) at the relays. Fo
centralized arrays with co-located antennas, this remerd xi =+ Pshis+w;, i=1,...,R. (1)
has peen circu_mven_ted by_adaptive gradien_t bear_nformilqgre’S is the transmit symbol normalized &s[2} =1 (E{-}
Fechnlques t_hat iteratively adju_st the beamfprm|ng weigls- denotes expectationy, denotes the average transmit power of
ing stochastic vector perturbations and limited feedbacknf S, hy is the complex coefficient of the flat fading “backward”
the destination [5]. A related approach based on detert'minischanna betweensS and R;, and w; ~ CA'(0, No) denotes
perturbations is presented in [6]. In a similar spirit, feack- i.i.d. complex Gaussian noise. In the AF scénario constiere

as_ssted distributed beamformmg W'th phase perturbatlonthe second hop amounts to each relay transmitting a complex
wireless networks was considered in [7] and extended to tggaled version of the signal it has received, i.e

multiuser context in [8]. However, both methods do not assum

a relay setup and do not address distributed PA. . . P
T, = Oé;: Al Zi , with )\i = m (2)
B. Contribution and Organization of Paper slhal* + No

We consider perturbation-based beamforming (PB-BF) with€re. complex conjugation (superscriptof the beamform-
1-bit feedback in a relay network. Under the assumption ofi3d Wweights o; will simplify notation later on, and); is
sum power constraint, the relays use the feedback bit totad@pPOWer normalization factor such that the average relay
their beamforming weights in order to maximize either thBOWer 1S E{|ri[*|hi} = |as[*P. The destination receives

signal-to-noise ratio (SNR) or the received signal powehat ¥=2>_i—1 i7:+v, whereg; denotes the complex coefficient of
the “forward” channel betweeR; andD, andv~CN (0, Ny)

We consider a perfectly synchronized wireless network with
hgle antenna nodes where a single soosommunicates
ith a single destinatior® via R half-duplex relaysk;, i =
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Feedback is to apply the currently best beamforming vector, denoted

S | ay, (k is the frame index), to the data while using a perturbed
hl,.:fr” : | \-f\_\_gl } ! versionay, of the beamforming vector for the training portion.
/./' | ,(:5. ‘ \'\.\_L ! The destination evaluates the effectiveness of the pexturb
_Yf'r"'ﬁ?"‘*" ! \ _.3_._92._.,:]3Y_ - weights and checks whether or not the perturbation improved
S .T\'\,hR Y‘r@‘ﬁj g D the objective functiory(a). It then provides the relays with
N L one bit of feedback to indicate which beamforming vectotisha
VIV be used to forward the data of the next frame.
In the proposed scheme, the weiglits are obtained by

an additive perturbation from the data beamforming vector
ay. While in a centralized setup the perturbation vectors can
be chosen randomly for each frame, our distributed setup

: : . . . necessitates a deterministic vector set, collected i a N
is complex Gaussian noise. Insertiig (1) ahtl (2) yields the X I

matrix Q = [qo - . - qnv—1], from which the perturbation vector
compound channel mode! is picked in[a cyclic fas]hion (cf. Section 1I1ID).
y==¢Es+n, with ¢2af’h, n2a’Gw+v. (3) In the following, we present two variants of the proposed
- S o4 _ » PB-BF scheme and describe the individual steps in moreldetai
H_erei h :7[h1 ' ','h’f]A with A . higihiv/'Ps, G = For this discussion, we assume that all channel coefficients
dlag(gl, e ,gR) with gi:gi/\ia andw = [w1 e wR]T. Since

; . . remain constant during the weight adaptation process.
the weight vectone= [a; ... ag]T enters also the noise part in g g P P

@), it demands careful design to prevent noise amplificatioB. Take/Reject (T/R) Perturbation

From [3), the average power corresponding to the signalThe perturbed weights for thth frame are computed as
part of y and the SNR aD are respectively obtained as

Fig. 1.  Wireless relay network with feedback.

_ __ _ 5 &), = Qi + [LQk mod N » (6)
Pp(a) £ E{[¢s]?|h} = a"hbh"a = |a”h|",  (4) : _ . :
~ where . is a step-size parameter determining the adaptation
» E{|¢s|?|h} 1  af’hhfa rate, followed by proper normalization, i.&x; = &} /||é ||
pla) = E{2[G} ~ Nol+alGGla ) i case of a sum power constraint aag; =aj /|y | for

) ) ) ] a per-relay power constraint. The weiglitg are applied to
In the following, we will usey(cx) as generic notation for our yhe training sequence received at the relays, which is then
objective function, which can either b@p(c) or p(«). The  forwarded toD. At D, the known training sequence and the
beamforming vectoix can be batch designed to maximizgecejve signal are used to evaluate the performance;of
~v(ex) subject to a specific relgy power con_st_ramt. We resqffithin Ty according to the objective function, i.&y, =(éy).
to two types of power constraints: Constraining the complg¥acall that+(-) represents either the received signal power

beamforming ngghts tda;|2 = 1 (this amounts _essentially Pp(-) in @) or the SNRp(-) in (B). The actual estimation of
to phase-matching at the relays [7]) ensures identical p@hage quantities will be addressed in Secior1II-E.

relay p(_)WGI’E{|7’}é|2|hZ-}2:P. In contrast, the total sum power  The destination then comparés to the performance;, =
constraintE{ 32;%, [ri|?|hs, ... hr} = P requires 2that the 4 (a,) achieved with the beamforming vectass, that up to
beamforming vector has unit Euclidean norffe|® = 1. his point performed best. #, < ~x, &, does not perform

However, such batch designs entail stringent requiremeRsiter thanay, and hence the relays should stick with,
regarding the CS| available to the relays (cf. Seclioh IV). for the data in the next transmission frame (‘reject}).

lIl. ADAPTIVE PERTURBATION-BASED BEAMFORMING ~ Otherwise {;. > ), the beamforming vectai; improves on

A Transmission Princiole oy, and should thus be used in the next frame to transmit the
' P data (“take”ay). This rationale can be implemented be letting

To avoid CSI at the relays, we study distributed beamformp provide the relays with a single bit of feedback, given by
ing using feedback-assisted adaptive weight perturbaiiba

idea underlying this approach is to maximize the objective ¢k = U(Yk—k),

functiony(«) by adjusting the beamforming weights at the reyhere () denotes the unit step function. Depending on the

lays in an iterative manner using limited feedback (seeig. feedback bit, the relays update the data beamforming vector
For co-located arrays with centralized processing sinil@as ¢y the next frame as

have been proposed in [5], [6]. )

Transmission happens in frames consisting of a training Qppr = {akv !f cp =0,
interval 7, and a data intervallg. The relays use different ay, if ¢ =1
beamforming weights to forward the training and data pdirts

Phe vector will be the basis for the next perturbation
each frame received fro to D according to[(R). The idea haas, P

according to[(B). The destinatidd performs the correspond-

2superscript” () denotes (Hermitian) transposition; diag, ..., zm) N9 .uPda:te'Vk-Fl = max{ﬁ;?,wc}. Th's process continues In _
is them x m diagonal matrix with diagonal elemenis, . .., z. an iterative manner. During the first frame, the scheme is



initialized with & = oy (by setting, e.g.op=[1...1]"A/R E. Channel, Power, and SNR Estimation

in case of a sum power constraint) amg=0. We next discuss the estimation of the receive signal power
C. PlugMinus (P/M) Perturbation Pp(a) in (@) and the SNRp(a) in (B) which are used

T/R perturbation has the advantage that performance ne@ér Performance measures, as well as the estimation of the
deteriorates, i.e.y(ayi1) > v(cu). On the other hand, in compound chgnneﬂ in @).reqwred for. coherent detection.
many cases the perturbati@n (6) will not yield an improvetnen In the following, we omit the frame indek and denote t/he
which entailsayz4; = a, and hence slow adaptation. WePilot sequence within a transmission framesgg], n< 7.
next discuss an alternative perturbation scheme with rfastd!® destination can then compute the maximum likelihood
adaptation rate. Here, the training interdglis split into two (ML) estimate of the compound channel as

+ - ich di : .

halves7," and7," for which different perturbed beamforming S et ylnlss[n]

vectors are used, iB., £= S sl (8)
G O MmN oo Ok = fdimedN gy e PR
B et 1 Qemoan || B ot — p dbmoan | Using [8), th_e ML estimates of receive signal power and SNR
o _ can be obtained as
The destinatiorD then measures the performancedgf and -
&, by evaluating the objective function according ﬂz@ = P = IfIQ A [3 9)
A7) and 4, = (&, ) within 7,5 and 7, respectivel P P= 3 2
7(éy) and 5, = (&) within 7, o, respectively. 1 Ser yln] = Espln]

While in principle we could pick the beamforming weights
corresponding to the maximum &f", 7, , andvx = () For T/R perturbation[{8) and](9) are evaluated usjrig=

(the performance of the current data beamforming vectorly. After each weight update the destination stores the channe
1-bit feedback can only support binary choices. Hengg, e€stimate and uses it for data detection of the subsequenééra
will be discarded in any cas&® broadcasts the feedback bittill the next update occurs. With P/MI(8) arid (9) are caltada

¢k = U(3; —7;) to the relays, indicating whether the “plus™twice in each frame witly” =7+ and7’=7,". The channel
perturbationa; or the “minus” perturbations, performs estimate corresponding to the better beamforming vector is

better. In the next frame, the relays use the beamformingwecthen kept for data detection in the next frame. Alternagivel

T an approximate ML estimate for the channel coefficigan
Qpyp1 = ?‘73’ ff e =0, be obtained by evaluatin§l(8) over the whole training iraérv
a,, ifc =1 (T" =Tp) within the same frame (cf. [5]), provided that the

Although P/M perturbation shows typically faster adaptati Step-sizeu is chosen sufficiently small and;"|=|7,"|.
than T/R, some_tlmes both perturbations(ih (7) deteriortage tF. Birth and Death of Relays

performance with respect tg,. Thus, P/M performance may o _ _ .
fluctuate continually. Furthermore, only half of the tragi ~ Our deterministic perturbation approach is scalable it tha

interval can be used to estimate eachjpfand; . it can be easily adapted to deal with the situation where/sela
. enter (“birth”) or leave (“death”) the network, even in the
D. Perturbation Set

case of a sum power constraint. We assume that the maximum

Vector normalization of the weights il(6) arld (7) ensurasumber of relays iS2may, Of Which R < Rmax are active and
that the sum power constraint is satisfied, but requiressthett can exchange information witP but not with each other. In
relay knows all elements of the beamforming vector. Henceegsence, the destination and each relay keep track of all the
stochastic gradient algorithm with random perturbation vectorgctive relays. The relays can then compute the requiredvect
(as in [5]) cannot be applied to relay networks; this wouldorm |ocally. Additionally, all relays know their “idengit
require to exchange all weights among the relays, thus imp@gdex i), which is fixed and enables them to pick their
ing a tremendous signaling overhead. Rather, we proposeciresponding beamforming weight. If a rel®&y, drops out,
use a matrixQ of deterministic perturbation vectors (cf. [6]) it informs D which in turn broadcasts the relay indéx to
known to each relay. This allows each relay to keep track gfe remaining relays usingg, (Rmax) bits. These relays then
all beamforming weights and to perform vector normalizatiogxclude the corresponding beamforming/perturbation kteig
locally. Reasonable choices for the deterministic pestion from the update process. If a new relay enters the system, it
matrix are Q = [F,jF] (i.e., N = 2R vectors) for PIM contactsP which in turn broadcast&max bits to indicate to
perturbation andQ = [F,jF, —F, —jF] (IV = 4R) for T/R gl relays (also to the new one) which relays are active.&inc
perturbation; heref is an Rx R unitary matrix. We observed the new relay cannot know the current beamforming weights
that choosingF' as discrete Fourier transform (DFT) matrixof the other relays, the weight adaptation process needs to b
provides good performance under various conditions. re-initialized in this case.

Note that with the per-relay power constraint, elemenewis |, the case of a per-relay power constraint, element-wise
normalization does not require knowledge of all weights §feight normalization allows that the relays only need tckra
each relay, thus allowing also for stochastic perturbation thejr own weights. This renders a birth-and-death protocol

3These expressions are valid for the sum power constrairh \per-relay particularly eas_y' S_'nce_ relays can _enter or leave the syste
power constraint, weight normalization has to be perforrletnent-wise. ~ completely arbitrarily without informing the other relays



V. COMPARISON WITHOPTIMAL BEAMFORMING and the destinatior® employs an ML detector. We further

We next compare optimal batch beamforming designs wigissume error- and delay-free 1-bit feedback, and employ a
adaptive PB-BF. The former requires each relay having eitrféeterministic perturbation set based of a 3 DFT matrix.
local CSl (i.e., gach relay’s own back_- and forward channel) |gealized Scenario
or global CSI (i.e., all channels) available, whereas PB-BF

exploits limited feedback to avoid CSI at the relays, In this scenario, all channels are static i.i.d. Rayleigtirfg

with different path loss, i.e.h;, g; NCN(O,d;Q) with d; =
A. Optimal Batch Designs 1,3, 5. Each relay perfectly knows its backward channel (used
Equal Gain Combining (EGC). Maximizing Pp(c) or p(a) in (@), andD has perfect knowledge of the compound channel
under a per-relay power constraint yields the beamformifgand the performance measurép(a) and p(a). Unless
weightsa; = h;/|hi| = higi/|hig;| that amount to coherent Stated otherwisel”/N, =18 dB.
combining [1]. This scheme requires that each relay knowsConvergence Behavior. For the case of PB-S-SP using P/M
the phase of its backward and forward channel. and T/R perturbation with step size = 0.1 and p = 0.3,
Power Maximization under Sum Power Constraint (P-SP).  Fig-[2(a) shows the evolution of the receive SNR=p(cy)
Optimizing Pp(c) in @ under a sum power constraint(”ormal'zed by the maximum receive SNR) versus the frame
amounts to maximizinga’h| subject to|jal?> = 1. Via indexk for one channel realization. It is seen that with /R
the Cauchy-Schwarz inequality, the solution is obtained snondecreasing and reaches almost optimal performance; a
a; = h;/|[h| requiring global CSI atR;. Alternatively, if larger step size results_ln_faster convergence but alsoargarl_
global CSI is available at, each relay needs only local9ap to the optimum. Similar observations apply to P/M, which
CSI and feedback ofh|| from D. This shows that the relaysCOnverges significantly fgster t_han TIR, bu_t features M|
optimally allocate their transmit power to match the cutreffuctuations whose amplitude increases with the step size.
local fading coefficients while performing coherent coniiip For a systematic assessment of the convergence rate of PB-

SNR Maximization under Sum Power Constraint (S SP). The S._SP (V\{|thu:0.1_), Fig.[3(b) shows the ef“p'”ca' cumulative
) ey distribution function (cdf) of the normalized SNR gap that
beamforming vectokx can also be chosen to maximize the

SNR p(a) in @) [2], [3]. Under the sum power constraintremains after a certain number of frames (shown as curve
|2 =1 this can be ,shov.vn to lead to a generalized eigenvalIabels). The cdfs were obtained witl)® fading realizations.

L . ) . Bm converges considerably faster than T/R. To achieve an
problem whose solution i Gf' Ehe |de_nt|ty matrix) [3] SNR gap of less tha#.3% in 91% of the cases, P/M and T/R
B respectively require 40 an iterations. However, aftarge
o (I+GGH)"'h ivel ire40 and 70 i i H ft
T+ GGH)~h|’ number of frames, T/R on average features a considerably
Again this essentially requires either global CSI at theys! smaller SNR gap than P/M. Our simulations also revealed that
or local CSI with feedback off (I + GG¥)~th|| from D. In

a larger number of relays leads to slower convergence; for
contrast to P-SP[(10) also accounts for noise amplification

(10)

space reasons, the corresponding curves cannot be shosvn her

_ _ BER Performance. Fig.[2(c) plots bit-error rate (BER) versus
B. Comparison with PB-BF Schemes nominal SNRP /N, (in dB) for the batch designed beamform-

It can be shown thagt(a) and Pp(a) have only a global ing schemes EGC, P-SP, S-SP, and their perturbation-based
maximum (unique up to phase ambiguity) under both poweounterparts. In each simulation run, only the frames after
constraints and this maximum is achieved by the correspordnvergence of the PB-BF schemes were taken into account
ing optimal batch design. The proposed PB-BF schemes ainfdéo the BER evaluation (agaip = 0.1). As a reference, we
maximizep(a) or Pp(a), and indeed approach their optimainclude an AF scheme that uses uniform PA and no coherent
counterparts (cf. Sectién V). EGC can be approximated by PBambining (labeled ‘no BF’).

BF using element-wise normalization and the objective func It can be seen that all PB-BF performance curves are almost
tion v(a) chosen as received signal powes (). P-SP and indistinguishable from those of their corresponding bateh
S-SP performance can be approached usi@) = Pp(a) signs and offer significant gains over the no-BF case (edB, 8
and y(a) = p(a) as objective function, respectively, andSNR improvement at a BER db~?2). SNR optimization (PB-
vector normalization of the beamforming weights. The PB-BE-SP) is seen to outperform power optimization (PB-P-SP) at
schemes can be implemented via T/R or P/M perturbation.high SNR. In fact, PB-S-SP and S-SP are the only schemes to
achieve a diversity larger than 1. Power optimization urader
sum power constraint (PB-P-SP) and under a per-relay power
We next investigate a network witl® = 3 relays via constraint (PB-EGC) perform almost identically; in facB-P

numerical simulations; we will refer to the PB-BF schemes by.sp appears to suffer from noise amplification at high SNR.
adding the prefix ‘PB-’ to the corresponding batch desigm. Fo

a fair comparison, all schemes use the same total relay poWerRealistic Scenario

P (in (@) we thus haveP = P/R under a per-relay power We next use independent, time-varying flat fading channels
constraint andP = P under a sum power constraint). Thewith Jakes Doppler profile and the same path loss model as in
sourceS transmits BPSK symbols with transmit powr=P  Section V=A. Furthermore, the destination udds (8) &hdq9) t

V. SIMULATION RESULTS
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Fig. 2. PB-BF performance for idealized scenario with statiannels in a 3-relay network: (a) example for SNR evaiutabD (P/No = 18dB), (b) cdf
of the SNR gap after a fixed number of framé3/(No = 18dB, u = 0.1), and (c) BER versus nominal SNR & 0.1).

estimate the compound channel, the received signal poner, a 10 S PBP-SP oo

the instantaneous SNR. To this end, each transmission fran -B-PB-EGC, p=0.1

contains|7,| =10 pilot symbols in addition td74| =40 data ~2-PB-S-SP,=0.1

symbols. The normalization if](2) is achieved by measuring :;:i::zéiph“:c?':

the receive power at the relays during one frame. -A-PB-S-SP,11=0.5
We analyze the tracking capabilities of P/M perturbation

(with =0.1 andz=0.5) in terms of BER versus normalized ©

Doppler frequency (i.e., Doppler in Hertz times frame lédngt ~  $---—-——a¢—=~----- G LR .

in seconds) folP /Ny =22 dB (see FiglB). In general, the BER S )

degrades with increasing Doppler. At high Doppler frequesic 107

the relay weights cannot be adapted fast enough to the chanr T

variations (note that in practice, the feedback delay vdtl an 107 107 102

top of this). Moreover, if there are channel variations with normalized Doppler frequency

a frame, the compound channel and the objective functie@. 3.  BER versus normalized Doppler frequency for vari®RB-BF

cannot be estimated accurately. Even at low Doppler, thgeresthemes using P/M perturbation under a realistic scen&jaVp =22 dB).

an order of magnitude BER penalty for PB-S-SP (cf. Eig. 3

with 1 =0.1 and Fig[2(c) atP’/No =22dB). require a careful choice of the step-size parameter and the
We observe that at low Doppler frequencies a small stgRinsmission frame length.

size @ = 0.1) performs better whereas at higher Doppler

frequencies a larger step size=0.5) is advantageous since

it allows quicker adjustment of the relay weights. Note thdt] A.F. Dana and B. Hassibi, “On the power efficiency of sepisand ad-

with 1=0.1, PB-S-SP looses its entire performance advantage 2883"‘”;6"25152 networks,” ifProc. IEEE ISIT, Yokohama, Japan, June/July

over PB-P-SP at high Doppler frequencies. [2] P.Larsson, “Large-scale cooperative relaying netwitk optimal coher-
In time-varying scenarios, T/R suffers from the fact that ent combining under aggregate relay power constraintsProt. Future

: : Telecommunication Conference (FTC), 2003.
the beamforming weights are not updated when the chan II. Hammerstrom, M. Kuhn, and A. Wittneben. “Impact oflag gain

quality gets worse. This can be circumvented by building @ allocation on the performance of cooperative diversitywoeks,” in Proc.
forgetting factor into the performance meastje IEEE VTC-2004 (fall), Los Angeles, USA, Sept. 2004, pp. 1815-1819.
[4] Y. Jing and H. Jafarkhani, “Network beamforming usindays with
perfect channel information,” iProc. IEEE |CASSP-2007, vol. 3, April
VI. CONCLUSION 2007, pp. -473-111-476.

. . . .. [5] B. C. Banister and J. R. Zeidler, “A simple gradient siggaaithm for
We have mvestlgated scalable perturbauon-based disexdb transmit antenna weight adaptation with feedba¢EEE Trans. Sgnal

beamforming protocols in wireless relay networks that eipl Processing, vol. 51, no. 5, pp. 1156-1171, May 2003.

1-bit feedback to approach the optimal beamforming WeigH@ B. Raghothaman, “Deterministic perturbation gradiepproximation for
. d . hil idi cs| h | d transmission subspace tracking in FDD-CDMA,” Rroc. |EEE ICC-
in an adaptive manner while avoiding at the relay nodes. n03 vol. 4, May 2003, pp. 24502454

We used a deterministic perturbation set to optimize eitber [7] R. Mudumbai, J. Hespanha, U. Madhow, and G. Barriac, *Dis
ceived signal power or SNR at the destination under pey-rela ”ib“t/ggo gg”;”;iéo'%eamformmg using feedback contrélXiv preprint
. AT 72, .

or sum power cc_)nstralnts. T_he best performance was Obse_r[é?q‘lz.s Thukral and H. Bolcskei, “Distributed spatial mpléxing with 1-bit
with SNR as objective function under a sum power constraint. feedback,” inProc. 45th Allerton Conference on Communication, Control,
At high SNR, equal gain combining appears to be preferabje and Computing, Sept. 2007. _ .

R d . n] C. Li and X. Wang, “Cooperative multibeamforming in adcheetworks,”
over power optimization under a sum-power constraint. EURASIP Journal on Advances in Signal Processing, vol. 2008, no.

time-varying environments, the proposed perturbatioesws 310247, 2008.
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