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Abstract—Routing in delay tolerant networks (DTN) have duration of the connectivity between nodes has to be anglyze
attracted a great interest recently. Increasingly popular type to route messages efficiently. For example, consider a high
of DTNs are mobile social networks (MSN) also called pocket g-pqo| network. Students in the same class have higher ehanc

switched networks. Hence, analyzing accurately social network
properties has become an important issue in designing efficient to see (so also to transfer data to) each other than the studen

routing protocols for MSNs. In this paper, we first introduce a from other classes that can meet only during breaks.

new metric for detecting the quality of friendships accurately. In this paper, utilizing the social network features of an
Using the introduced metric, each node defines its friendship MSN, we presenFriendship Based Routingo analyze social
community as the set of nodes having close friendship with itself relations between nodes (i.e. people), we need to define thei

either directly or indirectly. Then, we present Friendship Based | . L . . .
Routingin which temporally differentiated friendships are used friendshipsin terms of their behavior. For this purpose, we

to make the forwarding decisions of messages. Real trace-drive define a new metric measuring different aspects of frierdshi
simulation results show that the introduced algorithm achieves behavior recorded in the history of their encounters witreot
better delivery rate while forwarding fewer messages than the nodes. We consider both direct and indirect friendship. We
existing algorithms. also differentiate friendships according to time of day and
propose to use different friendship communities in diffeére

I. INTRODUCTION time periods.

Delay Tolerant Networks (DTN) [1][2], are sparse mobile The rest of th_e paper i_s organizec_i as follows. In Segtion ]
wireless networks in which the connection between nodé§ Present a brief overview of previous work. In Section Il
changes over time and it is usually not possible to find a palff 9ive the detailed design of proposed algorithm. In Sec-
from source to destination at any time instance. Among maH§n 1V, we talk about our simulation model and its results.
real life examples of such networks, mobile social network8 Section V, we discuss the presented algorithm and outline
(MSN) (called also pocket switched networks) are of growin@e future work. Finally, we offer conclusion in Section VI.
si_gnifican(_:e as a res_ult of the rapid and wide spreaql usage of Il. RELATED WORK
different kinds of devices (e.g., cell phones, GPS deviast) . . . .
wireless capabilities among people and their surroundings | In the previous studies, several routing algorlth_ms hawbe_

Since mobile social networks has the potential of collaboriitroduced for DTNs based on different techniques (multi-
tive data gathering via already deployed and human matedairf@PY based [3]-[5], single-copy based [6]-[8], erasureingd
devices, opportunistic routing of messages in these nesvoP2sed [9]-{11]). Besides these studies, most of which assum
has attracted a great interest recently. However, due to SBIPlistic random mobility models (such as random walk) for
intermittent connectivity and lack of continuous end-tate the€ movement of nodes, many recent studies have focused
path between the nodes, routing is a challenging problemGR DTNs consisting of human-carried devices (we call them
these networks. To ease these difficulties and enable nob&3N) and tried to analyze the social network properties of
to give better forwarding decisions through routing, iremer these networks to aid the design of efficient routing altomi.
social network properties of these networks have beerzedli " [12], Daly et al. use both the betweenness and the
The connectivity (opportunity for message transfers) leetw similarity metric to increase the per.f(_)rmance. of routlng.. I
human-carried devices is achieved when they get into thgera$ch contact of two nodes, the utility function containing
of each other. Thus, the relationship defining the frequemgy heS€ two metrics is calculated for each destination, then t

node having higher utility value for a destination is givée t
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@ &) interval T'. In cases: andb, the encounter frequencies are the

0 [ T 1], .. same but the contact between the nodes lasts longer in case
0 ®) T ¢ C] T b than in casex. Therefore encounter pattetnoffers better

‘ 5 ﬁ E m R K i forwarding opportunities than does. Comparing casésand

0 @ T o 0 " ¢, we notice that the contact durations are the same but the
i i i s o E o E o encounter frequencies are different. Since frequent erieos

0 T 0 T enable nodes to exchange messages more frequentlyccase

is preferable tob for opportunistic forwarding. Among the
previously proposed metrics, encounter frequency faids (t
Fig. 1. Six different encounter history between nodeand j in the time  represent the stronger link) in the comparison of casasd
kngsz’:;[?e' jv;]iih?nh?ﬁeei? fgﬁ]erﬁusnﬁggiémergﬂggghter durations during Whieh 1 "5 4 total contact duration fails in the comparison of cdses
and c. Although average separation period can assign correct
link weights representing the forwarding opportunity irses

within destination’s community. A distinction between &c @ b andc, it fails in other cases. When we compare cases
community members and others is also made in [14] adfid d, both the contact durations and encounter frequencies
the forwarding is optimally balanced between these twoin@'e the same. However, cases preferred tod due to the

of encountered nodes. In [15], a community-based epiden@¥en distribution of contacts. In [15], preference of case
forwarding scheme is presented. First, it efficiently destéice is achieved by utilizing irregularities in separation perias
community structure using local information of nodes. TheRenalty factor. However, deciding on how much it will affect
it forwards the message to each community through gatewalf link quality in different cases is still difficult. .Moraer,_

In some other studies several interesting properties aalsodOr the cases such as an f, average separation period
networks are considered. In [16], irregular deviationsnfrofails to assign accurate link weights. #f = 1,, average
the habitual activities of nodes are addressed and it is sho#¢Paration period can not differentiate case@sde but case
that worst-case performance of routing can be improved BylS Preferable due to its longer contact duration (average
scattering multiple copies of a message in the network sugfParation period can even give preference to dase/; is
that even deviant (less frequently encountered) nodesbaill Slightly less thart,). Similarly, if ¢, = ¢3, average separation
close to at least one of these copies. In [17], the effect Bfriod can not differentiate casesand f even though case
socially selfish behavior of nodes on routing is studied. ~ °ffers better forwarding opportunity.

In this paper, we introduce a new routing algorithm différen To find a better link metric that reflects the node relations
from all above studies. First, we define a new metric tgore accurately, we have considered the following three be-
understand relations between nodes more accurately. Gecégvioral features of close friendship: high frequencyglexity,
we propose a local community formation based on this né@gularity. That is, to be considered friends of each otives,
friendship detection metric. We use not only direct relasio Nodes need to contact frequently, their contacts must tg lon
but also indirect ones in a different way than it was consider!asting and regular. Note that frequency and regularity are
previously. Third, we introduce a new approach to handffferent. Two nodes may meet infrequently but regulartyr (f
temporal differentiations of node relations. Throughou¢ t €<@mple, once a week) and still be considered friends. Bhis i
presentation of all these features of our design, we show Ghcourse a weaker friendship than the one with contacts both

detail how they differ from the previous work. frequent and regular. The previous metrics take into adcoun
some of these features but not all of them at the same time.
1. THE PROPOSEDSCHEME To account these properties in one metric, we introduce a

new metric calledsocial pressure metri€SPM) that may be
interpreted as a measure of a social pressure that motivates
Since the nodes in an MSN encounter intermittently, tiféiends to meet to share their experiences. In our setttrig, t
link quality between each pair of nodes needs to be estimatgflounts to answering the question ‘what would be the average
to learn about the possible forwarding opportunity betwegnessage forwarding delay to nodeif node i has a new
nodes. Then, the temporal encounter information betwegiessage destined to nogdeat each time unit?’. Then, we
nodes can be condensed to a single link weight and thefine the link quality ¢; ;) between each pair as the inverse

A. Analysis of Node Relations

neighboring graphs of nodes can be constructed. of this computed value. More formally:
Previously, several metrics, including encounter fregyen
. . T
total or average contact period and average separation pe- Ji—o F(t)dt 1
riod [15] were used to extract the quality of links betweeitpa SPM;; = T andw; ; = SPM,,

of nodes. However, all these metrics have some deficienties i

the accurate representation of forwarding opportunitywbeh where f(¢) returns the remaining time to the first encounter of
nodes. For example, consider the six different encountiese nodes after timg(if they are currently in contact(t) =
histories of two nodes; and j in Figure 1. Shaded boxes0). The bigger the value aob; ;, the closer the friendship (the
show the encounter durations between these nodes in the timgher the forwarding opportunities) between the nodaad
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Fig. 2. Encounter history between nofland j (upper) and between node
j andk (lower) in the same time interval[ 7). Fig. 3. Encounter distributions of node 28 (left) and 56Htjgn MIT traces.

J- Note that, when we evaluate all cases in Figure1; gives  |inks between node pairs separately and assume a virtéal lin
preference to cases which offer more forwarding opporiesiit petween node andk if w; jw;; > 7. However, in our model
we can detect indirect relations more accurately. For examp
if node j has a weak link with nodé, w; jw;; may be less
Each node can compute its link qualities; () with other than r. However, if nodej usually meets nodé in a short
nodes from its contact history. Then, it can define its frimp  time right after its meeting with node our metric can still
community as a set of nodes having a link quality larggfonsider node: as a friend of node.
than a thresholdr{ with itself. But this set will include only  \hen we analyzed a long-period and commonly used social
direct friends. However, two nodes that are not close fSendetwork data (MIT Reality dataset [21], see Section IV for
directly (they even may not have contacts at all) still cagetails), we have also noticed temporal but regular [18pdiif
be close indirect friends. This happens if they have a vegptiations in node relations. Consider the Figure 3 illtétg
close friend in common so that they can contact frequentiije distribution of contact times of two different nodes (28
through this common friend. To find such indirect friendshipang 56§ with other nodes (with ids [0-96]) in MIT traces.
between nodes, we propose to usaditional SPM (or sim-  Clearly, nodes encounter other nodes in some specific geriod
ply C'SPM) between nodes. Consider the sample encountihe day. For example, nodi® meets with nod&s usually
history in Figure 2. While the upper one shows the contagignyveen 9am to 7pm while it meets with nodé usually
between nodes and j, the lower one shows the contact$)etween 1pm to 7pm.
between nodeg andk. We defineCSPM; ;; as the average 1 js reasonable to expect similar behavior in other mobile
time it takes nodej to give nodek the message receivedgqqia| networks. For example, can be a school, work or
from node:. That is, for the contact hlstgory In Figure 2,pome friend of a nodg and the encounter times can differ
node j computesC'S P, ki = ([Zos * J,.Z5)/T instead  accordingly. Moreover; can be both school and home friend
of SPMjy = (fsi% s+ fsi% s)/T. of j so that they stay together during the day. Previously some
Each node can detect its direct friendships from its owdying mechanisms [6] [20] were used to reflect this feature of
history. To detect indirect friendships, a node ne€dsPM  node relations. However, the most significant drawback ofisu
values of its friends for its non-contact nodes. Once Suﬁh'lodeb is their slow reaction for periodica”y Changing |qya
CSPM values are received periodically, each node can forg node’s links. For example, around 7pm, the link quality
its community using the following definition: of node 56 with node 38 (see Figure 3) starts to decrease
with aging effect and still keeps a high value for some time,
o however node 56 usually does not meet with node 38 until
{k | wijr>7andw;; >7andi#j # k} 10am next day. Therefore, forwarding a message considering

where, to simplify the data collection and computation, wa" @ged but still strong link quality may cause high delays
approximat the indirect link weight as; ; = 1/(SPM, ;+ When the link is already in its periodic low. _ _
CSPM, ;). The above equation enables nodes to detectTo reflect this differentiation in the st.rength-of fnenqm]-
their one-hop direct and two-hop indirect friends. Indiredroperly, we propose to use temporal friendship commusitie
friendship can easily be generalized to friends more than that is, each nodeé will compute its F; for different periods
hops away. We have not included such extension because [@5fhe day and will have different friendship communities in

demonstrated that nodes in the same community are usu4lijerent periods. For example, if we divide a day into peso
at most two hops away from each other. of three hour duration, according to Figure 3 node 85 can be

Note that the introduced method for detecting the indihe only friend of node 56 in period 3am-6am, whereas nodes
rect strong links between nodes is different than previod$: 85 and 95 can be friends of node 56 in period 9pm-12am.
approaches (based on transitivity) which basically carside

B. Friendship Community Formation

Fi= {jlw;>7andi#j}U

2We selected these nodes since they are the top two nodesyhheimost
1For lack of space, a more complex but precise formula based onutorgp  €ncounters with other nodes.
the delay of messages accumulated during the indirect traisssenitted here; 3'[Ui7j = w; jaot wheret is the time since the last encounter anet o < 1
it is included in the extended version of the paper. is aging parameter.
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Fig. 4. Simulation Results: Delivery Ratio (Left), Averagest (Middle), Efficiency (Right)

C. Forwarding Strategy two minutes. All messages are assigned a TTL value represent

Once each node constructs its friendship community fg}g the delay requirement. To form friendship communities,

i i1 —
each period, the forwarding algorithm works as follows. e uged three hour periods gnd se_t 1/80 mirm a_ndtb_ N
a nodei having a message destineddaneets with nodej, 15 min. We repeated each simulation 10 times with different

it forwards the message tpif and only if node j’'s current random seeds and took the average of each run as result.

friendship community (in the current period) includes nalde
and nodej is a stronger friend of nodéd than nodei is. It
should be noted that even if nogéhas a better link with node

d than node'’s has, if nodej does not includel in its current | simulations, we compare our algorithm with two other
friendship community, nodéewill not forward the message to henchmark algorithms, PROPHET [6] and SimBet [12]. In the
node . former, each node calculates its delivery predictabiliting its

We also need to handle period boundary cases which arigtact history along with transitivity and aging featuses
when the encounter of two nodes is close to the end of th8ays a packet to a node with higher delivery predictapilit
current period. In such a case, nodes use their friendshyp the latter, each node calculates a simbet metric using
communities in the next period. For example, if we use thrego social measures (similarity and betweenness) and the
hour periods for community formation and nodemeets messages are forwarded to nodes with higher simbet metric.
nodej at 2:45pm, it would be better if the nodes use thejtor poth algorithms we use the same parameters presented
communities in the next three hour periogpfn — 6pm) t0  jn [6] and [12]. To show the highest delivery ratio that cobizl
check whether the destination is included. Since the t|r%h|eved with current Setting in the network, we also presen
remaining in the current period is very limited, using thene results of epidemic routing [3].
current communities may lead to make wrong forwarding g the comparison of our algorithm to these existing algo-
decisions. In our algorithm, we use thresheldand let the iy, s \ve use the following three metrics: message dafiver
nodes use next period's community information if remainingyio “average cost, and routing efficiency. Delivery raithe
time to the end of current period is less than proportion of messages that are delivered to their degiimst
among the total messages generated. Average cost is the
average number of forwards done per message during the
A. Simulation Setup simulation. Finally, routing efficiency [19] is defined aseth

To evaluate our algorithm, we used real trace-driven simulgatio of delivery ratio to the average cost.
tions based on MIT Reality data [21]. This data consists ef th
traces of 97 Nokia 6600 smart phones which were carried 5:1, Simulation Result
students and staff at MIT over nine months. The phones r imufation Resufts
Bluetooth device discovery every five minutes and log cdstac | Figure 4, we show comparison of all algorithms in terms

(i.e. start and end time) with other nodes in their proximity,¢ yhe three aforementioned metrics. As it is seen in the left
In our simulations, we used the contacts logged during athr, aph, while our algorithm achieves 72% of delivery ratio,
month period from the beginning of February to the end ¢f,hhet and SimBet could only deliver 60% and 58% of all
April. This is the time of the second academic semester, §0.qqaqes, respectively. Moreover, as the middle graphsshow
human relationships are relatively stable and the paditp algorithm achieves this higher delivery ratio with akho

are active on the campus [18]. the same average cost as SimBet, and with less than half
In the simulations, we generate 5000 rnegsa%es, each figfibrophet's average cost. As a result, the routing effigienc
a random source node to a random destination‘nadevery ,chieved by our algorithm is 20% higher than the efficiency
f SimB nd 170% higher than the efficien f Prophet.
4Since some nodes do not have any contacts with others in éeteglthree KI S h et a.(;j .O 0 .g € th.a t ehe CFT‘ 0318 l op bet
month period, we did not assign those nodes as either sourdestination ote t at epi en_“C routing achieves the optlm_a_ elivery bu
to prevent meaningless messages. it achieves the highest cost and the lowest efficiency.

B. Algorithms in Comparison and Performance Metrics

IV. EVALUATIONS



V. DISCUSSIONS ANDFUTURE WORK destination node in their friendship communities. We diffe
A. Complexity of Introduced Algorithm entiate those friendship communities depending on theogeri

of the day in which forwarding is done. We evaluated the

. . . ) . f
Since in the introduced algorithm each node determines #ﬁroduced algorithm through trace driven simulationsngsi

fr_lendsh|p commumty in each period using mainly its OWRAIT data and demonstrated that it performs better than two
history, there is no much control message or system malnb

. s }enchmark algorithms proposed previously.
nance transfers occurring between nodes. The only infoomat g prop P y
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VI. CONCLUSION

In this paper, we studied the routing problem in mobile
social networks. First, we introduced a new metric to detect
contact relations between nodes accurately based on friend
ships. Then, we introduced a new routing algorithm in which
each node forwards their messages to nodes that contain the





