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Abstract— A novel iterative detection scheme for MIMO-
OFDM systems is proposed in this work. We show that the
existing detection schemes are sub-optimum and the iterative
process can be optimized by utilizing the non-circular property
of the residual interference after interference cancellation. Re-
sults show that the proposed iterative scheme outperforms the
conventional iterative soft interference cancellation (ISIC) and
V-BLAST schemes by about 1.7 and 4.0 dB, respectively, in a
4×4 antennas system over exponentially distributed eleven path
channels.

I. INTRODUCTION

The next generation wireless communication systems call
for advanced signal processing techniques to support ever-
increasing data rates. Multiple-input-multiple-output (MIMO)
systems provide an effective means of achieving high data rate
transmission without increasing the total transmission power
or bandwidth for wireless systems [1]. On the other hand,
orthogonal frequency division multiplexing (OFDM) [2], [3]
is well suited for broadband applications with high data rate
due to its robustness against multipath fading by transforming
a frequency selective channel into parallel flat fading channels.
The combination of MIMO and OFDM thus provides a
powerful measure to build up a reliable broadband wireless
communication system. In this context, iterative receivers [4],
[5] have been demonstrated to efficiently deal with the co-
antenna intereference (CAI).

Spatial division multiplexing (SDM) systems achieve high
data rate transmission by transmitting multiple substreams
simultaneously from multiple transmit antennas. The receiver
also has a multiple-antenna architecture to detect spatially mul-
tiplexed substreams. For such SDM systems, maximum likeli-
hood (ML) detection has a prohibitive complexity which grows
exponentially with the number of antennas and the signal
constellation size. The V-BLAST detection technique [6], [7]
offers a good tradeoff between performance and complexity.
It uses a combination of linear and nonlinear detection tech-
niques: first nulling out the interference from undetected sig-
nals, then canceling out the interference using already detected
signals. However, the V-BLAST scheme suffers from the error
propagation inherent in the decision feedback process. To
tackle this problem, we can replicate the CAI components
using the log-likelihood ratio (LLR) of the interfering signals

and subtract the soft replica from the received composite-
signal vector. The performance can be improved by repeating
this process in an iterative manner. This is the so called
iterative soft interference cancellation (ISIC) technique [8].

The convergence behavior of the iterative ISIC receiver for
MIMO-OFDM system is analyzed in [9] using the extrinsic
information transfer (EXIT) chart. The joint iterative detection
and channel estimation for MIMO-OFDM is treated in [10],
where a list sphere decoder (LSD) is employed for MIMO
detection and a decision directed SAGE algorithm is used for
channel estimation. In [11], the authors presented two iterative
space-frequency detection architecutres for the MIMO-OFDM
system which incorporates orthogonal space-frequency block
coding (OSFBC). The iterative receiver is implemented by ei-
ther a posteriori probability (APP) space-frequency detector or
a soft information aided minimum mean square error (MMSE)
combiner. In this paper, we show that the performance of
MIMO-OFDM iterative detection can be optimized by utiliz-
ing the non-circular nature of the inteference residual after
subtracting the CAI using their soft symbol estimates. To this
end, a new nulling filter is designed based on a modified error
criterion and is applied to remove the residual interference.
The remainder of this paper is organized as follows. The
system model is described in Section II. The conventional and
the improved MIMO-OFDM iterative detection schemes are
presented in Section III and IV, respectivey. Numerical results
are presented in Section V to demonstrate the effectiveness
of different techniques. Finally, conclusions are drawn in
Section VI.

The following notations are used in this paper: (·)T denotes
matrix transpose, (·)H matrix conjugate transpose, (·)∗ matrix
conjugate, E[·] expectation, and IN an N ×N identity matrix.

II. SYSTEM MODEL

We consider a MIMO-OFDM system with N transmit
antennas and M receive antennas. First, the binary input bit
sequence bi (i = 1, . . . , N ) is mapped to a complex valued
data symbol sequence di. Each block of NQ consecutive
data symbols, denoted by d = [d1, d2, . . . , dNQ], is serial-to-
parallel converted and grouped into N data symbol streams,



which can be denoted as an N × Q matrix

D =








d1(1) d1(2) . . . d1(Q)
d2(1) d2(2) . . . d2(Q)

...
...

. . .
...

dN (1) dN (2) . . . dN (Q)








, (1)

where each element is denoted as di(j) ∈ Ω where Ω is a finite
set or constellation alphabet, and Q is the number of data sub-
carriers in one OFDM frame. Each row of the data matrix D

is transmitted by an OFDM module that comprises the inverse
Fourier transform (IFFT) and cyclic extension of an OFDM
symbol as guard interval or cyclic prefix (CP). The length of
CP should be no shorter than the channel delay spread so as to
completely remove inter-symbol interference (ISI) and inter-
carrier interference (ICI). Finally, the parallel data streams are
transmitted by different antenna.

Fig. 1 shows the block diagram of the MIMO-OFDM re-
ceiver with M receive antennas. After guard interval removal,
the OFDM symbol is transformed into the frequency domain
by the fast Fourier transform (FFT). This is followed by Q
detectors operating in a parallel fashion, one for each sub-
carrier. The symbol estimates at the output of the detectors will
be demodulated (illustrated by the demapper block in Fig. 1) to
obtain an estimate of the transmitted bit sequence bi. Since the
same detection mechanism is applied to each detection block,
thus only the kth detector will be discussed in the sequel.

After CP removal and FFT operation, the received signal at
the kth sub-carrier can be expressed as

x(k) = H(k)d(k) + u(k) =

N∑

n=1

hn(k)dn(k) + u(k) ∈ C
M×1,

(2)

where x(k) =
[
x1(k) x2(k) . . . xM (k)

]T
(k =

1, 2, . . . , Q) is the received signal vector; u(k) =
[
u1(k) u2(k) . . . uM (k)

]T
denotes the complex additive

white Gaussian noise vector with zero mean and covariance
matrix σ2

uIM . The channel matrix H(k) ∈ C
M×N contains

the complex channel gains, and can be formed as H(k) =






H11(k) H12(k) . . . H1N (k)
H21(k) H22(k) . . . H2N (k)

...
...

. . .
...

HM1(k) HM2(k) . . . HMN (k)








, where Hpq(k) is the

frequency response of the channel between the pth receive
antenna and the qth transmit antenna at the kth sub-carrier. The
transmitted symbol vector d(k) =

[
d1(k) . . . dN (k)

]T
is

the kth column of the matrix D expressed in (1). The data
symbols are assumed to be uncorrelated and to have zero mean
and unit energy, i.e., E[d(k)dH(k)] = IN . The vector hn(k)
is the nth column of H(k). The index k will be omitted in
the sequel to simplify notations.

Now let us see how the symbol dn, n = 1, . . . , N can
be decoded. After performing interference cancellation, the
interference canceled version of the received vector is given
as

xn = x − Hd̄n = H[d − d̄n] + u ∈ C
N×1, (3)

where

d̄n =
[
d̄1 . . . d̄n−1 0 d̄n+1 . . . d̄N

]T
, (4)

contains the soft estimate of the interference symbols from
the previous iteration. Note that (3) represents a decision-
directed ISIC scheme, where the symbol estimates from the
previous iteration are used for the detection procedure at the
current iteration. For simplicity, the iteration index is omitted,
whenever no ambiguity arises.

III. CONVENTIONAL ITERATIVE SCHEME

In order to further suppress the residual interference in
xn, a nulling vector mn is applied to xn, to obtain zn =
mH

n xn, where mn ∈ C
M×1 is chosen by minimizing en =

E{|mH
n xn−dn|2} under the MMSE criterion. It can be derived

as [5]

mn = [HΛnHH + σ2
uIM ]−1hn (5)

The matrix Λn ∈ R
N×1 is formed as

Λn = diag{[1 − |d̄1|2 . . . 1 − |d̄n−1|2
1 1 − |d̄n+1|2 . . . 1 − |d̄N |2]}; (6)

In what follows, we use QPSK systems as an example to
demonstrate how the vector d̄n in (4) and the matrix Λn in (6)
can be derived in order to carry out the iterative process.

The filter output can be expressed as zn = mH
n xn = µndn+

ξn, where the combined noise and residual interference ξn

can be approximated as a Gaussian random variable [12], i.e.,
ξn ∼ CN (0, Nξ). The parameters µn, Nξ can be determined
as

µn = E{znd∗n} = mH
n E[xnd∗n] = mH

n Cxd = mH
n hn

Nξ = E[|ξn|2] = E[|zn − µndn|2]
= E{|zn|2} − |µn|2 = µn(1 − µn). (7)

After computing the values of µn and Nξ, the conditional
probability density function (PDF) of the filter output can be
obtained as

f(zn|dn = sm) =
1

πNξ

exp

(

−|zn − µnsm|2
Nξ

)

,

In QPSK systems, each symbol dn corresponds to two
information bits, denoted as b0

n and b1
n. Denoting the log-

likelihood ratio (LLR) value of dn as λ(dn) = λ(b0
n)+jλ(b1

n),
the soft estimate of dn is computed according to its LLR value
as

d̄n = tanh[λ(b0
n)/2]/

√
2 + j tanh[λ(b1

n)/2]/
√

2. (8)

The LLR for the first information bit b0
n can be computed

as

λ(b0
n) = ln

f(zn|b0
n = 1)

f(zn|b0
n = 0)

= ln
f(zn|dn = s3) + f(zn|dn = s4)

f(zn|dn = s1) + f(zn|dn = s2)

≈ ln
exp(−|zn − µnd+

n |2/Nξ)

exp(−|zn − µnd−n |2/Nξ)

=
1

Nξ

{|zn − µnd−n |2 − |zn − µnd+
n |2}

=
2

1 − µn

Re{d+∗
n zn − d−∗

n zn},
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Fig. 1. Block diagram of the MIMO-OFDM receiver.

where d+
n denotes the QPSK symbol corresponding to

max{f(zn|dn = s3), f(zn|dn = s4)}, and d−
n de-

notes the QPSK symbol corresponding to max{f(zn|dn =
s1), f(zn|dn = s2)} since the real part of the symbols s3, s4

corresponds to 1, and the real part of the symbols s1, s2

corresponds to 0.
The LLR value for the second information bit can be

obtained in a similar manner as

λ(b1
n) = ln

f(zn|dn = s2) + f(zn|dn = s4)

f(zn|dn = s1) + f(zn|dn = s3)

≈ 2

1 − µn

Re{d̃+∗
n zn − d̃−∗

n zn};

where d̃+
n denotes the QPSK symbol corresponding to

max{f(zn|dn = s2), f(zn|dn = s4)}, and d̃−n de-
notes the QPSK symbol corresponding to max{f(zn|dn =
s1), f(zn|dn = s3)} since the imaginary part of the symbols
s2, s4 corresponds to 1, and the imaginary part of the symbols
s1, s3 corresponds to 0.

IV. PROPOSED ITERATIVE SCHEME

Let us re-define the detection error as εn = zn − dn =
w

H
n yn − dn, where yn =

[
xn x∗

n

]T
. According to the

orthogonality principle [13], the mean-square value of the
estimation error εn is only minimal, if it is orthogonal to the
observation vector yn, i.e.,

E[ynε∗n] = E[yn(wH
n yn − dn)H] = 0,

leading to the solution wn = C−1
yyCyd, where

Cyy = E{ynyH
n } = E

{[
xn

x∗
n

]
[
xH

n xT
n

]
}

=

[
Cxx C̃xx

C̃∗
xx C∗

xx

]

,

Cyd = E{ynd∗n} = E

{[
xn

x∗
n

]

d∗n

}

=

[
Cxd

C̃∗
xd

]

=

[
hn

0

]

. (9)

The matrix C̃∗
xd = 0 since E[(di − d̄i)

∗d∗n] = 0 if i 6= n;
and E[d∗nd∗n] = 0 for complex signal constellations. The
autocorrelation matrix Cxx and the pseudo-autocorrelation
matrix C̃xx can be computed as Cxx = HΛnHH + σ2

uI and
C̃xx = HΛ̃nHT , respectively. The matrix Λ̃n is defined as

Λ̃n = E{[dn − d̄n][dn − d̄n]T }
= diag{Λ1 . . . Λn−1 0 Λn+1 . . . ΛN}.

Denoting the complex symbol di = di,I + jdi,Q, and d̄i =
d̄i,I + jd̄i,Q, where d̄i = E[di], the pth diagonal element of
Λ̃n is calculated as

Λp = E[(di − d̄i)
2] = E[d2

i ] − (d̄i)
2

= E[d2
i,I + 2jdi,Idi,Q − d2

i,Q] − (d̄i,I)
2

− 2jd̄i,I d̄i,Q + (d̄i,Q)2 = (d̄i,Q)2 − (d̄i,I)
2.

Based on the above analysis, we can form the new nulling
filter as

wn = C
−1

yyCyd =

[
HΛnH

H
+ σ

2

uI HΛ̃nH
T

H
∗
Λ̃

∗

nH
H

H
∗
ΛnH

T
+ σ

2

uI

]−1 [
hn

0

]

.

Note that the conventional filter coefficient vector mn in (5)
is calculated using only the autocorrelation matrix Cxx =

E[xnxH
n ] = HΛnHH + σ2

uI, i.e., mn = C−1
xxCxd. The

pseudo-autocorrelation matrix C̃xx is implicitly assumed to
be zero, leading to sub-optimum solutions.

The nulling filter output can be expressed as zn = µndn +
νnd∗n+ηn, where the combined noise and residual interference
ηn can be approximated as a Gaussian random variable. Next,
we derive the LLR values for b0

n and b1
n for QPSK systems

based on the assumption that the interference-plus-noise term
ηn at the output of the nulling filter is also a non-circular
random process. The parameters µn, νn, Nη can be computed



as

µn = E{znd∗n} = w
H
n E[ynd∗n] = w

H
n Cyd = w

H
n

[
vn

0

]

νn = E{zndn} = w
H
n E[yndn] = w

H
n C̃yd = w

H
n

[
0

v∗
n

]

Nη = E[|ηn|2] = E[|zn − µndn − νnd∗n|2]
= E{|zn|2} − |µn|2 − |νn|2 = µ∗

n − |µn|2 − |νn|2. (10)

The above equation holds since zn = w
H
n yn and wn =

C−1
yyCyd. Therefore,

E{|zn|2} = E{wH
n ynyH

n wn} = w
H
n Cyywn

= CH
ydC

−1
yyCyywn = CH

ydwn = µ∗
n.

In the derivation of the proposed scheme, we take into
account the non-circular nature of ηn, and utilize the fact that
Ñη = E[η2

n] 6= 0, which can be computed as

Ñη = E[η2] = E[(zn − µndn − νnd∗n)2]

= E{z2
n} − 2µnνn = E{wH

n ynyT
n w

∗
n} − 2µnνn

= w
H
n C̃yyw

∗
n − 2µnνn.

The above equation holds since w
H
n y = yT

n w
∗
n. Therefore

E{z2
n} = E{wH

n ynyT
n w

∗
n} = w

H
n E{ynyT

n }w∗
n = w

H
n C̃yyw

∗
n,

where

C̃yy = E{ynyT
n } = E

{[
xn

x∗
n

]
[
xT

n xH
n

]
}

=

[
C̃xx Cxx

C∗
xx C̃∗

xx

]

=

[
HΛ̃nHT HΛnHH + σ2

uI

H∗ΛnHT + σ2
uI H∗Λ̃

∗
nHH

]

;

Let us denote zn = zn,I + jzn,Q, dn = dn,I + jdn,Q, and
ηn = ηn,I + jηn,Q. The filter output zn = µndn + νnd∗n + ηn

can be reformed as
[
zn,I

zn,Q

]

︸ ︷︷ ︸

zn

=

[
(µn + νn)dn,I

(µn − νn)dn,Q

]

︸ ︷︷ ︸

dn

+

[
ηn,I

ηn,Q

]

︸ ︷︷ ︸

η
n

.

Since the probability distribution of a complex random vari-
able or vector is a joint distribution of its real and imaginary
part, we have

f(zn|dn) = f(zn|dn)

=
1

2π
√

detΣn

exp

(

−1

2
(zn − dn)HΣ−1

n (zn − dn)

)

,

(11)

where the covariance matrix of the Gaussian noise is Σn =

E[ηnη
H
n ]. Define the mapping matrix as J = 1√

2

[
1 j
1 −j

]

,

which is an unitary matrix since JJH = JHJ = I, and J−1 =
JH. We have

JΣnJH = JE[ηnη
H
n ]JH = E[(Jηn)(Jηn)H]

=
1

2
E[εnε

H
n ] =

1

2
Φn, (12)

where εn =

[
ηn

η∗
n

]

, and

Φn = E[εnε
H
n ] = E

{[
ηn

η∗
n

]
[
η∗

n ηn

]
}

= E

{[
ηnη∗

n ηnηn

η∗
nη∗

n η∗
nηn

]}

=

[
Nη Ñη

Ñ∗
η Nη

]

(13)

From (12), we have Σn = 1

2
JHΦnJ, and Σ−1

n =
2JHΦ−1

n J. The PDF in (11) can thus be reformed as

f(zn|dn) =
1

2π
√

detΣn

exp[−(zn − dn)HJHΦ−1
n J(zn − dn)].

The LLR value of b0
n can thus be computed as

λ(b0
n) = ln

f(zn|b0
n = 1)

f(zn|b0
n = 0)

= ln
f(zn|dn,I = +1/

√
2)

f(zn|dn,I = −1/
√

2)

≈ ln
exp[−(zn − d+)HJHΦ−1

n J(zn − d+)]

exp[−(zn − d−)HJHΦ−1
n J(zn − d−)]

= (zn − d−)HJHΦ−1
n J(zn − d−)

− (zn − d+)HJHΦ−1
n J(zn − d+), (14)

where d+ denotes the vector dn corresponding to

max{f(zn|dn,I = +1/
√

2, dn,Q = +1/
√

2),

f(zn|dn,I = +1/
√

2, dn,Q = −1/
√

2)};
and d− denotes the vector dn corresponding to

max{f(zn|dn,I = −1/
√

2, dn,Q = +1/
√

2),

f(zn|dn,I = −1/
√

2, dn,Q = −1/
√

2)}
Similarly

λ(b1
n) = ln

f(zn|b1
n = 1)

f(zn|b1
n = 0)

= ln
f(zn|dn,Q = +1/

√
2)

f(zn|dn,I = −1/
√

2)

≈ (zn − d̃−)HJHΦ−1
n J(zn − d̃−)

− (zn − d̃+)HJHΦ−1
n J(zn − d̃+), (15)

where d̃+ denotes the vector dn corresponding to

max{f(zn|dn,I = +1/
√

2, dn,Q = +1/
√

2),

f(zn|dn,I = −1/
√

2, dn,Q = +1/
√

2)};

and d̃− denotes the vector dn corresponding to

max{f(zn|dn,I = +1/
√

2, dn,Q = −1/
√

2),

f(zn|dn,I = −1/
√

2, dn,Q = −1/
√

2)} (16)

Then we use Equ. (8) to convert LLRs to soft symbol
estimate d̄n, which is needed for the interference cancellation
at the next iteration.

V. NUMERICAL RESULTS

The performance of the uncoded MIMO-OFDM system
under study is evaluated through computer simulations. Both
transmitter and receiver have 4 antennas, i.e., N = M =
4. A 256-point IFFT/FFT is employed for OFDM modula-
tion/demodulation. A tapped-delay-line channel model is used,
it has 11 taps with an exponentially decaying power delay
profile, following the channel model adopted by the IEEE
802.11 standard [14]. The total channel gain is normalized
to unity. The length of CP is set to be Lcp = 16.

Fig. 2 shows the performance comparison between the
different algorithms. The curves for the conventional ISIC
and the proposed scheme are plotted at the 3rd iteration
when the convergence is reached. For the V-BLAST detec-
tor [7], its nulling vectors are also designed under the MMSE
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Fig. 3. Convergence behavior of the iterative schemes. The topmost curve
represents the performance of different schemes at the 1st iteration; the bottom
curve represents the performance of different schemes at the 4th iteration.

criterion. By comparison, the proposed detector outperforms
the conventional ISIC detector and the V-BLAST detector
by 1.7 and 4.0 dB, respectively, at bit error rate of 10−4.
The V-BLAST detector suffers from the error propagation
problem, inaccurate replica miss-cancels the interference and
errors would be propagated into the following interference
cancellation stages. The conventional ISIC scheme alleviates
this problem by using soft estimates of the CAI components
for cancellation, while the proposed iterative receiver further
improves the performance by exploiting the non-circularity of
the interference residual. The gain is smaller at low SNRs
due to the dominance of the circular channel noise. As SNR
increases, the performance gain by the proposed detector
becomes larger since it benefits more from the exploiting the
non-circularity of the interference.

The convergence behavior of the conventional ISIC and
the proposed iterative schemes is examined in Fig. 3. Both
converge at the 3rd iteration, and further iterations do not

yield noticeable performance improvement (the performance is
almost identical at the 3rd and the 4th iterations). The conven-
tional and the proposed schemes have the same performance
at the first iteration since the pseudo-autocorrelation matrix
C̃xx = 0 at the initial stage as analyzed in Section IV. At
the subsequent iterations, the interference terms become non-
circular since C̃xx is non-vanishing due to a non-vanishing
matrix Λ̃n. Consequently, utilizing the non-circular nature of
the interference yields significant performance gain.

VI. CONCLUSIONS

A novel iterative detection scheme for MIMO-OFDM sys-
tems has been proposed in this paper. It has been shown
that the conventional iterative solution is suboptimal and its
performance can be improved by exploiting the non-circularity
of the interference canceled signal at both the input and output
of the nulling filter. The proposed scheme is compared to the
conventional V-BLAST and ISIC schemes and is shown to
achieve superior performance.
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