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Abstract— The volume of multimedia traffic over wireless
networks has been steadily increasing over the past decade.
Unlike web browsing applications, multimedia data needs to
satisfy stringent delay requirements since late packets are as good
as lost packets. In this paper, we present a framework for the
nodes in 802.11 networks to estimate the distribution of uplink
access delay in Distributed Coordination Function (DCF) MAC
mechanism using locally available information. The access delay
for a packet is defined as the time between the packet arriving at
the head of line of MAC queue, and its ACK being received. In
our proposed framework, each node periodically records channel
occupancy information to estimate the distribution of access
delay. We use NS-2 simulations to verify the accuracy of our
proposed approach.

I. INTRODUCTION

Wireless Local Area Networks (WLANs) have been perva-
sively implemented as ”WiFi Hotspots” by carriers in order
to provide users with broadband wireless connectivity, and to
reduce the cost of service and traffic load in wide area wireless
networks. Increased number of WiFi networks interfering with
each other, in addition to the increased number of users can
significantly deteriorate the Quality of Experience (QoE) of
multimedia applications. This is particularly alarming since
the volume of multimedia traffic over wireless networks has
been skyrocketing over the past few years, and is likely to
grow at an extremely rapid rate in the coming years [1].

Many multimedia applications such as VoIP or video con-
ferencing require the nodes to send delay sensitive traffic into
the network. Stringent delay requirements, together with large
volume of data typically associated with multimedia appli-
cations involving video, pose unique challenges to providing
acceptable QoE for multimedia applications. To provide users
with acceptable QoE, it is beneficial for the application layer
at the nodes to be aware of the delay characteristics of their
WLAN connections. In 802.11 networks, nodes compete to
access the channel and may experience delays due to the
activities of the surrounding nodes. Further, a transmission
attempt may fail due to either collision or wireless channel
loss. Either way, the transmitted packet waits for the next
transmission attempt increasing the overall delay of the packet.

In IEEE 802.11 networks, Distributed Coordination Func-
tion (DCF) or CSMA/CA uses carrier sensing to determine the
availability of the shared medium prior to transmission. Two

different approaches to carrier sensing are supported by DCF:
Virtual Carrier Sensing (VCS) and Physical Carrier Sensing
(PCS). In VCS, each node uses the request to send/clear to
send (RTS/CTS) messages to reserve the access to channel
prior to transmission. It is assumed that nodes surrounding the
destination receive the CTS message, thus avoiding collision.
However, this approach is rarely used in practice due to its
large overhead. Moreover, there are several scenarios where
RTS/CTS results in lower throughput [2]. In PCS, each node
examines the status of the channel prior to transmission
by comparing the measured received energy in the wireless
channel with the Carrier Sense Threshold (CST). The node
attempts channel access only if the measured energy level of
the channel is less than the CST indicating that the channel
is idle; otherwise, the node backs off to wait for a random
period of time.

Since Access Points (AP) do not have enough information
about the delay characteristics of the nodes, it is potentially
more accurate and computationally efficient for each node
to individually estimate its own delay. In this paper, we are
primarily concerned with estimating the access delay at each
node which is defined as the time between the packet arriving
at the head of line of MAC queue and its ACK being received.

The delay characteristics of 802.11 networks have been
extensively studied in recent years. A large number of papers
focus on the average and variance of packet delay [3], [4];
however, these moments are typically inadequate for delay
sensitive applications where percentile delay distribution is
needed. Existing approaches to estimating access delay in
802.11 networks make non-realistic assumptions such as net-
work being under saturated traffic, no hidden node being
present in the network, number of competing nodes being
known, or no loss happening due to physical layer errors [5]–
[9]. As mentioned earlier, inefficiencies of RTS/CTS signaling
for mitigating hidden node problem preclude VCS as a feasible
solution. In addition, since practical implementations of 802.11
networks include multiple APs with overlapping coverage,
hidden node collisions are unavoidable. Furthermore, it is
possible for neither the nodes nor the APs to know the exact
number of competing nodes due to collision with nodes in
neighboring networks.

In this paper, we propose a framework to estimate the



Fig. 1. DCF process.

access delay for the uplink (UL) at each node of an 802.11
network. Specifically, we develop a method by which each
node estimates the access delay distribution using available
local information such as channel occupancy. Our solution
is applicable to realistic topologies with hidden nodes and
unknown number of competing nodes. Further, we make
no assumption about traffic saturation. Since each node can
estimate the distribution of its access delay individually, our
solution is scalable, and allows the nodes to readjust to the
dynamics of the network by re-estimating delay distribution
as needed.

The outline of the paper is as follows. Section II provides
an overview of the channel access mechanism in 802.11
networks. In Section III, we describe our proposed framework
for estimating the distribution of access delay. We present NS-
2 simulation results in Section IV, and concluding remarks in
Section V.

II. CHANNEL ACCESS MECHANISM IN 802.11 NETWORKS

In 802.11 networks, each node uses DCF, a CSMA/CA
protocol, to determine the availability of the shared medium
prior to transmission. Fig. 1 presents the DCF process for a
successful packet transmission. If the medium is sensed idle
for a period of Distributed Inter Frame Spacing (DIFS), the
node proceeds with the transmission of the packet; otherwise,
it waits till the medium remains idle for a period of DIFS. It
then initiates a back off process whereby it randomly chooses
a value for the back off counter. The back off counter is
uniformly distributed in the interval [0, CW − 1], where CW
is the contention window size. At the first transmission attempt
of a packet, CW is set to a minimum contention window size,
CWmin and after each failed retransmission of the packet its
value is doubled. The maximum possible value for contention
window is CWmax = 2zCWmin, where z is the maximum
number of times that CW can be doubled. The value of CW
remains at CWmax if further retransmissions are failed. The
values of CWmax and CWmin are defined in the IEEE 802.11
standard.

During the back off process, the node initiates the back off
counter with a random value and decrements the counter by
one at every idle time slot. The node freezes counting at every
busy time slot, and proceeds decrementing the counter after
the channel becomes idle for an inter frame spacing time. This
inter frame spacing can have one of two durations; DIFS if the
node could correctly decode the header of the packets received
during the busy period, and Extended IFS (EIFS) which is
longer than DIFS, otherwise.

The receiver sends an ACK frame after a Short IFS (SIFS)
period from the time it successfully receives the packet. The
transmitter assumes that the packet is lost if it does not receive
the ACK packet within the ACK timeout period and initiates
the retransmission process for the packet. The packet is finally
dropped if maximum number of retransmissions is reached.
The node sets CW = CWmin and starts a new back off
process if it receives the ACK from the destination, or if the
packet is discarded.

III. PROPOSED FRAMEWORK

In this section, we propose an analytical method to estimate
the distribution of access delay for DCF protocol. This is
the delay from the time a packet reaches head of the queue
for transmission in the MAC layer of the transmitter till
its ACK is received, including the waiting and transmission
time consumed for retransmissions. We propose a distributed
method through which each node locally estimates its access
delay distribution in uplink, i.e., from the node to the AP.

Our approach is for each node to sense its local channel
occupancy by recording the busy or idle status of its channel
at each time slot in order to generate a binary busy/idle (BI)
vector [10]. This can be used to generate the histograms
representing the distributions of the length of the busy and
idle periods in the unit of time slot. Specifically, the length of
a busy/idle period is the number of consecutive time slots that
the medium stays busy/idle. Fig. 2 shows samples of derived
distributions of busy and idle periods at a node obtained by
recording the BI vector for 3 seconds in an NS-2 simulation
comprising of 7 APs and 50 randomly placed nodes. These
distributions are generated under saturated network conditions
and fixed number of stationary nodes.

In the remainder of this section, we propose a method
to estimate the access delay distribution by first estimating
the access delay a packet encounters within each retransmit
attempt.

A. Access Delay at a Retransmission Attempt

We define dmH to be the access delay distribution of a packet
at its mth retransmit attempt, which is the time between the
packet arriving at the head of MAC queue after m− 1 failed
transmissions till it gains access to the channel. As shown in
Fig. 3, access delay time is comprised of consecutive busy and
idle periods. Therefore,

dmH = Im1 +Bm1 + · · ·+BmNm−1 + ImNm
(1)

where Bmi and Imi represent lengths of the ith busy and
idle periods respectively in units of time slots during the
mth retransmission attempt, and Nm is a random variable
indicating the number of idle periods during the back off in
the mth retransmission attempt. It is assumed here that dmH
begins with an idle period; however, this may not be the case
for the first transmission attempt, i.e., m = 1, as discussed
later.

As described in Sec. II, a node attempts its mth retransmis-
sion of a packet when the back off counter counts Wm idle



Fig. 3. Access delay at the mth retransmission.
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Fig. 2. Derived distributions for a sample node: (a) idle (b) busy.

slots, where Wm is the random variable denoting the value of
the back off counter at the mth retransmission attempt. The
back off counter pauses after each busy period for the length of
DIFS or EIFS. Define δim as the length of ith period a node
pauses in its mth retransmission attempt. Since we assume
each node to record the number of times it pauses for DIFS
or EIFS, it is possible to empirically estimate the distribution
of δim at each node via

Pg = Pr{δim = DIFS} = 1− Pr{δim = EIFS}. (2)

For any value of i and m, Bmi , Imi , and δim are independent
identically distributed random variables. As such, for the
remainder of the paper, we omit the index m for simplicity
unless there is a need to emphasis the mth retransmission
attempt.

To compute the distribution of dmH , we need to find the

distribution of Nm. To proceed, define

Ji
∆
= max (0, Ii − δi) . (3)

Intuitively, Ji is the amount that the back off counter is
decremented during the ith idle period, as shown in Fig. 3.
When Ii < δi, a new busy period begins before the pause
period has ended; in this case, the back off counter does not
get a chance to be decremented and hence Ji = 0. Otherwise,
the back off counter is decremented by Ii − δi. To find the
distribution of Ji, we define

U
∆
= fIi(Ii)⊗ fδi(−δi) (4)

where fIi(Ii) and fδi(δi) are the PMFs of Ii and δi respec-
tively and ⊗ denotes convolution. Since Ji(j) ≥ 0 for all j,
the distribution of Ji, denoted by fJi(j), is zero for j < 0.
When Ii ≤ δi, from (3) we conclude Ji = 0. Thus,

Pr{Ji = 0} = Pr{Ii ≤ δi} =

0∑
h=−∞

U(h).

Therefore, the distribution of Ji can be written as

fJi (j) =


U(j) j > 0
0∑

h=−∞
U(h) j = 0

0 j < 0

(5)

Since Ji is the actual amount of back off decrement at ith

period, by definition, we obtain:
Nm∑
i=1

Ji = Wm. (6)

Define non-decreasing sequence Sn
∆
=

n∑
i=1

Ji to represent

the total number of time slots the back off timer has decre-
mented by the end of nth idle period. Denoting the realization
of random variable Wm by wm, Nm is the first passage time
of the sequence Sn above the threshold wm and as such, can
be written as:

Nm = arg min
n
Sn ≥ wm. (7)

The distribution of Sn is found by convolving the distri-
bution of Ji with itself for n times. However, for sufficiently
large values of n, the distribution of Sn can be modeled with
a normally distributed random variable with known mean and
variance according to the central limit theorem.

Since Nm is the first passage time of sequence Sn above
threshold wm, we have

P {Nm = n} = P {Sn ≥ wm, Sn−1 < wm}
= P {Sn ≥ wm |Sn−1 < wm }P {Sn−1 < wm}
= (1− P {Sn < wm |Sn−1 < wm })P {Sn−1 < wm}
=
(

1− P{Sn<wm,Sn−1<wm}
P{Sn−1<wm}

)
P {Sn−1 < wm}

= P {Sn−1 < wm} − P {Sn < wm, Sn−1 < wm}
= P {Sn−1 < wm} − P {Sn < wm} .

(8)
In last of equality of (8), we use the fact that Sn ≥ Sn−1.



Fig. 4. Total access delay.

Defining δi to be actual length of ith pause period in time
slot unit,

δi
∆
= Ji − Ii = min (δi, Ii) . (9)

We obtain
Nm∑
i=1

Ii = Wm +

Nm∑
i=1

δi. (10)

Define fdmH (d) as the PMF of dmH . From (1), we obtain:

fdmH (d) = Pr{dmH = d} = Pr

{
Nm∑
i=1

Ii +

Nm−1∑
i=1

Bi = d

}
.

(11)
Inserting (10) into the above, we obtain:

fdmH (d) =
∞∑
n=1

Pr

{
Wm +

Nm∑
i=1

δ̄i +
Nm−1∑
i=1

Bi = d |Nm = n

}
×Pr {Nm = n} =
∞∑
n=1

Pr

{
n−1∑
i=1

(δ̄i+1 +Bi) + δ̄1 = d−Wm

}
× Pr {Nm = n} .

(12)
Wm is uniformly distributed over [0, CWm−1] with CWm

being the size of contention window at the mth retransmission
attempt. Assuming random variable Wm takes on the value
wm, and for simplicity, assuming δ̄1 = DIFS, we apply the
chain rule again on (12) to obtain:

fdmH (d) =

1
CWm

CWm−1∑
wm=0

∞∑
n=1

Pr

{
n−1∑
i=1

(δ̄i+1 +Bi) = d− wm −DIFS

}
×Pr {Nm = n}

(13)
In this paper, we assume CWmin = 32 and CWmax = 1024.
Thus,

CWm = min
(

1024, 2(m+4)
)
.

To obtain fdmH (d) in (13), we need to find the distribution
of the summations of Bi + δ̄i defined as

Zn
∆
=

n∑
i=1

(
Bi + δ̄i

)
. (14)

Assuming Bi and δ̄i to be independent, the distribution of
the summation function, Zn, can be found by convolving the
empirical distribution of Bi + δ̄i for n − 1 times. Using the

central limit theorem, we model the distribution of Zn, for
n > 20, with a normally distributed random variable whose
mean and variance are known from the empirical distributions
of Bi and δ̄i.

To summarize, (13) and (8) together with node measure-
ments of distributions of Bi + δ̄i can be used to estimate the
distribution of dmH .

B. Total Access Delay

Having estimated the distribution of the access delay at each
retransmission attempt, we now estimate the distribution of the
total access delay. Fig. 4 shows the total access delay, dH . We
assume that the maximum retransmit limit is γ, and the air
time for transmission of a packet is T1. After transmitting each
packet, the node waits for a fixed ACK timeout period, T2, and
initiates the retransmission process if ACK is not received by
then. Letting T = T1 + T2, the total access delay, dH can be
written as

dH = B0+
(
d1
H + T

)
+· · ·+

(
dMH + T

)
1 ≤M ≤ γ (15)

where M is a random variable representing the total number
of transmissions of a packet till it is successfully received and
B0 is the length of the first busy period that a packet may
encounter at the very first transmission attempt of a packet. It
represents the case in which a packet arrives at the head of the
MAC queue when the medium is busy due to the transmission
of another node. Note that all retransmission attempts, i.e.,
m > 1, start with an idle period as none of the neighboring
nodes can initiate a transmission within DIFS from the end of
the last busy period.

Using the chain rule, the PMF of dH can be written as

Pr{dH = τ} =
∑γ

m=1
Pr {dH = τ |M = m}×Pr {M = m} .

(16)
We can estimate Pr{dH = τ |M = m} via

Pr{dH = τ |M = m}
= Pr

{
B0 + d1

H + · · ·+ dmH = τ − (m− 1) · T
}

= fB0
⊗ fd1H ⊗ · · · ⊗ fdmH

(17)

which is convolution of the PMFs of the access delays of all
possible retransmit attempts 1 ≤ m ≤ γ with the PMF of B0

to be discussed next.
As mentioned earlier, B0 is the number of time slots

between a packet arriving at the head of line of the MAC
queue and the medium becoming idle. Thus,

Pr{B0 = 0} = Pr{idle} =
mI

mI +mB
(18)

where mI and mB are averages of Ii and Bi respectively. For
b > 0, the packet arrives at the head of line of MAC queue
during a busy period of length L. In this case, Pr{B0 = b}
is the probability of packet arriving in a busy period and the
medium stays busy for another b time slots. Therefore, for



TABLE I
SIMULATION PARAMETERS

Parameter Value
No. Nodes 50
No. AP 7
Carrier Freq. 2.4 GHz
Bitrate 11 Mbps
DIFS 50 µsec
EIFS 292 µsec
T 1352 µsec
∆ 3 sec
time slot 20 µsec
Packet Size 1500 Bytes
γ 1 and 8

b > 0, we can write

Pr{B0 = b} = Pr {B0 = b|busy}Pr {busy}

=
Bmax∑
l=b

Pr {B0 = b|L = l}Pr {L = l|busy}Pr {busy}

=
Bmax∑
l=b

(
1
l

) fBi
(l)l

Bmax∑
r=1

fBi
(r)r

( mB

mB+mI

)
= 1

mI+mB

Bmax∑
l=b

fBi
(l)

(19)
where fBi

(l) = Pr{Bi = l} and Bmax is the maximum length
of a busy period. Note that Pr {B0 = b|L = l} = 1

l because
the arrival time of a packet in a busy period is uniformly
distributed over l. Furthermore, since the probability of the
packet arriving during a busy period of length l is proportional
to fBi

(l)l, we have Pr {L = l|busy} =
fBi

(l)l
Bmax∑
r=1

fBi
(r)r

where the

denominator is the average duration of busy periods, namely
mB . Thus, (18) and (19) result in the complete expression for
distribution of B0 which is then used in (17). We can now
find the distribution of the total access delay, dH , by inserting
(17) in (16).

Pr {M = m} is the probability of success at exactly the
mth transmission attempt given all previous m − 1 at-
tempts have failed. Even though each node can measure
Pr {M = m}, we have empirically found that it can be reason-
ably approximated via a geometric distribution with parameter
PL, i.e., the probability of loss at first attempt:

Pr {M = m} =


Pm−1
L (1− PL) 1 ≤ m <γ

1−
γ−1∑
m=1

Pr {M = m} m = γ

(20)
We can now combine (20) and (17) to estimate Pr{dH = τ}

in (16).

IV. SIMULATION RESULTS

In this section, we investigate the accuracy of the method
proposed in Section III for estimating the access delay dis-

tribution in 802.11 networks using DCF. We use NS-2 for
simulating a 802.11b network comprising of 7 APs covering
the entire 450m × 500m simulation area, and 50 stationary
randomly distributed nodes. The network is simulated under
saturated traffic condition; even though, our proposed method
is applicable to any traffic condition. The network and simu-
lation parameters are shown in Table I.

As explained earlier, each node records its channel occu-
pancy to generate the BI data at the granularity of a time
slot for 3 second long periods; this requires less than 7KB
memory at each node. Using the BI data, nodes can estimate
the distribution of the both busy and idle periods. In addition to
BI data, each node estimates the distribution of δi by counting
the number of times it successfully decodes the headers of the
overheard packets. By estimating the distributions of Bi, Ii,
and δi, each node can estimate of the distributions of Ji and
Zn functions using (5) and (14) respectively.

Fig. 5 compares the Probability Distribution Function (PDF)
of the total access delay of our method to that of the empirical
access delay resulting from the NS-2 simulations for a sample
node for γ = 1 and γ = 8. The total simulation time is 200
seconds. As seen, the proposed method can accurately estimate
the access delay.

(a) γ = 1

(b) γ = 8

Fig. 5. Theoretical and empirical comparison of access delay PDF for (a)
γ = 1; (b) γ = 8.

A. Computational Complexity

We now describe the computational complexity of the pro-
posed framework. The bulk of the computational complexity
of our approach comes from estimating of the distribution of



Fig. 6. Distribution of Nm for Wm = 100, 200, . . . , 1000.

access delay at each transmission attempt in (13). In Equation
(13), we need to find the distribution of Nm via (8). Fig. 6
shows the distribution of Nm for a range of Wm values. As
shown, the distribution of Nm has non-zero values only over
a small range of n for all values of Wm. As such, finding the
distribution of Nm is not computationally burdensome and
only needs to be performed once. Furthermore, it is possible
to find the small range of n which needs to be used in the
inner summation of (13) in order to reduce its computational
cost.

Another simplifying idea relies on the fact that distribution
of the Zn is modeled by a normally distributed random vari-
able for sufficiently large values of n, which we have empiri-
cally observed to be n > 20. Therefore, the distribution of Zn
is smooth and the value of Pr {Zn−1 = d−Wm −DIFS}
need not be computed for every value of Wm; rather, it can
be approximated by subsampling m for n > 20.

Most delay sensitive applications require an end-to-end
delay of less than 200ms requiring, (13) to be computed for
d < 200ms. In addition, we usually do not need to find the
distribution of the access delay for every value of d since in
practical applications, it is sufficient to estimate it with the
granularity of about 2ms. Hence, (13) can be estimated for
only about 100 values of d. Computing the distribution of
access delay at each transmission attempt and estimating the
total access delay from (16) is not complex as they require
only γ convolutions which can be efficiently implemented.

Applying the above ideas to simplify computational com-
plexity, we have computed the distribution of access delay for
a node in less than 10 seconds by using MATLAB to process
the data obtained from NS-2 on a machine with Intel Core i7
(1.7 GHz) processor.

V. CONCLUSIONS

In this paper, we have proposed a framework to estimate
the access delay for the uplink at each node in IEEE 802.11

networks. In our approach, each node uses the locally available
channel occupancy information to estimate the access delay
distribution in a distributed manner. The proposed framework
is applicable to general network topologies comprising of
hidden nodes, or non-saturated traffic. We have used NS-2
simulations to show that our approach can accurately estimate
the access delay distribution.

A competing approach for a node to empirically estimate the
distribution of access delay for its 802.11 link is to empirically
observe the delay of its packet. A major drawback of such an
approach as compared to ours is the relatively long observation
time needed in order to obtain a sufficiently accurate estimate.
Further, this approach is not sufficiently fast to capture the
dynamics of the wireless network. In addition, nodes can only
find an estimate of the access delay distribution corresponding
to their current traffic conditions.

A key contribution of this work has been to provide the
nodes with a tool to efficiently estimate the access delay
distribution as well as the impact of parameters such as
maximum retransmit limit on the delay performance. We plan
to extend, our contribution to estimating the end-to-end delay
analysis that also includes the MAC queuing delay assuming
packets’ arrival pattern is known. With the end-to-end delay
estimate, nodes are able to shape their delay sensitive traffic
to satisfy the delay constraints at the application layer.
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