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Abstract—We investigate the fair channel assignment and In [9], we have investigated the channel allocation problem
access design problem for cognitive radio ad hoc network in considering this access constraint for a collocated civgnit
this paper. In particular, we consider a scenario where ad ho  anyork where each cognitive node can hear transmissions

network nodes have hardware constraints which allow them f th it d . th . inal et
to access at most one channel at any time. We investigate alfom other cognitive nodes (i.e., there is a single con '

fair channel allocation problem where each node is allocatta domain). In this paper, we make several fundamental cantrib
subset of channels which are sensed and accessed periodical tions beyond|[9]. First, we consider the large-scale cagmnit

by their owners by using a MAC protocol. Toward this end, ad hoc network setting in this paper where there can be
we analyze the complexity of the optimal brute-force search \nany contention domains. In addition, the conflict constsai

algorithm which finds the optimal solution for this NP-hard b h licated si h d d
problem. We then develop low-complexity algorithms that ca ecome much more complicated since each secondary node

work efficiently with a MAC protocol algorithm, which resolv es mMay conflict with several neighboring primary nodes and vice
the access contention from neighboring secondary nodes. s, versa. These complex constraints indeed make the channel

we develop a throughput analytical model, which is used in assignment and the throughput analysis very difficult. 8dco
the proposed channel allocation algorithm and for performance v consider a fair channel allocation problem under the max-

evaluation of its performance. Finally, we present extense . . o . N
numerical results to demonstrate the efficacy of the proposke min faimess criterion [13] while throughput maximizatin

algorithms in achieving fair spectrum sharing among trafficflows investigated in [[9]. Third, we propose optimal brute-force
in the network. search and low-complexity channel assignment algorithmds a

Index Terms—Channel assignment, MAC protocol, cognitive analyze their complexity. Finally, we develop a throughput
ad hoc network, fair resource allocation. analytical model, which is used in the proposed channel
allocation algorithms and for performance analysis.

. INTRODUCTION Il. SYSTEM MODEL AND PROBLEM FORMULATION

Cognitive radio has recently emerged as an important 1g- system Model
search field, which promises to fundamentally enhance Wire-W i . d-h K wh h
less network capacity in future wireless system. To exploijt e consider a cognitive ad-hoc network where there are

spectrum opportunities on a given set of channels of inter [S.flows explo?ting spectrum opportunities i channels for
each cognitive radio node must typically rely on spectru eir transmissions. Each secondary flow corresponds to one

sensing and access mechanisms. In particular, an effici fgnitive transmitter and receiver and we refer to secondar

spectrum sensing scheme aims at discovering spectrum h Qs as secon_dary users (SU) in the foIIov_vlng. we assume
gre arel,, primary users (PU) each of which can transmit

in a timely and accurate manner while a spectrum acce :
strategy coordinates the spectrum access of differentitbegn their own data on thesd channels. We assume that egch SU
nodes so that high spectrum utilization can be achievedsarh&an Use a_t mo_st one cha_nnel fgr his/her data transmission. In
research themes have been extensively investigated by mgﬂ |t_|on, time IS divided fixed-size cycle _vvh_ere SUs perform
researchers in recent yeals [1-[9]. [f [1], a survey of neceSensing on assigned channels at the beginning of each oycle t

advances in spectrum sensing for cognitive radios has bee&plore available chanpels for communlcatlons. For siity| .
reported. we assume that there is no sensing error although the amalysi

There is also a rich literature on MAC protocol desigHresemed in this paper can be extended to consider sensing

and analysis under different network and QoS provisionine rors. It IS assumed that SUs transmit at a constant rathwhi
normalized to 1 for throughput calculation purposes.

objectives. In[[2], a joint spectrum sensing and schedulif del the interf SUs in th d
scheme is proposed where each cognitive user is assumed tT)O modet the Interierence among s In the secondary

possess two radios. A beacon-based cognitive MAC proto twork, we form a.contentlon graph = {N, L}, where_

is proposed in[[4] to mitigate the hidden terminal probler, — {1,2,...,M,} is .the set of nodes (SUs) represe_ntlng
while effectively exploiting spectrum holes. Synchromiznd Us and the s_et Of. linksC = {1’2""’L}_ representlng
channel-hopping based MAC protocols are proposeld in [5] aﬁantennon relationship among SUs. In particular, there IS
[6], respectively. Other multi-channel MAC protocols [18] ink between two SUs inl if these SUs canno.t transmlt .
are developed for cognitive multihop networks. Howevezsth packet data on the same channel at the same time, which is

existing papers do not consider the setting where cogniti\cl)ﬁjsuated in Fig. [1. To model the activity of PUs on each

. .
radios have access constraints that we investigate in #pisrp annel, Ie_t us defing;; as the probability that P.u. _does
not transmit on channel. We stack these probabilities and

. T » _ .
The authors are with INRS-EMT, University of Quebec, Meafr Québec, def_m_epi = (P> pin)s i € [L M), Wh'_Ch captures th_e
Canada. Emails{lethanh,long.l@emt.inrs.ca. activity of PU ¢ on all channels. In addition, let us define
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C. Optimal Algorithm and Its Complexity

We describe a brute-force search (i.e., exhaustive setrch)
A e determine the optimal channel assignment solution. Specifi
As cally, we can enumerate all possible channel assignmeut sol
tions then determine the best one by comparing their actlieve
A ~u o su throughput. While throughput can be calculated quite géail
the non-overlapping channel assignments as being prekiente
Sectior1I-B, developing a throughput analytical model éor
overlapping channel assignment solution is indeed chgithgn
, _task, which is performed in Section III-B2 of this paper.
PP . (P, ’PMP) where P; is the vector representing \ye oy quantify the complexity of the optimal brute-force
activities of PUs. _ o search algorithm. Let us consider S{.e.,i € {1,..., M,}).

We now model the contention relationship among SUs a%ppose we assign it channels where: € {1,...,N}).
between PUs and SUs. Specifically, we assumelitidbe the Then, there areC, ways to do so. Sincé can take any

set of neighboring SUs that conflict with Sl(i.e., there is 5,5 ink ¢ {1,...,N}, the total number of ways to assign
a link connecting each SU it¥]* to SU 4 in the contention N

graph). Also, assume that Stlhas a set of neighboring PUschannels to SU is 3° C¥ ~ 2. Hence, the total number

» I . k=1
denoted ad/,, which is the subset of,..., M, so that if of ways to assign channels to all SUs (I%N)]\ _ oNM,

. p , .
any PU in the set(, transmit on a particular channel ther-hecall that we need to calculate the throughputs achieved
SU k is not allowed to transmit on this channel to protect the . . .

by M, SUs for each potential assignment to determine the

primary transmission. Assuming that the activities ofatiént betst one. Therefore, the complexity of the optimal brute-

PUs on any channel are independent then the probability tha . (N M. ; .
channelj is available for SUE indicates can be written asrf]orce search algorithm i6)(2 )- Given the exponentially

pi; = [Lieyr 2" since channej is available for SUE if all large complgxny of this bru_te-force seargh, we will deyelo
flict < ISUU'nL{p d ; h i low-complexity channel assignment algorithms, namely-non
conflicling FLS I}, do not use channgl overlapping and overlapping assignment algorithms.

Fig. 1. The contention graph.

IIl. CHANNEL ALLOCATION AND ACCESSDESIGN

. . ) i A. Non-overlapping Channel Assignment
We are interested in performing channel assignment that

maximizes the minimum throughput among all SUs (i.e., max- Ve develop a low-complexity algorithm for non-overlapping

min fairness[[13]). Letl; denote the throughput achieved b};hannel assignment in this secuon_. Recall thats the set _of
SU . Let z;; describe the channel assignment decision Whe(fgannEIS ass_lgned for secondary usén the non-over!appmg
z;; = 1 if channelj is assigned to SU and z;; = 0, channel assignment scheme, we h&en §; = 0,0 #J
otherwise. Then, the max-min channel assignment probldfhere SUsi and j are neighbors of each other (i.e., there
can be written as is a link connecting them in the contention gragh Note
that one particular channel can be assigned to SUs who are
max min 7} (1) hot neighbors of each other. This aspect makes the channel
¢ assignment different from the collocated network setting-c

wherex is the channel assignment vector whose elements gtdered in([9]. Specifically all channels assigned for défe

x;;. For the case where each SU is allocated a distinct set®¢s should be different in [9] under non-overlapping channe
M, assignment since there is only one contention domain for the

channels, i.e., we hav‘eE1 x;; = 1, forall j. Under this non- q|ocated network investigated inl [9].
overlapping channel assignments, $etbe the set of channels The greedy channel assignment algorithm iteratively allo-
assigned to SU. Recall thap;; is the probability that channel cates channels to one of the minimum-throughput SUs so that
j is available at SUi. Then,T; can be calculated a&; = Wwe can achieve maximum increase in the throughput for the
_ N _ . chosen SU. Detailed description of the proposed algorithm i
1 —Iljes, Pij = 1 - jl;ll (pij)™ wherep;; =1 - p;; is the presented in Algorithm 1. In each channel allocation iierat
probability that channe} is not available for SUi [9]. In each minimum-throughput SU calculates its increase in
fact, 1 —[[,cs, Pi; is the probability that there is at least onéhroughput if the best available channel (i.e., chanjifel=
channel available for SW. Because each SU can use at moalrgr;nax pi;) is allocated. This increase in throughput can be
one available channel, its maximum throughput is 1. J€S5a .
In general, it would be beneficial if each channel is aIIodatecalcuIateOI sl =T - 17 = Pt Jgs (= ra) B
to several SUs in a common neighborhood to exploit the multi- In step 4, there may be several SUs achieving the minimum
user diversity. Under both non-overlapping and overlagpithroughput. We denote this set of minimum-throughput SUs
channel assignments, it can be observed that the charemelS™". Then, we assign the best channel that results in
assignment problem with the objective defineddh (1) is a notike maximum increase of throughput among all SUs in the
linear integer program, which is an NP-hard problem (irdereset S™". We update the set of available channels for each
readers can refer td [12] for detailed treatment of this hasd SU after each allocation. Note that only neighboring SUs
result). compete for the same channel; hence, the update of available

B. Problem Formulation



Algorithm 1 NON-OVERLAPPING CHANNEL ASSIGNMENT
1: Initialize SU i's set of available channelsS
{1,2,...,N} and S; := 0 for i = 1,2,..., My where
S; denotes the set of channels assigned foriSU
2: continue:=1
3: while continue= 1 do

then it chooses one of these available channels randomly for
communication. If this is not the case, SUwill choose
one available channel i&°™ randomly (if any). Then, it
chooses a random backoff value which is uniformly distiout

in [0,W — 1] (i.e.,, W is the contention window) and starts
decreasing its backoff counter while listening on the aaintr

4:  Find the set of SUs who currently achieve the minehannel.

imum throughputS™" = argmin 7" where ™" =

{ir,..,im} C {1,..., M} is the set of minimum-
throughput SUs.
5 it OR (S} #0) then
iy
6: For each SUi; € S™" and channelj;, € S¢,
find AT;,, = T — T} whereT? and T} are the
throughputs after and before assigning chanjgel
and we setAT;, =0 if S¢ =0
7: {i;‘,j;ﬁ} = argmax AT (4;)
: W ES™™ j;, €88
Assign channej. to SU i;.

o: Update S;: = Si} U ji and §¢ = S;;\j;‘l* for all
ke Uff

10: else

11: Set continue= 0

12 end if

13: end while

If it overhears transmissions of RTS/CTS from any other
SUs, it will freeze from decreasing its backoff counter Linti
the control channel is free again. As soon as a SU’s backoff
counter reaches zero, its transmitter and receiver exehang
RTS/CTS messages containing the chosen available channel
for communication. If the RTS/CTS message exchange fails
due to collisions, the corresponding SU will quit the cortitam
and wait until the next cycle. In addition, by overhearing
RTS/CTS messages of neighboring SUs, which convey infor-
mation about the channels chosen for communications, other
SUs compared these channels with their chosen ones. Any SU
who has his/her chosen channel coincides with the overheard
channels quits the contention and waits until the next cycle
Note that in the considered cognitive ad hoc setting each SU
i only competes with its neighbors in the g¢f, which is
different from the setting investigated inl [9].

2) Throughput Analysis: To analyze the throughput
achieved by one particular S we consider all possible
sensing outcomes for the considered $n its assigned
channels. We will consider the following cases.

channels for the chosen minimum-throughput SU is only . .
performed for its neighbors. This means that we can exploite Case 1: If there is at least one channelSnavailable,

spatial reuse in a large cognitive ad hoc network. It can
verified that if the number of channels is sufficiently large.(

then SU: will exploit this available channel and achieve
the throughput of one. Here, we have

be

N>>max; [U]), then the proposed non-overlapping channel

assignment achieves throughput close to 1 for all SUs.

B. Overlapping Channel Assignment

1) MAC Protocol: Overlapping channel assignment can ®
improve the minimum throughput but we need to design a
MAC protocol to resolve access contention among different
SUs. Note that a channel assignment solution needs to be
determined only once while the MAC protocol operates re-
peatedly using the chosen channel assignment solutiorchn ea
cycle. LetS,; be the set of channels solely assigned for SU

and S5°™ be the set of channels assigned for 8&ind some
other SUs. These two sets are referred tegzarate seand
common setn the following. Let denoteS!** = S; U S5°™,

which is the set of all channels assigned to 5U

Assume that there is one control channel, which is always
available and used for access contention resolution. We con
sider the following MAC protocol run by any particular SU
i, which belongs the class of synchronized MAC protocol

T,{Case } =Pr{Case 2 =1-— H Dij-
JES;

Case 2: We consider scenarios where all channels; in
are not available; there is at least one channef;i?™
available, and SU chooses the available channefor
transmission. Suppose that chanpét shared by SU
and MS; neighboring SUs (i.e. MS; = [U;| where
U; denotes the set of thes#1S; neighboring SUs).
Recall that allMS; SUs conflict with SUs (i.e., they
are not allowed to transmit data on the same channel
with SU ). There are four possible groups of Slls
k=1,..., MS; sharing channel, which are described
in the following

Group |: channelj is not available for SU.
Group II: channel; is available for SUi;, and SU
i, has at least 1 channel &, available.

Group Il : channelj is available for SUiy, all

[11]@ The MAC protocol operates a cyclic manner where
synchronization and sensing phases are employed before the
channel contention and transmission phase in each cycle.
After sensing the assigned channels in the sensing phase, if
a particular SU; finds at least one channel if; available,

1Since we focus on the channel assignment issue in this papetdo not
attempt different alternative MAC protocol designs. Iettrreaders can refer
to [11] for detailed treatment of this issue.

channels inS;, are not available and there is another
channel;’ in Sf;’m available for SUi,. In addition,
SU i, chooses channegl # j for transmission in
the contention stage.

Group IV : channelj is available for SUy, all chan-
nels inS;, are not available. Also, S, chooses
channelj for transmission in the contention stage.
Hence, SUi;, competes with SU for channelj.



Let}; be the set of PUs who are neighbors of SU#(jn We calculate contention windoW’, for each SUk consid-
Then, the throughput achieved by Sl¢an be written as ering the contention with its neighbors. Let us calculgte,

MS; MSj—A1 MS;—A1—As as a function of¥;, assuming that there are secondary SUs
T, ( Case 3= (1—0)0; in the contention phase. Without loss of generality, assume
' ZAgo AZZ:O Agz::o 14+ A4 that the random backoff times of: SUs are ordered as
oA oAe oA ry < ry <...<r,. The conditional probability of the first
MS; Y MSj—A] Y MS;—A1—Ag

collision if there arem SUs in the contention stage can be

Z Z Z 0;P1(A1)P2(A2)P3(As) written as
01:1 C2:1 C3:1
where Ay = MS; — A; — A — A3 andd denotes the MAC pém)
protocol overhead, which will be derived in Sectfon 111BA. ’
this derivation, we consider all possible cases where SUs in

e 1\ (W —1—1\""
U; are divided into four groups defined above with sizes = Z cd <_) (’Ci) (3)
As, Az, and Ay, respectively. For one such particular case, =2 =0 Wi Wi

p,1 -
let 145" be the set of PUs V‘;hQO areponl;; ?e|ghbors of SUghere each term in the double-sum represents the prolyabilit
in group I with size A, and i/ = U; ,\Uj; be the set of ¢ 7 ysers collide when they choose the same backoff value

remaining PUs iri47 .. In addition, leti4?;’ be the set of PUs equal tol. Hence, the probability of the first collision can be
who are neighbors of SUs in group Il and IV with sizds calculated as

and A4, respectively. The term®; , ©;, ®1(A1), P2(A2),

NE

Pr (j users collidg
2

<.
||

NE

I|
)

) R M}y
and ®3(As) in the above derivation are (m)

: - . Per = P xP users conten 4

e O, is the probability that all channels i5; are not ow mz:; ek r{m id ()

available and SU chooses an available chanrigh S;°™ _ _
for transmission. where M> = |U| + 1 is the total number of SUs (in-
. ©; is the probability that all PUs is?;* do not use Cluding SUk and its neighbors)?’éf}i’ is given in [3) and
channelj. ’ Pr {m users contendis the probability thatn SUs contend

« ®(A;) denotes the total probability of all cases for PU¥ith SU & in the contention phase. To compdg ;, we now
in &' such that channej is not available for allA, derive Pr {m users contend
SUs in group . We can divide the set of neighbors of %Unto two groups.

« ®,(A,) represents the probability that there is at lead® Particular, th(zre aren SUs contending with SU: while
one available channel in the separate set for each of {#€ remainingl/;* —m SUs do not join the contention phase.

A, SUs in Group II. There areC’y7, such combinations for a particular valuerof
« ®3(A3) describes the total probability of all cases folVhere it happens with the following probability

PUs inZ/{;fj;3 such that each SU in group Il chooses other Chin

available channej’ # j for transmission and each SU Pr{m users contend= Z P (5)

in group IV chooses channglfor transmission.
In this formula, we have considered all possible events and ) - - )
combinations that can happen for neighboring SUs of ti1eréPcon is the probability of one particular case where
underlying SUi. Note that onlyA, SUs in Group IV compete SUns contend with SU:. We can divide the set of remaining
with SU i for channelj by using the proposed MAC pro- Mz — m SUs who do not join the contention into two
tocol. Therefore, SU wins this contention with probability SUPgroups, namely SUs who COU|dt not find any available
1/(1+ A4). In addition, the throughput is reduced by a factofh@nnels in their allocated channels* (first subgroup) and
1 — § where§ is the MAC protocol overhead. Due to theSUs who find some available channels in their separate sets

space constraint, detailed derivation of these rather tempi: (S€cond subgroup).

n=1

cated probabilities are presented in the online technagzdnt. ~ NOW. let A, be one particular set of: SUs in the first
Summarizing all considered cases, the throughput achieyeddroup andA: denote the number of SUs in the first sut(>g)roup
SU i is given as of the remainingM/}* — m SUs. Then, we can calculafon
as follows:
T, =T,{Case } + T, {Case 2. )
This throughputderi\{ation is used for channel _assignmedta Pégg - H H i, (6)
performance evaluation of the proposed algorithms. ieAn |Les,

3) Configuration of Contention Windowe show how to a
calculate contention windowd’ so that collision probabilities My —m Crap—m

among contending SUs are sufficiently small. Note that thez Z H H Disly H 1— H Disls @)

probability of the first collision among potential collisi® is  A1=0 =1 ineQll) 12ESi, i5eQ® 13€Si,
largest because the number of contending SUs decreases for

successive potential collisions. Derivation of these isiolh e n(m)

probabilities for the cognitive ad-hoc networks is more eom 8" “s® g Cm

plicated than that for collocated networks considered i [92 Z Z Z H H pf4z4 H ﬁﬁzs- (8)

since the interference constraints are more complicated. »®M=1¢®M=1  ntmM=1¢m=1i,€Uf, |,eAD lseAl?



The term inside].] in (B) represents the probability that allAlgorithm 2 OVERLAPPING CHANNEL ASSIGNMENT

channels in the separate sefg for all SUsi; € A,, are

1: After running Algorithm 1, each SU hasS;, S = 0

not available so that these SUs contend to access availableandS!, i =1, ..., M;.
channels inS{°™. The term in[¥) denotes the probability that 2: continue := 1.

each of A; SUs in the first subgroup (i.e., in the sﬁﬁ))

find no available channels in their separate sets and each 6f

the M’ —m — A; SUs in the second subgroup (i.e., in the set5_

ng)) find at least one available channel in their separate sets

(therefore, these SUs will not perform contention). Here, ¢.
is the index of one particular case where there 4reSUs in

the first subgroup and a particular set. The last term in[(8) 7:
denotes the probability of the event representing the stafu  8:
all PUs who are neighbors of SUs in the &t (i.e., neighbors

of SU k) so that there are exactly. contending SUs in the
setA,, and A; SUs in the first subgroup. If](8) we consider

3: while continue= 1 do

Find Thin andi* = argmin Tib.

Ui o ie{l,...,Ms}
n__ (0}
Si= |y Se.

leur,

S = SETXOR(S!).
leux

Sint = Suniy §SeR, geom,

Find all minimum-throughput SUs and find the best
channels from eitheS>°° or SI™ for these minimum-
throughput SUs to improve the overall minimum
throughput.

all possible scenarios where for each 84 A, there are o if |J  SP™™ £ then
n() available channels among(?) = |S&°™| channels in the i€, Ms}
setSsom whereg® representsrr?:le ind|ex of|one such particulat® Assign §{°" = ;™™ and §; = ™.
case. Corresponding to su¢h(®,¢(®), U2 denotes the set 1% else _
of PUs who are neighbors of SUs i so that indeedn % Set continue= 0.
underlying SUs perform contention. 13 end if
14: end while

By substitutingPéQ@ calculated above into[{5), we can

calculate the collision probability iP. ;, in @). From this,
we can determinéV;, as follows:

W), = min {W}, such thatPc,k(Wk) <ep} (9)

all channels that have been assigned forS¥ neighboring
SUs. Also, Ieté?is*ep be the set of all channels assigned solely

where ¢p, controls the collision probability and overhead®l €ach individual neighbor of SU" (i.e., each channel in

tradeoff and for clarity we denot®. , (W), which is given

S>*Pis allocated for only one particular SU &4 ). Therefore,

K]

in @ as a function ofi,. Then, we will determine the St defined in step 7 of Algorithm 2 is the set of “intersecting

contention window for all SUs aB’ = max; W},.
4) Calculation of MAC Protocol Overhead:et r be the

channels”, which are shared by at least two neighbors of SU
i*. Here, SETXORA,B) would return the set of all elements

average value of the backoff value chosen by any SU. Thdf A or B but not the common elements of bothandB.
we haver = (W — 1)/2 because the backoff counter value N each iteration, we determine the set of SUs which achieve

is uniformly chosen in the intervdD, W — 1]. As a result,
average overhead can be calculated as follows:

W —1]6/2 + trrs + tcTs + 3tsiFs + tsen + tsyn
Tcycle

where@ is the time corresponding to one backoff urifrs,

T

the minimum throughput. Then, we need to search over two
setsSoP or SIM to find the best channel for each of these
minimum-throughput SUs. Note that allocation of channels
in SI™ to minimum-throughput SUs can indeed decrease
the achievable throughput of their owners (i.e., SUs which
own these channels before the allocation). Therefore,radlan

tcTs, tsirs are the corresponding time of RTS, CTS and SIF&8locations in step 8 are only performed if the minimum
(i.e., short inter-frame space) messagesy is the sensing throughput can be improved. In step 8°™°™ is the
time; tsyn is the transmission time of the synchronizatiopotential set of channels for S Algorithm 2 terminates

message; and .. is the cycle time.
5) Overlapping Channel Assignment Algorithnin the

when there is no assignment that can improve the minimum
throughput. Due to the space constraint, detailed degmmipt

overlapping channel assignment algorithm described iroAlgof step 8 is omitted.

rithm 2, we run Algorithm 1 to obtain the non-overlapping 6) Complexity Analysisin each iteration of Algorithm 1,
channel assignment solution in the first phase and perfothe number of minimum-throughput SUs is at madt and
overlapping channel assignments by allocating channels tthere are at mos¥ channel candidates which can be allocated
have been assigned to a particular SU to other SUs in the skr-each of them. Therefore, the complexity involved in each
ond phase. We calculate the increase-of-throughput nfetric iteration is upper bounded b¥/,N. We can also determine
all potential channel assignments that can improve thaitiiro an upper bound for the number of iterations, whichlis V.

put of minimum-throughput SUs. To calculate the increas&his is simple because each SU can be allocated at fvost
of-throughput, we use the throughput analytical model ichannels and there afd, SUs. Therefore, the complexity of

Subsectiof 1II-B2, where the MAC protocol overhedds 1

Algorithm 1 is upper bounded by7/2N?2. In Algorithm 2, we

is derived fronTIl[=B4. After running Algorithm 1 in the first run Algorithm 1 in the first phase and perform overlapping
phase, each SU has the set of assigned non-overlappinchannel assignments in the second phase. The complexity
channelsS;, and it initiates the set of overlapping channelsf this second phase can also be upper-bounded/By?2.
asSm=10,i=1,..., M,. Recall that the set of all assignedTherefore, the complexity of both Algorithms 1 and 2 can be
channels for SU is S = S; U SP™. Let SP is the set of upper-bounded by (M2N?), which is much lower than that
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Fig. 2. The scenario with 3 SUs and 2 PUs.
1 1
= o Shoray

o
o

-Of| s Ove-The
O ove-sin

Throughput (7)
Throughput (7)

0. . == Non-The
O Non-Si
0.5 ===0ve-Thg
O Ove-si
0.4; = Opt-The
— Pi =0.6 # Opt-Sim|
2 3 4 5 6

7
Number of channels (N)

(b)

Number of channels (N)

(@
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algorithms for a larger network shown in Figl 1. In particula

Fig. [3(b) shows the minimum throughput versus the number
of channels forp’i’j equal to 0.6 and 0.8. This figure confirms
that Alg. 2 achieves significantly larger throughput thaatth
due to Alg. 1 thanks to overlapping channel assignments.
Fig.[4(@) illustrates the minimum throughput vergys. It
can be observed that pﬁ] increases, the minimum achievable
throughput indeed increases. This figure also shows that the
minimum throughput forN = 9 is greater than that for
N = 7. This means our proposed algorithms can efficiently
exploit available spectrum holes. In Fig. 4(b), we illugtra
the throughputs achieved by different SUs to demonstrate th
fairness performance. It can be observed that the diffeenc
between the maximum and minimum throughputs under Alg.
2 are much smaller than that due to Alg. 1. This result implies
that Alg. 2 not only achieves better throughput but alsoltesu
in improved fairness compared to Alg. 1.

V. CONCLUSION

We have investigated the fair channel allocation problem
in cognitive ad hoc networks. Specifically, we have pre-
sented both optimal brute-force search and low-complexity
algorithms and analyzed their complexity and throughput
performance through analytical and numerical studies.
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Fig. 4. (a) Throughput versys’., N = 7 and 9. (b) Throughput achieved

by each SUM), =5, M;s =8, p%?j =08, N =8
(31

(4]
(5]

of the brute-force search algorithm presented in Se¢tid@ 11

IV. NUMERICAL RESULTS

To obtain numerical results, we choose the length of contrcg?]
packets as follows: RTS including PHY header 288 bits, CT%]
including PHY header 240 bits, which correspondttgs =
48us, tcts = 40us for transmission rate of 6 Mbps, which is
the basic rate of 802.11a/g standards [14]. Other parametds]
are chosen as follows: cycle tin&yce = 3ms; § = 20us,
tsips = 281us, target collision probability p = 0.03; tsgy and
tsyn are assumed to be negligible so they are ignored. Nofe]
that these values df andtsrs are typical (e.g., seé [10]).

To compare the performance of optimal brute-force sear[:]‘rq]
and our proposed algorithms, we consider a small network
shown in Fig[2 where we choos€, = 3 SUs, M,, = 2 PUs [11]
andp; = 0.6 and 0.8. Fig. [3(2) shows that the minimum
throughputs achieved by Algs 2 are very close to that obthing2)
the optimal search, which confirms the merit of this low-
complexity algorithm. Also, the simulation results mattie t
analytical results very well, which validates the proposed

throughput analytical model. Figs[_3(#), 4(a), gnd K(b) il-

lustrate the minimum throughputs achieved by our propos
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