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Abstract—In this paper, we investigate effective capacity by
modeling a cognitive radio broadcast channel with one secaiary
transmitter (ST) and two secondary receivers (SRs) under
quality-of-service constraints and interference power Iinitations.
We initially describe three different cooperative channelsensing
strategies with different hard-decision combining algorthms at
the ST, namely OR, Majority, and AND rules. Since the channel

Through cooperative channel sensing methods, multiple SUs
share their channel observation data with each other irr tode
boost the channel sensing performance. In that perspettive
an earlier study[2], an experimental research compariog-co
erative channel sensing with different channel sensindnaukt
was conducted. Besides, it was shown that the probability of

sensing occurs with possible errors, we consider a combined mjssing the available channels can be made arbitrarilylsmal

interference power constraint by which the transmission paver

of the secondary users (SUs) is bounded when the channel is

sensed as both busy and idle. Furthermore, regarding the chmael
sensing decision and its correctness, there exist possibfgur
different transmission scenarios. We provide the instantaeous

independent and identically distributed (i.i.d.) fadirttpanels

by increasing the number of the cooperating SUs, while at
the same time protecting the PUs in the environment from the
harmful interference induced by these SUs [3]. Furthermore

ergodic capacities of the channel between the ST and eachseveral decision combining algorithms for the cooperafibig

SR in all of these scenarios. Granting that transmission owge
arises when the instantaneous transmission rate is greatehan
the instantaneous ergodic capacity, we establish two diffent

were studied in[[4] and 5] as well.
Similarly, cognitive radio broadcast channels took a sexio

transmission rate policies for the SUs when the channel is consideration and were explored by many researchers pro-

sensed as idle. One of these policies features a greedy apgch
disregarding a possible transmission outage, and the othdavors
a precautious manner to prevent this outage. Subsequentlyve
determine the effective capacity region of this channel maal,
and we attain the power allocation policies that maximize tis
region. Finally, we present the numerical results. We first bow
the superiority of Majority rule when the channel sensing results
are good. Then, we illustrate that a greedy transmission ra
approach is more beneficial for the SUs under strict interfeence
power constraints, whereas sending with lower rates will benore
advantageous under loose interference constraints. Fingl we
note that the methodology and the approach we consider in tki
study can be easily applied into a more general cognitive rad
broadcast channel model with more than two SRs.

|. INTRODUCTION

foundly. For instance, a cognitive radio broadcast scenari
which one primary transmitter and one secondary transmitte
are communicating with their respective receivers wasidens
ered, and the corresponding achievable regions were pessen
[6]. Further cognitive radio broadcast channel studiesewer
also conducted in 7] and][8] where the ergodic sum rate ca-
pacity of the SUs with multiple antennas at both the secgondar
transmitter and the secondary receivers was derived. I¥inal
Asghariet al. studied the adaptive time and power allocation
policies by maximizing the achievable capacities of cagait
radio broadcast fading channels! [9]. In addition to above
studies, QoS regarding the buffer and delay constraints has
been considered as a vital metric in cognitive radio re$earc
as well. Necessarily, effective capacify [10], which pdrs

_ Due to ever-increasing demand for wireless spectrum prafa maximum arrival rate that a service process can support
tices, the concept of cognitive radios emerged as a Megfsie satisfying the desired QoS constraints, was invei
to provide transmission solutions by furnishing the idea of,jer average and peak power constraints in cognitive radio

secondary users (SUs) in the system. Since then, diﬁerg@pay channel$[11], and with imperfect channel sensingltes
complex cognitive radio scenarios have been investigatgqer interference power limitations ]12].

from several research perspectives. For instance, caigera

strategies for cognitive radio networks attracted sigaiftc

In this paper, we investigate the throughput of the SUs
in cognitive radio broadcast settings where the SUs ihytial

attention[1]. Because of the possible non-continuOUSE®S yaect the activities of the PUs cooperatively, and then one
of the primary (legal) users (PUs) in the environment, the SWeondary transmitter performs data transmission to twe se

have to sense the transmission channel. Therefore, both ”QHdary receivers under QoS and interference power con-
cooperative and cooperative channel sensing strategies hgyaints. Especially, unlike i [13] in which the effectica-
become the focus of some of the cognitive radio researfy iry of a broadcast channel with only one single trangmitt
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and many receivers was considered, we address the effective
capacity of a cognitive radio broadcast channel where the SU
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are engaged in data transmission under the channel umtgrtai
caused by the channel sensing errors, and the interference
power constraints dictated by the PUs. It is worth to mention

that our approach can be easily generalized into the cogniti Sec’;:;’ary

radio broadcast channel models with more than two receivers
II. CHANNEL MODEL

As seen in Figurgll, we assume that a secondary transmitter,
denoted by ST, performs communications with two secondary
receivers (SRs), i.e., SRand SR, in an environment where
there are PUs that are likely to be active occasionally. &her
fore, the SUs initially implement channel sensing in ordher t
detect the activities of the PUs. Then, depending on their
channel sensing results, they select their data transmissi
power and rate policies. At the beginning, the data sequence Fig. 1. Cognitive radio broadcast channel model.
generated by one source (or sources) to be conveyed to the
SRs are stored in two different data buffers before the data
transmission is performed in frames Bfseconds. During the order to detect the PUs. In more details, each SU initially
data transmission, the input-output relation between SI' @§erforms channel sensing and obtains a sensing decision

SR; at thek'™ time instant is given by individually, and then, the SUs gather these channel sgnsin
yi(k) = hi(k)z(k) +ny(k) k=1,2,--, 1) deusmps at ST vyher.e the final channel.se_nsmg deC|_s|on is
determined. Considering that the transmission strategies of
when the PUs are inactive, and it is given by the PUs are not known, an energy-based detection is applied a
each SU. Therefore, the firdf seconds of the frame duration
yj(k) = hj(k)x(k) +n;(k) + s;(k) k=1,2,---, (2)

T seconds are allocated for channel sensing. Noting thag ther
when the PUs are active. Note thais a subscript indicating arev = N x B complex symbols in a duration df seconds,
the number of the SRs, i.ej, € {1,2}. In (@) and [2), the hypothesis testing problem between the noj$g) and the

x and y; are the complex channel input at ST and theeceived signak; (k) at SUY can be mathematically expressed
complex channel output at SRrespectively. We remark as follows:

that = carries information to both SRs. Besidgs;;} is a Hiy(k) =m(k), k=12 ..,

sequence of additive thermal random noise samples af SR My (k) = mi(k) + suk), k=1,2 3)
which is zero-mean, circularly symmetric, complex Gaussia b YL K S, »Sr e ¥y

distributed with variancei{|n;|*} = o7 ;. Meanwhile,h; ~Where?; and?, denote the true hypothesis corresponding to
represents the fading coefficient between ST ang, SRich idle and busy states, respectifelyAbove, y; is the received

is likewise assumed to be a zero-mean, circularly symmetriignal at SY where! € {1,2,3}. Considering the above
complex Gaussian distributed random variable with vagandetection problem, the optimal Neyman-Pearson detector at
E{|h;|*} = E{z;} = o} ;. Note thatz; is the magnitude each SU is given by [14]

square of the instantaneous fading coefficientand thath,

v H
and h, are independent of each other. Furthermarein (2) Ti(y) = ! Z ly1(n)]? gb A (4)
denotes the active PUs’ faded signal arriving at; Séd we Vo= Hi
show the average power level f with o7 ;. where )\; is the detection threshold at each SU. Assuming

We further consider a block-fading channel, and assume thki o is sufficiently large, we can approximai®(y) as a

the fading coefficients stay constant for a frame duratiofi’ of Gayssjan random variable by invoking Central Limit Thearem
seconds and change independently from one frame to anotlﬂﬁfwl it can be easily confirmed th&{7}(y)} = o2, and

In addition, we also assume that the activities of the PUg StE{Tl(y)} = 02, + 02, when channel state i#,; aﬁé H,
- Yn, s, G ’

the same in each frame and change likewise independentlyneciively [[15]. With these characterizations and Gaoss

from one frame to another. We further emphasize that thes,mptions, we have the following probabilities of falsera
probability of the PUs being active in one frame is denoteghy getection at each SU in terms @#functions [16]:
by p. At the same time, the SRs experience the interference

caused by the PUs contemporaneously when the PUs ar N -2, . N —o2, 02,
active. We finally underline that the available bandwidtiBis s = @ T s andP; =Q 5 g .
Hz, so is the symbol rate assumed to Beeomplex symbols \/;Un.,l \/;(Unz +0o20)

er second. 2
P whereQ(z) = = [ e™" 2 dz.
IIl. CHANNEL SENSING AND POWER CONSTRAINTS g

A. Channd Sens ng 1We assume that the channel sensing results are fed to ST elegrahd-
. error-free channels.
The SUs (i.e., SY SRy, SU;: SR, and SUY: ST) operate

) ) e 2We define that the PUs are active in the busy state, wherees itheot
channel sensing collaboratively before data transmisgion any active PU in the idle state.



i(g P! z) i P! z)
2 i (2) = B2 and i (2) = 3

Moreover, we consider a hard-decision combining algorithpi (z) = - jo = 55— Note that
apphe_d at ST, in wh|ch decision of ea}ch SU .ellther 0 or 1) i8°(z) = pb(z) + pb(z) and pi(z) = i} (z) + pb(z). Finally,
combined for the final channel sensing deciSioAssuming since the transmission power of ST is limited By,,, we
that the SUs receive the signal emitted by the PUs at thefine the signal-to-noise ratio as SNRE:t .

same average power level (i.er;, = o), and that they "
have the same average noise variance (g, = o2), we

consider the same detection threshold applied at each SURegarding the channel sensing result and its correctness, w
where)\;, = \. As a result, we will have the same values for thBave four different transmission scenarios:

probabilities of false alarm and detection at each Bp:: Py 1) Channel is busy, sensed as busy (correct detection),
and P, = P,. In addition, we consider three different hard- 2) Channel is busy, sensed as idle (miss-detection),
decision algorithms at ST such as OR, Majority, and AND 3) Channel is idle, sensed as busy (false alarm),

rules: Channel is considered as busy, when at least one S4) Channel is idle, sensed as idle (correct detection).
detects it as busy with OR rule, or when at least two SUs det&de can easily see that ST will send with the power policy
it as busy with Majority rule, or when all of the SUs detect ipg(z) for SR; in Scenarios 1 and 3, and;(z) in Scenarios

as busy with AND rule. Given the above conditions, we cad and 4. Therefore, assuming the interference caused by the
express the final probabilities of false-alarm and detadtis primary users as additional Gaussian noise, the instamtisne

IV. INSTANTANEOUSTRANSMISSION RATES

each hard-decision algorithm as follows: ergodic channel capacity at each SR (i.e.,; SBuring one
5 /g transmission frame in each scenario can be expressed as
R;‘znal _ Z (2) (Pf)z(l _ jj)f)i%—z7 (5) follows 'lﬂ]
iZBK ; C,;.+(z) = Blogy{1+(; -(z)} bits/sec forr = 1,2,3,4, (8)
pfinat — Z (i)(Pd)i(l — P37, (6) where
=K o i (2)SNRs
_ _ _ - () — 7
whereK =1, K = 2 and K = .3, when OR, Majority, and j:1 B+ SNRb, (2)2;1]2m > 2]
AND rules are applied, respectively. i
o) - J1i(z)SNR;
B. Interference Power Constraints 2 B+ SNRui, (2)z;1[zm > 2]
Recall that ST chooses the transmission power policies . B 115(2)SNRz;
with respect to the channel sensing results. In more dgtails Gial2) = 1+ SNRub, (z)z; 1z, > 25
if the channel is sensed as busy, ST sends the data symbol 11 (z)SNRe;
. . . . ] J
x with the instantaneous transmission power polie}(z), Cja(2)

and P?(z) = P}(z) + P%(z) where P}(z) and P}(z) are the L+ SNRur, (2)251[2m > 2]

instantaneous power allocation policies for the users &l
SR,, respectively. On the other hand, when the channel is . . - o2

sensed as idle, the instantaneous transmission powey;i@lic.and m% J for m, j < {1,2}. Above, 5 . ! + oz’ andif]
Pi(z), and Pi(z) — Pi(z) + Pj(z) where Pi(z) and P}(z) is an |pd|cator function wherq[a] = .1. if ais trqe, and 0

are the instantaneous power allocation policies for @Rd otherW|_se. Note that we acquire an i.i.d. Gaussian codebook
SRy, respectively. Note that = {21, 22} is the channel state for t-he input symbols to the channel. . .

vector. As a result of the channel sensing errors, we ndtiae t Since the SUs rely on channel Sensing results_ with errors,
ST deploys both policie®” (z) and P'(z) when the PUs are they can not determ|ne_wh_|ch scenario they are in. However,
actually active. In particular, the policy’ (z) is deployed by they know that they are in either Scenario 1 or 3, if the chhnne

ST with bability 2, while th licv Pi(z) is deploved ?s sensed as bgsy, and that 'Fhey are in eithgr Sgenario 2 or 4,
withwérollaoa:gili?y |(|11y_ Z'Dd\;v dll?ringetﬁg I?étivigize)slsof tehpeOéEl}Js_ if the channel is sensed as idle. Now, considering the above

Therefore, in order to limit the interference caused by Sclpndmons, and assuming that ST performs linear (superpo-

on the PUs, we impose the following combined interferen(;,$ tl(t)ns) codlggsafter olbtamlng c_hangel S('fe mforma}tﬁ]nds ‘
power constraint on the SUS: at SR and SR apply successive decoding, one of the bes

_ transmission strategies could be that ST sends data at rates
PyE,{P’z)} + (1 — P)E,{P'(2)} < Pin: (7) equal toRk%(z) = C;(z) when the channel is sensed as busy,

. . 1e ie.,
where P,,,; is the average interference power constnlln

. L ) . R%(z) = Blogy (1 + ¢ 1(z 9
the sequel, we will be considering the following normalized i(2) g2 (141 (2)) ©)
b A . .
instantaneous transmission power policigé(z) = 1;_@), for each SR. We can easily observe that in Scenario 1, the
" instantaneous transmission rates are equal to the instmia
30 indicates that the channel is idlé{(), whereas 1 indicates that the Channel capacities for both $Rand SR. Hence, there will
Chi:mnel is busy#s). ' ~ be a reliable transmission to both receivers. Similarlgcei
Pint is the average interference power normalized over averad@d e instantaneous transmission rates are less than or equal
power and path loss of the channels between ST and the prireegywers. . L. . .
the instantaneous channel capacities for both receivers, i

5A better interference protection strategy for the PUs candadized by - ; ]
applying a peak power constraint on ST. R?(z) < Cj3(z), data will be reliably transmitted to the



receivers in Scenario 3 as well. As a result, in one transamniss  Noting that ST has two different transmission queues for
frame, there will béZ“Rg(z) bits transmitted effectively to the storing the data allocated for each receiver; Sivd SR,
receivers when the channel is sensed as busy. we consider that each queue has its own QoS constraints.
On the other hand, when the channel is sensed as idle, Weerefore, we denote the QoS exponent for each queue by
consider the following two possible instantaneous traasion  ¢,. Following the definition provided ir [13], we can express

rate strategies: . the following effective capacity region for the above cdiyei
1) Srategy 1: ST sends data with rates equal®)(z) = radio broadcast channel as follows:
C'y4(Z), i.e.,
’ _ U {c®)=0:¢;6)
R}(z) = Blog, (1 + (j,4(z)) - (10) Ri,Rs
This can be considered as a greedy transmission rate strateg

< 1ogeEz{e—9j<T-N>Rf}} (14)
since ST sends data to each receiver at a rate equal to 0,TB

max{C}2(z), C;j4(z)}. Moreover, we can easily observe thajvhere © = (6,,6,). Recall that the channel fading coeffi-
we always have€’;»(z) < Cj 4(z). However, this transmission cients change from one frame to another independently, and
strategy has a risk of transmission outage in Scenario 2 singmilarly the activities of the PUs in one transmission feam
Ri(z) = Cja(z) > Cj2(z). As a result, we assume that thergjo not depend on their activities in the previous frames. Now
WI|| be no reliable transmission to the receivers in Scemarfollowing the steps in[[12], we can express the normalized

4. Hence, when ST transmits with this strategy, the effectivgfective capacity in bits/sec/Hz for each SR as follows:
rate isT R'(z) bits per frame in Scenario 4, while it is 0 in

Scenario 2. _ Ci(0;) = log, E{ppe T~ ME] 4 p e~ 0s(T-NIE} | )1
2) Srategy 2: ST sends data with rates equal &) (z) = I —0,TB
ijQ(Z), i.e., (15)
Rj-(z) = Blog, (14 ¢j2(2)) . (11) if ST employsStrategy 1 when channel is sensed as idle, and

—6,(T— N)RI}

This strategy can be considered as a precautious transmj 10,) = log, E{pye~% (T-N)R; | (p2 + pa)e
sion rate strategy, since ST sends data at a rate equal to' ’ —0,TB
min{C; »(z),C;4(z)}, which is alwaysC;(z). Since ST (16)
sends data with lower rates in contrast to the ratelriategy ;¢ g employsSrategy 2 when channel is sensed as idle, where

1 th%redvxélll geR no ogta:ge,s and r_ellabzle trgnjm_:_shsmnfwnl ?ge: pPy+ (1= p)Ps, p2 = p(1—Py), andpy = (1—p)(1 —
provided to SRs In both Scenarios 2 an eretore, ey, In the rest of the paper, we will omit the function input

effective rate isI'R;(z) bits per frame in Scenarios 2 and 4Z unless it is necessary.

V. EFFECTIVE CAPACITY

Effective capacity was defined by Wtial. as the maximum
constant arrival rate that a given service process can suppo  VI. OPTIMAL TRANSMISSION POWER POLICIES
while satisfying statistical QoS constraints specified bg t
QoS exponent [10]. If we denote the stationary queue length

by Q, then the decay rate of the tail distribution of the queue After characterizing the effective capacity region, wentur

lenath O is defined bvé: our attention to the optimal transmission power policiest th
gth@ w: will maximize the expressions if_(I15) and 116). Since ST
lim log Pr(Q > q) — (12) has to send data considering two different QoS expongnts
g0 q we assume that ST prioritize each user over the transmission

Thus, we have the following approximation for the buffepower allocation po!icies_. He_nce, we reconsider the ieterf
violation probability for largegmae. : Pr(Q > g¢mas) &~ €NCE power constraint given inl (7) as follows:

e~f%amaz  Therefore, largef corresponds to more strict QoS b ;

] L L : PyE{P}} + (1 — Py)E{P;} <n;Pi, 17
constraints, while smallet implies looser constraints. Hence, aB{P}+ a)E{P} < 15 Fint (A7)
effective capacity can provide us the maximum arrival ratghere n; = 6, 72 = 1 — 6, andd € [0,1]. We can

to a data buffer when the system is subject to the statisticiarly see that ST divides the available average trangmiss
buffer constraints. And, for a given QoS exponéneffective power between SRand SR with a ratio defined ag. Now,
capacity is given by normalizing (1Y) over?;,;, we obtaiff

Cp(0) = — lim — log, E{c~%S®} (13) PyB{uS} + (1 — POE{u}} < 1. (18)

t—o0 9
Theorem 1. The optimal power allocation pohueg and

h t) = S_,r(l) is the ti Itd'.
where S(?) 2= 7(1) is the time-accumulated service that maximize the effective capacities given IEI(16) with

process, and(l) for [ = 1,2, ... is the discrete-time, stationary” i
and ergodic stochastic service process.

5t is assumed that a simple automatic repeat mechanism dspoated "We assume that depending on the channel conditions and QuSaiats
in order to ensure that the erroneous data is retransmitted. of each receiver, ST can select the valuejof



respect to given constraints in_(18) are given by and

b i 7I€j71
Ky = #;p;SNRz; 1:SNRz;
! 1 + aij = -2 3 L1 + - 3 ) (24)
. [( S 1} 5>
SNRz; | \ 7, PaB J j Z Zm,
. N whenz; > z,, and
B+u’ SNRz; 2 YRR : ki
ST [(wpdwil%swrezj)) - 1} , otherwise, b _EmSNRy [ JSNR:, i1 e
U= B USNRD 2 3+ SNRib 2, (25)
(19) m~J m~J
when the channel is sensed as busy, and and
i fr— . 7.‘6]‘71
o ) o _mnSNRy (| pSNRy
8 piz; \ M . . I5™M T B+ SNRui, z; B + SNRui, 2; :
SNRZ]' 'Yjpmﬂ ) ZJ Z Zm, (26)
1 + . . . .
B4, SNR, piz; el : when z; < z,, whereq; is the Lagrangian multiplier and
KRz, [(vjpm(ﬁﬂ;ﬁsmzj)) 1} , otherwise, Kj = %;N)B. Defining v, = —%x, and solving [2B) and

(20) (@9), we othzainIIIIQ), and solvinf_(24) arid26), we have (20).
Since we assume that all available transmission power ghoul
be used in general, we obtain the Lagrangian multipher
and hencey;, numerically from the equality:

when the channel is sensed as idle, whgfe = max(-,0)
is the maximum operator, ana # j for m,j € {1,2}, and
P,, = 1—P,. Note thatp; = po+p4 in (20).~; for j € {1,2}
is the power threshold value in the power adaptation pdaljcie PdE{MS‘} +(1- Pd)E{ME‘} =1;.
and it can be obtained from the average interference power

constraint [(IB) through numerical techniques. Moreoves, w As for the transmission power policies that maximize the

can easily state that the optimal transmission power Miciexpression in[(15), we similarly consider the following iin

that maximize the effective capacities given [](15) witfnization problem:

respect to given constraints ih_{18) ayn? in (I9) when the min ‘ pbe—ej(T—N)R;’. +p4e—ej(T_N)R;’.
channel is sensed as busy, and PaB{pb}+(1—Pa)E{p} }<n;
_ (27)
My = |
== + where RY = Blog, (1+¢;1) and R; = Blog, (14 (j.4)
SN [(f“%) - 1] , zj > zm,  as given in[(P) and[{10), respectively. Notice that since the
J Jsm . . . . . .
v L 4 transmission rate policies are different when the chansiel i
1+giﬁ§zNRZj [( S s R ) st 1} . otherwise, Ssensed as idle while obtaining the effective capacity \&aloe
7 7 P (U1 SNR=5) (@5) and [(I6), the rateR! are different in the minimization

(21) problems [[(2R) and{27). Again, after setting the Lagrangian
when the channel is sensed as idle. Note thabbtained for function, when we take the derivatives with respect:foand
@3) will be different thany; obtained for [15). %, we will obtain the expressions il (23) arid(25), and the

expressiond (24) an@(26) with parametdrand p; replaced
with 1 andp,, respectively. Solving these equalities, we will
obtain the same formulation given ib_{19) and the one in

Proof: We will first obtain the optimal transmission powerm)_ 0
policies that maximize the expressiénl(16). Since logariih
a monotonic function, we can attain the optimal power petici VII. NUMERICAL RESULTS
from the following minimization problem: In this section, we provide the numerical results. Unless
in e T=NIBS | =0, (T=N) R indicated otherwise, we cor_lsider _the foII_owing parameter
PUE{ut}+(1— P)E{u} ) <n; values. We consider a Rayleigh fading environment in which

(22) = and z, are independent exponential random variables with
. E{z1} = E{z2} = 1. The available channel bandwidth is
wherep; = py+pa. Recall thaps, p; andp, are defined at the 5ssymed ta3 = 2 kHz, and the transmission frame duration
end of SectiofLV. Note further th@} = Blog, (1 +¢;1) and s 7 — 1 second while the duratioW — 0.01 seconds is

R§ = Blog, (1+¢;2) as given i”.@) angl]]l_), respectively gjocated for channel sensing. We further assume that tree PU
It is obvious that the expression in{22) is strictly convexia 5re gctive in one frame with probability= 0.1.

the constraint[(18) is linear with respect 44 and ! [18]. In Fig.[d, we plot the effective capacity region considering
Then forming the Lagrange setting and taking the derivativgifferent hard-decision algorithms with two differeft®;, P,
with respect tou and .}, we obtain pairs at the SUs when both receivers have QoS exponents
SR —kj—1 equal to 91_ = 6, = 0.01, and the_ interferen_ce-to—r_lois_e
a; Py = #ippSNRe; <1 n Hj J) (23) parameter is set t@¢ = 2, and the signal-to-noise ratio is
B B SNR = 0 dB. Here, we note that we obtain two different
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Fig. 4. Effective capacity region(; vs. Ca, considering different
Fig. 2. Effective capacity region; vs. C2, considering different hard- instantaneous transmission rate polici€&sategy 1 and Srategy 2 when
decision channel sensing algorithms wheh;, P;) = (0.13,0.84) and (P, Py) = (0.13,0.84) with different SNR values by employing only
(Py, P;) = (0.96,0.99). Majority rule.

————— As seen in the figuretrategy 2, i.e.,R;'- = C} 2, outperforms

0.25

Strategy 1 in using any hard-decision algorithm when SNR

0 dB. Meanwhile, we can easily observe that the performance

1 gap is very significant betweetrategy 1 andSrategy 2 when

Majority and AND rules are employed, while the performance

1 is very low when OR rule is considered. We underline that ST

does send data always with ratB§ = C;1 when the channel

, is detected as bLE.yHence, the effective capacity regions are
" | calculated considering the expressions[in (15) (16)nwhe

0.2

o
o
o

C2 (bits/sec/Hz)

o
e

— = OR, Policy 1 \
I e A by \ | Strategy 1 and Strategy 2 are employed, respectively, if the
| 2T ok, oty 2 \ channel is sensed as idle. Furthermore, we show the efectiv
B | | o capacity regions for different SNR values (i.e., SNRT, 5,
% 0.05 01 015 0z | o025 0, —5 and—15 dB) when only Majority rule is applied in Fig.

C, (bits/sec/Hz)

[4, in order to investigate the effects of employiSigategy 1

o 3 Efoct _ , . dering different and Strategy 2 at loose and strict average interference power
T eors o I IO s oy aern Merent constraints. We can clearly see that when SNR is aategy

(P, Pg) = (0.13,0.84). 2 results in much higher performance levels when compared
to Srategy 1. In addition, the effective capacity region curve
saturates after certain SNR values wiSategy 1 is employed

: N _ s seen when comparing the effective capacity values autain
(Py, Py) pairs .by adjusting the channel dgtgctmn threshol t SNR= 5 dB and SNR= 7 dB. whereas the effective
A We can easﬂy see that when t.he probaplhty OT false algr@ pacity values for both users increase with the increasing
Py, at eaph S.U Is high, the eff(_eqnve capacity regions obtain R whenStrategy 2 is employed. On the other hand, at low
by applying different hard-decision algorithms at ST areyVe g\R values. the performance Gfrategy 1 is significantly
close to each other. The performance differences among haﬁ%her than ’the performance Gfrategy 2 as seen when we
decision algorithms are negligible. On the other hand, wh Bmpare the outputs of both policies at SNR—5 dB and
Py is very low at th? SUs while having con;iderably YOOENR = —15 dB. We can conclude that the SUs should follow
probability of detection valuesy, the effective capacity a greedy transmission rate strategy when SNR is low, i.e.,

regions show different behaviors. For instance, the SUs ¢ der strict average interference power constraints,enhib

obtain very h|_gh_ effective capacity values_for both SR_S_ b|¥1uch more beneficial for the SUs to follow a transmission rate
employing Majority rule when compared with other decisio

: i gtrategy that prevents data transmission outage when SNR is
rules. Nevertheless, the same performance increase is I%ﬁw

observed when AND rule is applied.
In Fig.[3, we plot the effective capacity regions employingi
different instantaneous transmission rate policies winamoel

is Se_nsed a§ idl_e with keeping the same channel parameteﬁﬁle consider the different transmission rate policies thatemployed only
considered in Figl]2. We note thé&P;, P;) = (0.13,0.84). when the channel is sensed as idle.

Moreover, we plot the effective capacity region regarding
fferent QoS exponents for both users in Eiy. 5. We canasil
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Fig. 5. Effective capacity region for different values &f and 62 when
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Fig. 6. Effective capacity region for different values@fnd (Pr,Py) pairs. [10]

[11]

observe that with the increasing QoS constraints, there is a
dramatic decline in the effective capacity region. Howevei2]
we note that while keeping; fixed and changingl,, the
maximum attainable effective capacity for the user Skhich

is obtained when the effective capacity of the user 8Rjoing
to zero, is not changing with differed values. Finally, we
plot the effective capacity region for different interfaoe-to-
noise parameter valueg, in Fig.[8, sinces is an important
parameter that affects both the channel sensing perforenaﬁé
and the effective capacity values. While the channel sgnsin

performance is increasing with increasimy the effective [16]
capacity is decreasing due to the decreasing transmissies r

(23]

(14]

[17]

constraints and channel uncertainty. Considering diffece-
operative channel sensing strategies, and different rirens
sion rate selection strategies when the channel is sensed
. as idle, we formulated the effective capacity region of this
' —6—6,2005,0,=1 broadcast channel model with two SRs and obtained the
optimal transmission power policies that maximize thisoag
. We showed that Majority rule outperforms the other sensing
1t ' | strategies in general, and that greedy and prudent trasiemis

' rate selection strategies are much more strategic when the
interference power constraints are strict and loose, ctispéy
in certain situations.
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