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Abstract—As the capacity demand of mobile applications keeps and file popularity distribution, the central controllerable to
increasing, the backhaul network is becoming a bottleneckd determine an optimal caching strategy to cater for userastgu
support high quality of experience (QOE) in next-generatio \yiih |ocally cached content. Once caches are fully utilized
wireless networks. Content caching at base stations (BSs$ ia .
promising approach to alleviate the backhaul burden and redice the requirements for backhaul can be greatly reduced and the
user-perceived |atency_ In this paper, we consider a wireks dOWnload delay can be Shortened, espema”y When the babkha
caching network where all the BSs are connected to a central links are in poor conditions.
controller via backhaul links. In such a network, users can ttain So far, the design of caching placement has not been fully
the required data from candidate BSs if the data are pre-cachd. addressed. Most of the previous studies fail to take physica
Otherwise, the user data need to be first retrieved from the aatral . . . .
controller to local BSs, which introduces extra delay over he !ayer features Into ConS|d¢rat|0n. For exgmple, it was ragsu
backhaul. In order to reduce the download delay, the caching N [3] and [4] that the wireless transmission was error-free
placement strategy needs to be optimized. We formulate such In [5], delays of D2D and cellular transmissions were simply
a design problem as the minimization of the average download set as constants and the proposed caching strategy was to
delay over user requests, subject to the caching capacity estraint store as many different files as possible. However, whemggki

of each BS. Different from existing works, our model takes BS ltiath fading int iderati toring th nat
cooperation in the radio access into consideration and is fly ~MU!tPath fading Into considaeration, storing theé same €n

aware of the propagation delay on the backhaul links. The dégn Multiple BSs can actually provide channel diversity gaind a
problem is a mixed integer programming problem and is highly is perhaps more advantageous. The authois in [6] analyzéd bo
complicated, and thus we relax the problem and propose a uncoded and coded femto-caching in order to minimize tre tot
low-complexity algorithm. Simulation results will show that the average delay of all users. In their work, coded femto-aaghi

proposed algorithm can effectively determine the near-opmal . .
caching placement and provide significant performance gamover WaS obtained as the convex relaxation of the uncoded problem

conventional caching placement strategies. Nevertheless, it not only ignored physical layer featutes,
Index Terms—Wireless caching networks, caching placement, also imposed a certain network topology requirement which
download delay cannot be fulfilled in practice. Physical-layer operatinnlid-

ing data assignment and coordinated beamforming in caching
networks was considered inl[7], but the caching placemest wa
The explosive growth of global mobile data traffic [1], espegiven as a prior.
cially mobile video streaming, has led to significant inaea  There are also works studying the dynamic caching place-
in user latency and imposed a heavy burden on backhaul linkent and update. In_[8], the authors studied video caching
that connect local BSs to the core network. The congestioniin the radio access network (RAN) and proposed caching
the backhaul may cause excessively long delays to the donteolicies based on the user preference profile. Nevertheless
delivery, and thus degrades the overall quality of expeeenthey considered neither the variation of the wireless chhnn
(QoE). In order to support the increasing mobile data traffiduring the transmission of a file nor the actual delay of
one promising approach to reduce delivery time and backhaviteless transmission and backhaul delivery. The authbf8]o
traffic is to deploy caches at BSs, thereby bringing fregyeniconcentrated on the caching content optimization in a siB§.
requested bulky data (such as videos) close to the users TBE file popularity was assumed unknown and their strategy
in the hope of satisfying user requests without increasiteg twas optimized based on the observation of user requestyisto
burden over backhaul links. In this way, the backhaul is useder time. However, this work did not consider the effect of
only to refresh the caches when the user request distributizackhaul delays and assumed that the cache replacement was
evolves over time. Usually, the refreshing process does radtnegligible duration and operated frequently.
require high-speed transmission and can work at off-peaédi In this paper, we present a wireless caching network model to
Caching capacity of local BSs can be regarded as a ndetermine the optimal caching placement strategy for magag
type of resources of wireless networks besides time, freggue random user requests. In particular, we aim at minimizirey th
and space. However, the caching capacity is limited congpamverage download delay, which is one of the key QoE metrics,
with the total amount of mobile traffic. Thus sophisticatetly taking wireless channel statistics into account. Moegoto
caching placement strategies will be needed to fully expka the best of our knowledge, the impact of backhaul delays on
benefit of caching. With the knowledge of channel statisticaching placement is studied in this paper for the first time.

I. INTRODUCTION
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The design of the caching placement strategy is formulated
as a mixed-integer nonlinear programming (MINLP) problem,
which is computationally difficult to solve. Thus we resaut t
the relaxed formulation of the problem and provide a low-
complexity algorithm. Simulation results show that thestgy
derived from our proposed algorithm outperforms other well
known caching placement strategies. Furthermore, we geovi
some insights into the caching placement design. Spedyfical
in the case where the backhaul delay is very small, the mos
popular content has a higher priority to be cached. On theroth
hand, when the backhaul delay is relatively large, it should
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In this work, we consider the downlink of a wireless caching
network, in whichK single-antenna BSs arid single-antenna
mobile users are uniformly distributed in the consideregiae.
Through backhaul links, the BSs are connected to a central
controller, which also acts as a file library server. Thedifgr @ Backhaul content

K . .. . Central controller
contains F' files and each of them can be divided info
segments of equal size (withbits). Each BS is equipped with a
storage unit of limited capacity. For simplicity, we assuthat
all users see channels with the same distribution. Witrusst bf =
generality, we focus on one user for calculating the peréorce 7 [ })\ 1 &

Cached content

metric of interest. A BS will be regarded as a candidate BS for /

user if it holds the content requested by userno matter ! \C‘f
whether such content is previously cached or retrievedhga t  \ BS 2 2353
backhaul. Usei has its cluster of candidate BSs, denoted as ™= @

®;, which consists of BS indices and has cardingliy|. The Uy 5 @
system model and data retrieval process are illustratedgn F

(. The user will choose the BS of the best wireless channel in (b)

®; to communicate with, as shown in Figl 1 (a). As for the _ _
case that no BS holds the requested content. as shown in ﬁ!%re 1. System model and content retrieval process. (afe@io retrieval

. ’ ér only local BSs,®;, = {2,4}; (b) Content retrieval from the central
(b), the central controller will pass such content to allsBSontroller with extra backhaul delas; = {1, 2,3, 4}.

and we shall havéd;| = K.

A. File Transmission Model denote the channel coefficient between the selected BS &nd us
We consider segmented file transfér][10] (also known asfollowing the same distribution for al and s. The channel

multi-source file transfer), which has the advantage ofaallg s assumed to be block-fading with block length i.e., the

a requested file to be sourced and downloaded from differeitfannel is constant for a duration ofseconds and different

BSs in various time slots. Different segments of a requefdited channel block realizations are i.i.d.. At time slotthe transmit

when reaching the user, will be decoded and assembled intgignhal from the selected BS to useis denoted as

complete file. Each segment can be as small as a single packet

or as big as a stream lasting for several minutes. We will first x;[s] 2 (zi1 [s], ..., min [s]) (1)

discuss how to calculate the delay of downloading a segment,

which is typically quantified as the average number of remliir and the transmit power constraintis; |z, [5]|2} < P, for all

time slots for a segment to be successfully decoded. Uneerthe (1 7}, n e {1,..., N} ands.

assumption that the segments of a file are subsequently senthe received signal of userfor time slots can be written

over homogenous and ergodic channels, the download delay,gf

this file is indeed the sum of all segment-download delays.

~We shal! assume that time is partitioned |m<second—W|d_e y, [s] = hi [s] 2 [s] + i [3s], )

time slots indexed by. We will also assume that at each time

slot, useri communicates with the BS if; that provides the where vy, [s] (yir [s],--,win [s]) and m;[s] £

highest signal-to-interference-plus-noise ratio (SIN&®)d this (n;1 [s],...,n:n [s]). The noise is complex white Gaussian,

BS is able to transmilV >> 1 complex symbols. Leb; [s] € C i.e., n;[s] ~ CN (0,0?%).



The transmission of a segment to the intended user, An Download Delay

accordance with an incremental redundancy (IR) hybrid-ARQ\ye assume Rayleigh fading channels and no interference
protocol as adopted in LTEE[11], will be presented below.gaiv among different users, e.g., they can be served by different

a well-designed Gaussian codebook, thkit file segment is g hearriers with orthogonal frequency-division multiplecess
encoded into a channel code= {ci| ¢z .. .[er }, whereT"is (OFDMA). Denote the signal-to-noise ratio (SNR) from BS

a given positive integer, which can be made arbitrarily éargy, ;ser; as SN, and the probability density function (PDF)
and each subcode;, containing/N complex symbols, can be of SNR? is given by

individually used to recover the original file segment. Tehes
subcodes are further modulated into a series of signal urst P(x) = lexp (_g) ©6)
At each time slot, one signal burst is allowed to be sent.iff th 0 p)’
burst is not decoded correctly, the user feeds back a negativ . , N 0
acknowledgment (NACK) message over an error-free and IoWherep_ is the average recewed SNR_and we _ha\ﬁe By/o”.
latency channel. Once the BS receives this NACK message, ffgf0rding to our previous assumption, at time siot the
next burst is sent at the next time slot. This process coesin€C€lved SNR of usef can be obtained as
until the BS receives an acknowledgement (ACK) message. If
the transmission starts from the first time slot and endsea$th pi = E;%’f SNQ‘C- )
th time slot, the effective coding rate i8/.S, where the coding . '
rate is defined a® £ b/N bits/sec/Hz as a complex symbolHence, the PDF of; is
can be transmitted approximately in 1 s and 1 HZ [12]. 1| . 2\ 121

P, (z)=—e p( ) (1—exp (—t)) . (8)

Pi

B. Caching Placement Strategy

In practice, the caching capacity at BSs cannot be arbitrari For simplicity, we omit the subscript in the following
large. Thus, it is crucial to optimize the caching strategy i4erivation.

exploit the limited caching capacity in order to maximize th | the IR scheme, each user has a buffer with sizédence,

benefits brought by caching. up to m of the most recent signal bursts can be stored and
We denote the caching placement strategy gSLaKthr%ed to decode the information. In practiee, is chosen to
dimensional matrixC = [C1,...Cy,...,Ck] € {0,1}7""""  yeach a compromise between the decoding performance and
consisting of binary entries, whelg;, indicating the caching the jmplementation cost. If the buffer is big enough, can
placement of BS, is defined as be regarded as infinity. If only the current burst is used for
o ok decoding, we will haven = 1. It has been indicated in [12]
11 te 1L . . . .
N . . FxL that the mutual information across multiple time slots can b
Ce=1 + =~ | {0177, ) \written as
Al
in which cf, = 1 means that segmeitof file f is cached at Rls|= Y loga(1+p[i), 9)
BS k in advance and:f;l = 0 means the opposite. Since each j=(s—m)F+1
BS has a limited caching capacify, we have

wherep [j] is the received SNR at time slgt When employing

r L i _ typical set decoding, the probability of decoding error iger
chﬂ <O, vke{l,....K}. (4) 1 at time slots can be expressed as
f=11=1

When user; requests segmeritof file f, the number of qls] = Pr{R[s] < R}. (10)

candidate BSs holding the segment is It is difficult to obtain a closed-form expression for the mge

download delay. Hence, we shall derive a lower bound.

K
NG =) ck. 5
s kz::l s ®) Theorem 1. For the IR hybrid-ARQ protocol, the average

. download delay of a segment in this system model is lower
Note that there should be a constraint Ny < K for Vf €  pounded by

{1,...,F},vle{l,...,L}inorder to avoid duplicate caching

for the same segment at a BS. E{D9} > !

oQR/m _1 mlq)l '
[1l. BACKHAUL -AWARE CACHING PLACEMENT 1= (1 —eXp (_ ? ))
The average download delay is a representative metric for Proof: For a given user, the probability that its download

the system performance in wireless caching networks. & thjelay Dse9 of a segment( bits) is larger thani time slots is
section, we will first derive an analytical expression of thgiven by

download delay. We will then formulate the problem of min- seg
imizing the download delay subject to constraints on caghin Pr{D*®>d} =Pr{R[s] <R, for s =1,2,...,d}

11
capacities. =q%[s]. (1)



The expected download delay for a segment can be obtained as

too F L
E{D%% =" Pr{D>9> d} fo(CRom,p) =Y Pr> {D(Nf,Rm,p) 1(Nf #0)
d=0 (12) f=1 =1
_ 1 +[D(K,R,m,p)+4]-1(Nf;=0)}. (18)
L =qls] Our goal is to minimize the average download delay by
From [9) and[{10), we can get arranging the placement of segments at each BS subject to
the caching capacity limit, given physical layer consttsin
_ - , including the coding rate, the buffer size at users and the
q[s] = Pr{ ( Z)+ logy (1+p]) < R} - (13 eceived SNR target. With fixed?, m and p, the caching
j=(s—m)T+1

placement problem is formulated as

Noste that iflog, (1 + p[j]) < £ for vj € {1,...,s}, we have P, : minimize  fo (C, R, m, p) (19)
2 im(s—myt+1108 (14 p) < R. As a result, we can get c

F L
R subject to k<CVke{l,... K C1
als) = Pr{log, (14 ) < = for v} jectto ) < Gk e (1. K} (G
= (Pr{log2 (1+p) < E}) . ng:cf;l < K,Vf,l (C2)
k=1
With (8), we can obtain the lower bound of the error probapili C e {0, 1} FrixK (C3)
as
oR/m _ 1\\ ™ where constraint C1 stands for the caching capacity limit of
q[s] > <1 — exp (—T)> (15) each BS and constraint C2 indicates that each segment can be

cached by at mosK BSs. It turns out that problen¥?, is

Substituting [(Ib) into[{112) yields the desired result. B an MINLP problem and thus it is highly complicated to find
Theorem[]l implies the download delay for a segment isthe optimal solution. As a result, we will focus on develapin

function of |®|, R, m and p. We will adopt the lower bound effective sub-optimal algorithms.

when calculating the average download delay of a segmentBy further examining problens?,, we find that the optimiza-

which is given by tion of caching placement boils down to the determinatiothef
1 number of candidate BSs for each segment. In order to siynplif
D (|®;|,R,m,p) = w7 (16) the notations, we define it as a vector= [2;] € N**, where
1-— (1 — exp (—%)) Ty = N§ = S cf,. We shall take two caching

_ strategies as an example. That is,
Note that if the requested segment has not been cached in

any BS, this segment will first be delivered to dll BSs C = H 10 } ,[ 11 ] , { i 0 H7
1

o

via backhaul and then the wireless transmission will follow 10 00
the same scheme as the above-mentioned cached segment Co — 10 10 1
downloading. In that case, the number of candidate BSS,is 2 1 0|1 0]|’|O '

i.e._, @' = K, and an extra backhaul delay will be caused C, is the optimal caching strategy, thén is also optimal.
which is denoted as. This is because bot#i; andC- correspond to the same vector
x=13,1,2, O]T, which determines the average download delay

of the two strategies. Therefor¢, {16) can be written as
There are two cases when determining the candidate BSs. If

o

B. Problem Formulation and Relaxation

N # 0, we have|®| = Nf;. Otherwise, whemV'(; = 0, based D (z;) = %, (20)
on our assumption, we hay®| = K and the segment download 1— =
delay isD (K, R, m, p) + . Accordingly, the download delay with Rjm m
of file f can be calculated as ga (1 —exp (_2 - 1)) _ (21)
p
L . .
D (NS, R,m,p) -1 (NS 40 For z; > 0, we can find thatD (z;) is convex w.r.t.z; for
;{ (N p)-1(Nji #0) Vie{l,...,FL}.

+ [D(K,R,m,p)+6) -1 (Njcz _ 0)} (17) dellzacljyr i(Seach segment;, for Vi € {1,..., FL}, its download
We suppose that the fil¢ is requested with probability’; and
' D(z;) - 1(x; #0 D(K)+0]-1(z; =0). 22
thustf:le = 1. The requests for segments of the same file (z:) -1 (@i 7 0) +[D(K) +0] - 1( ) (22)
are of equal probability. Therefore, the average downlagdyd The indicator functions in[{22) will cause the major diffityul

of all the files can be written as in designing the caching placement strategy. To resolve thi



issue, we adopt an exponential functiofr with 0 < a < 1

Algorithm 1 : The SCA Algorithm

to approximate the indicator functidn(z; = 0). Then, we can Initialization : Find a feasible poink(®) and sett = 0.
obtain an approximated functiofi(x) to represent the averageRepeat

download delay of a file as

FL
)= Proq{D (@) - (1—a™) +[D(K)+4]-a"}
=1

:fl (X)—ng(X),

where f1 (x) and f, (x) are given by

(23)

FL
fr() =3 P AD (@) + [D(K) +3]-a™}  (24)

and

FL
fa(x) = =D PriqD (z:)a®. (25)
=1

We can find thatf; (x) is convex w.r.tx and f> (x) is concave

Solve problem2 and obtain the solutiot;
Updatex(*+1) = x(®) 4 »(®) (5( — x(t));
Sett =t+1;

Until stopping criterion is met.

and is a tight convex upper-bound ¢f(x). The main steps
of the algorithm are presented in AlgoritHoh 1. The solution
obtained from Algorithni 1 then should be rounded due to the
constraintx € Nf'L,

IV. SIMULATION RESULTS

In this section, we present numerical results to examine the
performance of the proposed caching placement strategyoand
investigate the impact of backhaul delay.

Some previous studies have shown that in practical networks

w.r.t. x, which means thaf (x) is the difference of the convex the request probability of content can be fitted with someupop

(DC) functions.
With a fixed 8, we consider an approximated probles,
instead of#,. That is,
21 : minimize f (x) (26)
FL
subject to in <KC
=1
0<z; <K, Vie{l,...,FL}
x e NF'E,

If we relax the integer constraint first, probleg#; turns out

larity distributions. In this work, we assume that the p@pity

of files follows a Zipf distribution with parameter. = 0.6 (see
[14]) and the files are sorted in a descending order in terms of
popularity. We set the rate target &= 2.5 bits/sec/Hz and
the average received SNR as= 10 dB. We consider the case
where only the current burst is used for decoding at the user
side; i.e.,;m = 1. The range of the backhaul delivery delkays
selected on the basis of a measurement operated on a practica
network, as was done inl[8]. Their experiment implied that th
backhaul delay of a piece of content approximately rangems fr
30% to 125% of its wireless transmit delay. To investigag th
impact of such delay, we choosecz [0, 4].

to be a DC programming problem, which is not easy 10 S0Ve kot e compare the performance of the proposed algorithm

directly due to the non-convex smooth objective functjof).

The successive convex approximation (SCA) algorithm [1
can circumvent such a difficulty by replacing the non-conv
object function with a sequence of convex ones. Specifical
by starting from a feasible point(?), the algorithm generates

a sequencex®} according to the update rule

(D — x® 4 p® (x _ x(t)) ’ 27)
wherex® is the point generated by the algorithm at thth
iteration,n(*) is the step size for theth iteration, andk is the
solution of a convex optimization proble®,
2 : minimize g(i,x(t)) (28)
FL
subject to Zzl < KC
1=1
0<#; <K, Vie{l,... FL}.
g(x,x®) is an approximation off (x) at the (t+ 1)-th
iteration, which is defined as
N T 2
g (x, x(t)) £ f1 (x)+Vfa (x(t)) (x - X(t))—l-T Hx —x® H
2

(29)

ith exhaustive search. The file library has three files amth ea

them is divided into three segments. There are four BSs

d each has a capacity of two segments. We adopt a step
L}fze ofn = 1 and the stopping criterion idistributions given
by |x(*+D —x®],/[x"]], < 107*. Fig.[2 shows that the
results given by the proposed efficient algorithm are veogel
to those obtained using the exhaustive search. It can also be
observed that a slight increase in cache gizean significantly
reduce the download delay, which confirms that caching is of
great potential to enhance future wireless networks.

Next, we compare the proposed algorithm with two standard
caching placement strategies on a large-scale system.ewher
there are 50 BSs, each with a capacityl6f segments. The
file library has10® files, each of which is divided intd03
segments. One standard strategy stéfesegments of the most
popular content (MPC)_[8] in the cache memory of each BS.
The other one always placdsC different segments in total
at all BS caches, which aims at the largest content diversity
(LCD) [B]. For the MPC policy,r; = 23 = -+ = 2 = C
and xx41 = - = xpr = 0; and for the LCD policy,

Ty = T2 =+ = Tgo = 1 ande@_H = .- =xp = 0.

The MPC policy is often adopted when multiple users access a
few pieces of content very frequently, such as popular nsovie
and TV shows. The LCD policy ensures that for most requests,



10 T T T : :

—+— Exhaustive search, cache size =1

—*— Exhaustive search, cache size = 2
Proposed algorithm, cache size =1
Proposed algorithm, cache size = 2

Average download delay

3 i i i i i
15 2 25

Backhaul delivery delay &

35

Figure 2. Average download delay versus backhaul delivetgyd

5000 T

45001 —+— MPC caching placement strategy |
—o&— Proposed caching placement strategy

E 4000} —#4— LCD caching placement strategy |

Q

k=l

T 3500 1

o

s

£ 3000 1

o

S 2500} h

IS

[

Z 2000} : 4
15004 . . q
100! i i i i i i i

0 0.5 1 15 2 25 3 35 4
Backhaul delivery delay &
Figure 3. Performance comparison of various caching placémstrategies.

processing as well as backhaul delays was formulated to
fully exploit the benefit of caching. As the design problem
is an MINLP problem, we relaxed it into a DC optimization
problem and adopted the SCA algorithm to solve it efficiently
Simulation results showed that our strategy can signifigant
reduce the average download delay compared to conventional
strategies, and the proposed low-complexity algorithm can
achieve comparable performance to exhaustive search.-More
over, we demonstrated that the backhaul propagation delay
will greatly influence the caching placement. Specificalliien

the backhaul delay becomes very small or very large, our
proposed strategy will gradually evolve to the MPC and the
LCD strategy, respectively. In particular, for a practigalue

of the backhaul delay, the proposed caching placement serve
as the best strategy. Therefore, it can be concluded that our
work provides a promising model to formulate the download
delay for wireless caching networks, and important insigire
given for determining the optimal caching placement stpate
under different backhaul conditions.
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