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Abstract—We propose a new approach towards RSS (Received
Signal Strength) based wireless localisation for scenarios where,
instead of absolute positioning of an object, only the information
whether an object is inside or outside of a specific area is
required. This is motivated through a number of applications
including, but not limited to, a) security: detecting whether an
object is removed from a secure location, b) wireless sensor
networks: detecting sensor movements outside of a network
area, and c) computational behaviour analytics: detecting cus-
tomers leaving a retail store. The result of such detection
systems can naturally be utilised in building a higher level
contextual understanding of a system or user behaviours. We
use a supervised learning method to overcome issues related
to RSS based localisation systems including multipath fading,
shadowing, and incorrect model parameters (as in unsupervised
methods). Moreover, to reduce the cost of collecting training
data, we employ a detection method called One-Class SVM
(OC-SVM) which requires only one class of data (positive data,
or target class data) for training. We derive a mathematical
approximation of accuracy which utilises the characteristics of
wireless signals as well as OC-SVM. Based on this we then
propose a novel mathematical formula to find optimal placement
of devices. This enables us to optimize the placement without
performing any costly experiments or simulations. We validate
our proposed mathematical framework based on simulated and
real experiments.

Keywords Wireless localisation, one-class classification, place-
ment optimization, anomaly detection

I. INTRODUCTION

Wireless localisation, which has been of great interest over

the past few years [1], refers to extracting geo-location infor-

mation of an object based on its wireless signals to multiple

known devices. There are numerous important applications,

particularly industrial applications, commercial environments,

public safety settings, everyday life and defence/security sys-

tems [2]. Solutions for deriving the location information can

be categorized into two groups as unsupervised methods and

supervised methods [1]. Unsupervised methods also known

as triangulation methods estimate the distance from a number

of known devices (anchors) and multilaterate the location of

target objects [3]. These methods are subject to errors that are

caused by various factors including noise, multipath fading,

shadowing and non line-of-sight (NLoS). Moreover these are

sometimes costly and time-consuming since model param-

eters need to be adjusted for specific environments. On the

other hand supervised methods such as fingerprinting compare

signal features to a pre-generated database in order to identify

the most likely location of target objects [4]. Receive Signal

Strength (RSS)-based location fingerprinting is commonly

used for this method. There are various fingerprinting-based

localisation algorithms such as probabilistic methods [5],

k-nearest-neighbor (kNN), neural networks, support vector

machine (SVM) [6], and smallest M-vertex polygon (SMP)

[7]. These methods often perform better than unsupervised

methods, however they are computationally expensive and

time consuming since signal fingerprints are required to be

collected in advance.

These localisation methods provide absolute positions of

target objects. However in some applications, the absolute

positions are not always required. For example, in some sce-

narios a target object is only required to be detected whether it

is inside or outside of a specific place. In security, it is crucial

to detect whether an object (for example an object that can

transmit wireless signals such as a smartphone, a tablet) is

removed from a secure location. In the context of customer

analytics (for example in retail), the main interests are in

the number of people entering or leaving the store and the

time they spend purchasing/viewing products. Such analytics

can be enabled assuming that people have access to wireless

devices such as smart phones. With pre-designated zones in

the store, a more thorough and complete understanding of

consumer behaviour can be established. For example, analysis

of customers entering and spending time at a particular

section can be made where a new product has been recently

launched. Such localisation systems can also find an applica-

tion in the sensor networks domain where a sensor node is

required to be detected if it goes out of its specific (i.e. usual)

area. The information can be used such as to detect when

some phenomenon happened (earth quake, landslide).... Such

kind of applications motivate us to define and develop a new

class of localisation, WiLAD (Wireless Localisation through

Anomaly Detection) which classifies the target object into two

types of area: target area (i.e. inside) and non-target area (i.e.

outside). Due to the fact that the non-target area can be too

large making data collection practically infeasible, collecting

training data in only the target area, which is normally small,

can significantly reduce data collection costs compared with

conventional fingerprinting methods in which training data

for all classes is required. Therefore, these methods cannot be

directly utilised in our localisation system which requires only

training data in one class. Besides, other information such

as locations of anchors and model parameters (particularly

needed in the case of unsupervised methods), are also not
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required, thus deployment requirements are minimal.

In order to identify objects of a specific class amongst

all objects, we approach this with a one-class (or unary)

classification mechanism. This is performed by learning from

a training set containing only the objects of that class [8].

Among one-class classification methods, one-class support

vector machine (OC-SVM) is known to outperform other

methods in several datasets [8]. Therefore we employ OC-

SVM in our localisation system. To the best of our knowledge,

this is the first such attempt to perform wireless localisation.

Besides, other works related to improving localisation

accuracy, such as localisation accuracy estimation [2], anchor

placement optimization [9], [10] has also attracted significant

attention in recent times. For example, [2] derive the bound

of localisation accuracy for RSS measurements. This gives a

useful insight in to localisation performance and deployment

issues of a localisation system, which could help in designing

an efficient localisation system. In [9], [10], the authors set

out to find the optimal number and placement of the anchor

nodes in a given area for improving localisation accuracy.

These methods rely on real experiments or simulations for

specific environment (specifically requiring experiments or

simulations for each of the given areas) thus raising both the

cost and complexity. In this paper, we derive approximation

formulation of accuracy which utilizes the characteristics of

wireless signals as well as OC-SVM. Moreover, based on the

formulation we then propose a novel mathematical framework

to find the optimal placement of devices (anchor devices as

well as target areas for target objects). This mathematical

formulation enables us to optimize device placement without

performing any costly experiment or simulation.

Our main contributions are summarised as following:

• Propose a method to estimate the detection accuracy.

• Propose methods to improve the accuracy including a

novel method for optimizing placement of devices.

• Validate proposed methods via numerical simulations as

well as real experiments.

II. PRELIMINARIES

A. System model

Consider a wireless network system of k anchors (here re-

ferred to as access points or APs) positioning at a1,a2, ...,ak,

and a target object normally moving or staying around an area

called target area. The target object is equipped with a radio

transceiver, and broadcasts beacon signals at a set interval of

time. Each AP then receives the signals and retrieves RSSIs

(Received Signal Strength Indicators), followed by sending

values of RSSIs to a backhaul server. The server then uses

collected RSSIs to determine whether the target object stays

inside its target area or not (i.e. non-target area).

B. Propagation Models

RSSI rt,i between a target object positioning at t and the

i-th AP positioning at ai is related through the Friis equation

(in dBm) [11].

rt,i = PT − 10η lg ‖t− ai‖+ X (1)

where η and PT which are constants, are the path loss ex-

ponent and the transmit power respectively, X is a random

variable characterising the effects due to multipath fading and

noisy measurements. ‖x‖ is Euclidean norm of a vector x,

thus ‖x− y‖ is the distance between two positions x and y.

In this paper we denote log10 x as lg x for simplicity. The

signal fluctuations X due to multipath fading and noise de-

pend on the wireless propagation environment. For example,

the long-term signal variation is known to follow the Log-

normal distribution, whereas the short-term signal variation

can be described by several other distributions such as Hoyt,

Rayleigh, Rice, Nakagami-m, and Weibull.

C. One-class support vector machine (OC-SVM)

OC-SVM (a particular type of supervised learning) tries

to identify objects of a specific class amongst all objects, by

learning from a training set containing only the objects of

that class. We briefly introduce OC-SVM [12] as follows.

Suppose the training target class is r̂1, r̂2, ..., r̂s, where

r̂j ∈ Rk, ∀j ∈ [1, s]. In the input space, OC-SVM aims to

determine a hyperplane to separate the target class and the

origin of the input space with the maximum margin:

min
1

2
‖w‖2 − ρ+

1

ϑ · s
∑

1≤j≤s

ξj

s.t. w · r̂j ≥ ρ− ξj

ξj ≥ 0, ∀j

(2)

where parameter ϑ ∈ (0, 1) is used to trade off the sphere

volume and the errors
∑

1≤j≤s ξj , s is the size of the training

data. For a test sample r̂t if

w · r̂t ≥ ρ, (3)

it is classified into the target class, otherwise, it belongs to

the non-target class. In practice, ϑ is automatically calculated

if provided the fraction of training error (called ν). The inner

product is normally calculated using a kernel. The Radial

basis function kernel, also called the RBF kernel, or Gaussian

kernel is widely used, which is defined as follows.

x · y = exp (−γ ‖x− y‖2) (4)

where γ is a constant. The kernel is the indicator of similarity

between two vectors x and y.

III. LOCALISATION ANOMALY DETECTION METHOD

Our proposed framework for anomaly detection in localisa-

tion system has two main phases: training phase and decision

phase. In the training phase, data in the target class collected

beforehand is used to train an OC-SVM. In the detection

phase, the trained model is used to determine whether the

target object is inside the target area or outside using the data

collected in real-time.

To improve the accuracy, before passing to the OC-SVM,

we perform feature extraction as follows.

A. Feature Extraction

As described in Section II-B, a single signal fluctuation

normally follows a non-Gaussian distribution, in which, in

extreme cases it is possible that the absolute value of random

variable X becomes very large, i.e., RSSI between nodes is

small even when their distance is close. Such fluctuations can

have a significant effect on the detection accuracy. Therefore



to improve detection accuracy, we average N successive RSSI

values between the target object an each APs, in which N
can be empirically selected depending on the applications.

Therefore, the availability of multiple independent RSSI

measurements enables the use of the Center Limit Theorem

(CLT), and thus the modelling of fluctuation by a Gaussian

distribution. The averaged RSSIs between the target object

positioning at t and the i-th APs positioning at ai follows:

r̄t,i = PT − 10η lg ‖t− ai‖+X, (5)

where X is a random variable (with a Gaussian distribution).

Secondly, in order to achieve a generalized applicability

and a scalable method, we standardize our averaged data

to minimize cross-environmental RSSI magnitude variance.

Namely, in the training phase each averaged RSSI is sub-

tracted by the mean from each feature type, then divided by

its standard deviation. On the other hand, in the detection

phase, the averaged RSSIs is subtracted by the mean from

the corresponding features in training data.

B. Parameter settings for OC-SVM

To enhance the system accuracy, it is fundamental to choose

appropriate parameters for the OC-SVM. While in binary

SVM, the training data in both classes are available thus the

parameters can be optimized using such as cross validation,

in OC-SVM the parameters are difficult to be optimized since

data in non-target class is unavailable. The RBF’s parameter γ
is therefore set to be at its default value, i.e., γ = 1/k, where

k is the number of features which is equal to number of APs.

This is because, Section IV shows that the value of γ does

not effect the OC-SVM strongly if the data is standardized.

IV. PROBABILITY OF SUCCESSFUL DETECTION

In this section we propose a mathematical formulation

for estimating the accuracy under some assumptions, aimed

at providing meaningful insights towards achieving optimal

accuracy. Given the fraction of training error ν, the accuracy is

related to the probability of successful detection (here called

detection rate) when the target node goes outside of its target

area.

A. Formulation

For simplicity, we propose a method for calculating the

detection rate under the following assumptions: Firstly, we

assume that the target area is small, so we can consider that

it is a point positioning at tin. Note that if the target is not that

small, we can approximately consider tin as the middle point

of the target area. For instance, tin is illustrated by symbol X

in Fig. 4 which is the middle point of a particular target area.

Secondly, due to the averaging process described in section

III, fluctuation of each averaged RSSI can be assumed as

following Gaussian distribution with 0 mean, σ2 variance,

namely, X ∼ N (0, σ2). Due to Equation (5), the averaged

RSSI between target object positioning at tin and the i-th
AP follows N (PT − 10η lg ‖tin − ai‖ , σ2). Thus the value

of the i-th feature corresponding to the j-th training data is

r̂j,i =
r̄j,i − PT + 10η lg ‖tin − ai‖

σ
=

X

σ
. (6)

Hence each training vector r̂j consists of k components

following N (0, 1), where k is the number of APs. We then

estimate the margin of an OC-SVM trained by training data

r̂1, ..., r̂s. The first constraint of OC-SVM given by Formula

(2) can be written as follows.

exp (−γ ‖w − r̂j‖2) ≥ ρ− ξj

⇔ ‖w − r̂j‖2 ≤ − ln(ρ− ξj)

γ

(7)

Since the objective of an OC-SVM is to minimize the sum
1
2 ‖w‖2−ρ+ 1

ϑ·s

∑

1≤j≤s ξj , namely approximately minimize

‖w‖ and ξj−ρ. Thus ‖w − r̂j‖2 (the left side of (7)) and ‖w‖
should take small values. Moreover the average of training

data r̂ is 0, consequently w is approximately also 0.

Substituting w = 0 in Equation (3), a vector r̂t can then

be classified as in the target class if:

exp (−γ ‖w − r̂t‖2) ≥ ρ

⇔ ‖r̂t‖2 ≤ δ,
(8)

where δ = − ln(ρ)/γ.

Since vector r̂j has k components, in which each compo-

nent r̂j,i follows N (0, 1) and are independent to each other,

thus ‖r̂j‖2 follows chi-squared distribution with k degrees

of freedom. As fraction of training error is ν, there is 1− ν
fraction of training data satisfying Equation (8). Thus,

δ = F−1
χ2 (1 − ν) (9)

where Fχ2(x) is the cumulative distribution function (CDF) of

variable χ2 following chi-squared distribution with k degrees

of freedom, evaluated at x, and F−1
χ2 (x) is its inverse function.

Equation (9) shows that the value of δ only depends on ν,

thus is a constant.

We now calculate the detection rate of a specific position t,

which is the probability that the trained OC-SVM classifies a

vector r̂t as non-target class when the target object positioned

at t is outside its target area. Averaged RSSI between t and

AP ai can be described as follows.

r̄t,i = PT − 10η lg ‖t− ai‖+X. (10)

Utilising Equation (6), the standardized vector r̂t has i-th
component having the following value:

r̂t,i =
r̄t,i − PT + 10η lg ‖tin − ai‖

σ

=
10η

σ
lg

‖tin − ai‖
‖t− ai‖

+
X

σ
,

(11)

which follows N (10ησ lg ‖tin−ai‖
‖t−ai‖

, 1) Thus we have,

‖r̂t‖2 =
∑

i∈[1,k]

(
10η lg ‖tin−ai‖

‖t−ai‖
+X

σ
)2 (12)

which follows non-central chi-squared distribution with k de-

grees of freedom and non-centrality parameter λt/σ
2, where,

λt =
∑

i∈[1,k]

(10η lg
‖tin − ai‖
‖t− ai‖

)2. (13)

The target object is classified as non-target area (cf. (8)) iff:

‖r̂t‖2 > δ. Therefore, the detection rate, i.e., probability that



the target object t (called R(t)) is classified as non-target area

is:

R(t) = P[‖r̂t‖2 > δ]

= 1− P (δ; k, λt/σ
2)

= Qk/2(
√

λt/σ,
√
δ),

(14)

where δ can be calculated using Equation (9), P (δ; k, λt/σ
2)

is the CDF evaluated at δ, of a random variable following

non-central chi-squared distribution centering at λt/σ
2 and

having k- degrees of freedom. This CDF can be calculated

by Marcum Q-function Qk/2(
√
λt/σ,

√
δ) which is proved

to be monotonic [13]. Moreover as δ is a constant, R(t) is a

monotonic function of
√
λt/σ.

The detection rate of a domain D, which is the probability

that a trained OC-SVM classifies the target object as non-

target area, when the target object positioned at an arbitrary

point inside domain D, is:

R(D) =
1

VD

∫

D

R(t)dt, (15)

where VD is the volume of domain D.

B. Stability of the proposed formulation

In practice, the signal attenuation due to path loss and

its fluctuations due to multipath fading are often more com-

plicated than suggested by Formula (5). To investigate the

appropriateness of the proposed Equation (14) as well as to

analyse factors that affect the detection accuracy, we conduct

Monte Carlo simulations under two different propagation

models: One following Formula (5) and the other following

a more advanced propagation model described below.

1) Advanced propagation model: We simulate a propaga-

tion environment experiencing Rayleigh fading, non-singular

path loss. The RSSI values r under this propagation model

are generated via:

r = PT − 10 lg(ǫ+ dη) + X (16)

where ǫ > 0, d is the distance between two wireless devices,

and X is a random variable with density:

fX (x) = λ10x/10 exp
(

− λ10x/10
) ln 10

10
(17)

Recent indoor measurements at 2.4GHz [14] have confirmed

the above model. where λ is a constant, and here we set

λ= 0.561 because in this case the mean of X is zero [15].

A meaningful correspondence between X and our simplified

Gaussian approximation X can be established (σ = 5.57).

2) Parameter settings: Assuming that there are three APs

located at positions having coordinates of [0, 0], [0, 10], [10, 0]
(in meters). The tin corresponding to the target area is set

at [5, 5]. The fraction of training error ν is set as 0.1. We

calculate and compare the detection rate R(t) at 20 positions

of t that are approximately 3-30m from tin.

For each position of the target object, we generated 1000
sets of data, in which each set contained 3 RSSIs from the

target object to three APs. In each random realisation and for

each pair of target object and AP, RSSI is generated randomly

under two propagation models given by (5) utilising random
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Fig. 1. Detection rate when the target object moved out of its target area:
Blue diamonds describe the rate calculated by the proposed Equation (14), red
circles and green square illustrate the detection rate achieved using simulation
under the assumption that RSSI follows Equations (5) and (16) respectively.
X-axis corresponds to the distance from the target object to the target area
in a) (the left figure), and to the λt in b) (the right figure).

variable X ∼ N (0, σ2) and (16) and the random variable X
with its probability density described by (17) and ǫ = 0.1, and

common parameters σ = 0.57, η = 2 and PT = −30dBm.

The detection rate R(t) for each position t is the percentage

of data classified as non-target area.

3) Results: When the signal attenuation due to path loss

follows Friis model described by Equation (5), and its fluctu-

ations following Gaussian distribution, the detection rate R(t)
calculated by simulation are closed to the proposed formula

(14) (shown in Fig 1). It indicates that under the assumption

that random variables X follows Gaussian distribution, our

proposed formula (14) is accurate.

When RSSIs follow a different model (e.g. following (16)),

detection rate R(t) by simulations is not close to the proposed

Equation (14) as it has been derived under the assumption

that RSSIs strictly follow Equation (5) for simplicity. On the

other hand, Fig. 1 b) verifies the our claim that the detection

rate is a monotonic function of λt regardless of propagation

models. It indicates that the accuracy (i.e. detection rate) can

be optimized by maximizing λt, which provides meaningful

insights towards optimizing placement of APs, as well as

target area of the object as discussed in Section V-B.

V. OPTIMIZATION METHODS

In this section, we propose two optimisation methods

– capable of improving the detection rate – utilising our

proposed solution in Equations (14) and (15). These equations

illustrate that for any domain D and any position of the

APs, the detection rate R(D) increases when σ decreases.

In this work, we hypothesise that σ can be decreased by

averaging successive RSSI, as also discussed in Section V-A.

Moreover, we also propose a novel mathematical formulation

to find optimal placement of APs as well as target areas which

maximizes the detection rate of a specific domain D, detailed

in Section V-B. The proposed formulation is environment in-

dependent, i.e. it can be used in any environment, enabling us

to establish optimized placement of APs/target-areas without

performing any costly experiments.

A. Averaging

Averaging successive RSSI can reduce the standard devia-

tion of the signal resulting in less fluctuation and enabling an

improved detection accuracy. To illustrate this, we pick signal

fluctuations experiencing Rayleigh fading, namely probabil-

ity density X following Equation (17), for example. The

probability density of X is illustrated by Fig. 2 a), and its
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Fig. 2. Probability density of the RSSI fluctuations due to multipath fading
and noise (X ). a) Single RSSI (Left figure), b) averaged 5 successive RSSI
(Right figure)

standard deviation is approximately 5.56. Fig. 2 b) shows the

probability distribution of averaged five time series successive

RSSIs and its standard deviation is now approximately 1.8,

which is much smaller than 5.56, the standard deviation of

the single signal fluctuation.

B. Device placement optimization

In this section, we discuss the proposed solution to the

optimization problem of placing APs/target-areas in order to

maximize the detection rate.

1) Problem definition: In the context of our application

case-study, a store would like to locate a set Ak comprised

of k access points (APs) and a set Tm consisting m target

objects. Each AP can choose its position from a set AK

consisting K candidate positions, and each target object can

choose its target area from a set TM with M candidate

areas. Note that any two APs/objects cannot choose the same

candidate position/area. The objective is to choose appropriate

positions/areas for APs/objects to maximize the detection rate

especially when a target object goes out of the store.

2) Proposed method: We first define some symbols. Utilis-

ing a set Ak of APs, we denote R(D|Tm, Ak) as the detection

rate of domain D given target areas Tm, which is the value

we would like to maximize; R(t|Tm, Ak) as the detection

rate when any target object in Tm reaches position t; and

R(t|tin, Ak) as the detection rate if the target object with its

target area being tin reaches the position t.

We solve the problem under assumptions described in

Section IV and that the store is separated by walls that absorb

wireless signals. Therefore the detection rate R(t|Tm, Ak) at

any position t ∈ D (where D is the domain outside the store,

see Fig. 4) is not smaller than the detection rate R(td) of the

position td which is the position in the middle of the gate

(see Fig. 4). We have:

R(t|Tm, Ak) ≥ R(td|Tm, Ak), ∀t ∈ D

⇒ R(D|Tm, Ak) ≥ R(td|Tm, Ak).
(18)

therefore maximizing the detection rate R(D|Tm, Ak) is

approximately maximizing the detection rate R(td|Tm, Ak).
Moreover, the store would like to detect if any target object

goes outside, thus R(td|Tm, Ak) can be defined as:

R(td|Tm, Ak) = min
tin∈Tm

R(td|tin, Ak) (19)

Consequently the objective of the problem is maximizing the

right side of Equation (19). Therefore, the objective of the

problem can be written as follows:

A∗
k, T

∗
m = argmax

Ak⊂AK ,Tm⊂TM

min
tin∈Tm

R(td|tin, Ak) (20)

Since R(td|tin, Ak) is a monotonic function of

λ(td, tin, Ak)/σ
2 (see Section IV), where

λ(td, tin, Ak) =
∑

a∈Ak

(10η lg
‖tin − a‖
‖td − a‖ )2 (21)

η is a constant reducing Equation (20) to:

A∗
k, T

∗
m = argmax

Ak⊂AK ,Tm⊂TM

min
tin∈Tm

∑

a∈Ak

(lg
‖tin − a‖
‖td − a‖ )2 (22)

Thus the optimal positions of APs and target areas can be

calculated easily and efficiently – without doing costly exper-

iments or simulations – in order to maximize the detection

rate when an object is moved out of the store.
VI. EXPERIMENTAL INVESTIGATION OF WILAD

In order to evaluate the performance of WiLAD in real

environments and to validate our optimization methods de-

scribed in Section V, we performed experiments in a real

store environment (see Fig. 3).

A. Experimental Setup

The experiments were conducted at a store in which the

area inside and outside the store is approximately 120m2

and 40m2 respectively (area of Z5 in Fig. 4). The store is

separated between inside and outside by concrete walls. Inside

the store there are some obstacles such as goods shelves

(1.6m of height), tables (0.8m of height; see Figs. 3 and

4). We used multiple Tessera RL7023 Stick-L acting as APs

as well as target objects in the experiment, using 920MHz
band. These IEEE802.15.4 standardized devices operate at

926.9MHz and house a patch antenna transmitting at 13dB.

Four APs were placed at positions described by red points

labelled as A1 to A3 (0.8m of height) and A4 (2m of

height) in Fig. 4 . Other three RL7023 Stick-L acting as

target objects, could move around their target areas described

by blue rectangles labelled as Z1 to Z3 in Fig. 4. During

the experiment, the target objects broadcasted beacons every

second; the APs after receiving the beacons and getting the

RSSI would send it to a server for post-processing.

To collect data, we first divided the space of the store into

five zones, illustrated by Z1 to Z5 in Fig. 4. Z1 to Z3 (shown

as the blue rectangles) are target areas corresponding to three

target objects. Z4 is the remaining area inside the store and

Z5 is the area outside of the store. We then installed wireless

devices (RL7023 Stick-L) collecting 4 to 9 sets of data in

each zone, and each set containing approximately 400 subsets

of data (where each subset contains four RSSIs from the

target object to four APs). The experiment was conducted

at different times of the day covering a range of business

hours from less busy (few people in the store) to very busy

(many people in the store).

B. Evaluation methodology

1) Cross validation: For each pair of target area and

non-target area, we used a leave-one-out cross validation

(LOOCV) scheme and calculated the evaluation value (i.e.

detection rate or F-measure). For instance, consider that Z1

is the target area, we used 7 of the total 8 sets of data collected

at Z1 as the training data, and the remaining set as the test

data (positive data), and also the data in non-target area as

the test data (negative data).



2) Detection rate and F-measure: Assuming the scenario

described in Section V, we estimate the detection rate show-

ing the percentage of detections made by the OC-SVM when

a target object goes out of the store, namely, R(Z5). We

calculate the detection rate as follows. For each target object

(target area), similar to LOOCV described in the previous

section, we use S − 1 data sets (S is the number of data

set for the target area) as the training data. We then use the

trained OC-SVM to calculate the percentage of successful

detections when the target object stays in Z5 followed by

repeating this calculation S times for other target objects and

averaging the results. Detection rate is used in Experiment 1

below. On the other hand, F-measure [16] is used to evaluate

the performance of WiLAD in Experiment 2 below.

C. Experiment 1

In order to validate our proposed optimization method for

installation points given by Equation (22) in Section V, we

vary the value of k ∈ [1, 3],m ∈ [1, 3] which are the number

of APs and number of target objects that the store would like

to setup, respectively. k APs can choose their positions from

4 candidates depicted by red points in Fig. 4. m target objects

can choose their areas from 3 areas Z1, Z2, Z3 (namely K =
4,M = 3). Similar to the problem described in Section V, the

objective is to choose the best combination of k AP positions

and m target areas that maximizes the detection rate when

one of the target object goes outside the store.

To compare the solutions based on the proposed Equation

(22) and our experimental solutions, for each values of k,m,

we first list all feasible solutions, then sort the list using

Equation (22) as well as based on the detection rate by

experiment described in Section VI-B. Here, we set a small

fraction of training error (ν = 0.02) to enlarge the sphere

volume of the OC-SVM. We then calculate the Pearson’s

correlation coefficient and its p-value between the two lists.

These results are shown in Table I. For each pair k,m,

we list the optimal solution based on the experimental setup

followed by the number describing its order based on the

theoretical representation (i.e., the proposed Equation (22)).

Text in bold describe solutions that have the same order

in both the experiments and the proposed formulation. For

example, when k = 1, and m = 2, the best solution is

A[1], Z[1,2] which means that the detection rate is maximum

if the AP is set at A1, and two target objects are set at

Z1 and Z2. It is ranked 1 based on our proposed formula

and the experimental evaluation. For all values of k,m,

the correlation coefficient ranges from 0.60 to 1.00 with

corresponding p ≤ 0.05 in most cases, showing that our

proposed approach is appropriate. Table I also shows that

67% of the optimal solutions by the proposed formulation

match the optimal solutions by experiments. In some cases,

where the proposed formulation produces a different solution

can be attributed to various environmental factors that RSSIs

experience including multipath fading, shadowing, and NLoS.

D. Experiment 2

To evaluate the performance of the proposed WiLAD

system in Section III and to validate our approach described

TABLE I
EXPERIMENTS VS THEORETICAL RESULTS

k,m Solutions Correlation p-value

1, 1 A[3], Z[3] (1) 0.79 2e − 3

1, 2 A[1], Z[1,2] (1) 0.66 0.02

1, 3 A[4], Z[1,2,3] (2) 0.60 0.40

2, 1 A[3,4], Z[3] (1) 0.92 1e − 7

2, 2 A[1, 3], Z[1, 3] (2) 0.90 3e − 7

2, 3 A[1, 3], Z[1, 2,3] (1) 0.89 0.02

3, 1 A[1, 3, 4], Z[3] (1) 0.76 4e − 3

3, 2 A[2, 3, 4], Z[2, 3] (6) 0.80 2e − 3

3, 3 A[1, 2, 3], Z[1, 2, 3] (1) 1.00 0.00

Fig. 3. Photos of the store, and a close-up of an RL7023 Stick-L as an AP.

in Section V-A, we performed the experiment under the

following scenario. There are three target objects with target

areas namely Z1, Z2, Z3. Using three APs positioning at A1,

A2, A3 (see Fig. 4), we are mainly interested in detecting

whether a target object stays inside its target area or goes out

of that area. Note that the positions of target areas as well as

APs are chosen using the results of the previous experiments:

optimal solution for k = m = 3.

For each target object, we define its non-target area as,

1) the remaining area of its target area located inside the

store (i.e. non-target area of the first object is Z2+Z3+Z4.

The main purpose is to estimate the decision accuracy of

WiLAD under the assumption that the object stays inside

the store which is one of the non-target areas and 2) the

remaining area of its target area (i.e. which is the non-target

area of the first object i.e., Z2+...+Z5). This is because, we

are interested in estimating the decision accuracy of WiLAD

under the assumption that the object stays inside the store

or outside the store, called combined non-target area. In each

pair of target and non-target areas, we calculate the F-measure

(see Section VI-B) using two type of data: 1) raw data (i.e.

use single RSSI, namely set N = 1, where N is number of

data to be averaged, see Section III ) and 2) averaged RSSI

using 5 successive data points (i.e. N = 5); here called raw

data and averaged data respectively. We set the fraction of

training error as 0.1 (i.e. ν = 0.1).

The mean F-measure depicted in Fig 5 shows that the

averaged data provides significantly better results compared

with the raw data in every case (t-test, p ≤ 0.05). The overall

results achieved are always greater than 0.75 illustrating a

highly reliable system, further proving our arguments given

in Section V-A.
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VII. CONCLUSIONS AND FUTURE WORK

In this paper, we proposed a new type of RSS (Received

Signal Strength) based localisation method called WiLAD,

and in particular addressing the problem of determining

whether an object is inside its target area or not. Examples of

such scenarios are commonly found in real life, for instance

in security, in outlier detection of a wireless sensor network,

or in customer analytics. We employed a one class classifier

(OC-SVM) to classify an object in either target or non-

target areas using its RSSIs to a number of known access

points. We also derived an approximation formulation for

estimating the accuracy and used it to derive a mathemat-

ical framework to optimize device placements. Finally, we

validated our approach through experiments in a real store.

Our results showed that 67% of the optimal solutions by the

proposed method match optimal solutions by experiments.

Moreover, the achieved F-measures are always greater than

0.75 illustraing a high reliability.

Despite such encouraging results, there is still much

progress that can be made such as performing experimental

evaluation in other indoor/outdoor environments, and utilising

various wireless devices, transmission bands etc. Most of the

proposed WiLAD framework has assumed that the wireless

devices are deployed in line-of-sight (LoS) environments

with perfect isotropic antennas. Generalising to non line-of-

sight (NLoS) environments (e.g. multi-storey or multi-room

building deployments) with anisotropic antennas can be a very

interesting research extension.
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