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Abstract—A novel statistical model is proposed to characterize
turbulence-induced fading in underwater wireless optical chan-
nels in the presence of air bubbles for fresh and salty waters,
based on experimental data. In this model, the channel irradi-
ance fluctuations are characterized by the mixture Exponential-
Gamma distribution. We use the expectation maximization
(EM) algorithm to obtain the maximum likelihood parameter
estimation of the new model. Interestingly, the proposed model
is shown to provide a perfect fit with the measured data under
all the channel conditions for both types of water. The major
advantage of the new model is that it has a simple mathematical
form making it attractive from a performance analysis point of
view. Indeed, the application of the Exponential-Gamma model
leads to closed-form and analytically tractable expressions for
key system performance metrics such as the outage probability
and the average bit-error rate.

Index Terms—Underwater wireless optical communication
(UWOC), channel modeling, distribution fitting, maximum like-
lihood estimation, expectation maximization algorithm, mixture
models.

I. INTRODUCTION

Underwater wireless optical communication (UWOC) sys-
tems have recently attracted considerable research attention
as an appropriate and efficient transmission solution for
a variety of underwater applications including offshore oil
field exploration, oceanographic data collection, maritime
archaeology, environmental monitoring, disaster prevention,
and port security among others [1]. This rapidly growing
interest stems from the recent advances in signal processing,
digital communication, and low-cost visible light-emitting
diodes (LEDs) and laser diodes (LD) that have the lowest
attenuation in seawater [2], [3]. UWOC systems, operating
in the blue/green portion of the spectrum in the 400-550
nm wavelength band, promise high data rates, low-latency,
high transmission security, and reduced energy consumption,
compared with their acoustic counterparts [1], [4], [5].

Despite their significant advantages, the implementation of
UWOC systems is subject to some major challenges. The
optical beam can be significantly attenuated by the absorption
and scattering effects introduced by the underwater channel
[1]. Moreover, UWOC systems are vulnerable to turbulence-
induced fading that results from rapid changes in the refractive
index of the water. These refractive index variations are
mainly caused by ocean currents, which lead to sudden
fluctuations in the temperature and the salinity of the sea

water [6]. As a consequence, the received optical intensity
undergoes rapid fluctuations which may degrade the UWOC
system performance and affect its reliability.

The identification of an accurate description for the absorp-
tion and scattering effects in UWOC channels has been exten-
sively addressed in several recent works [7]–[9]. However, tur-
bulence in underwater optical links is relatively less explored
as its characterization is more challenging. Moreover, most
studies of UWOC directly applied or modified the existing
terrestrial free-space optical (FSO) channel models, such as
the Lognormal distribution to describe the irradiance fluctua-
tions in the underwater environment [10]–[12]. However, the
spectrum of refractive-index variations caused by temperature
or pressure inhomogeneities in the atmosphere is much dif-
ferent from the refractive-index spectrum of temperature or
salinity in water. This makes the Lognormal distribution not
appropriate for modeling the irradiance fluctuations in turbu-
lent water. Therefore, there is a need for further investigation
of new accurate statistical models to better characterize the
turbulence-induced fading in UWOC.

In [13], the mixture Exponential-Lognormal model has
been proposed to describe the irradiance fluctuations in
UWOC channels. However, this model is shown to be only
valid for specific values of the scintillation index between 0.1
and 1 only. Moreover, the mathematical form of Lognormal-
based distributions is not convenient for analytic calculations.
Furthermore, the design and the performance analysis of such
systems is much more challenging. Indeed, the application
of the Exponential-Lognormal in UWOC channels makes it
very hard to obtain closed-form and easy-to-use expressions
for important performance metrics such as the outage proba-
bility and the average bit-error rate (BER). The mathematical
intractability of the Lognormal-based model becomes more
evident when we know that the assessment of BER is based
on numerical methods, as closed-form analytical expressions
are not available for this model.

In this paper, we introduce a new simple UWOC turbulence
model, that can efficiently characterize irradiance fluctuations
from weak to strong turbulence conditions using both fresh as
well as salty waters. Based on measured data, we propose the
mixture Exponential-Gamma model. We use the expectation
maximization (EM) algorithm to obtain the maximum like-
lihood (ML) estimates of the new model parameters. As we
will see in the sequel, the new model not only gives excellent



agreement with the real measured data under all channel
conditions but also serves as a more tractable model when it
comes to evaluation of the system performance metrics such
as the average BER.

The remainder of this paper is organized as follows. Section
II illustrates the experimental setup for intensity fluctua-
tions measurements. In Section III, we introduce the mixture
Exponential-Gamma model and we provide its statistical
parameters. The EM algorithm is also presented in detail. A
comparison between our proposed model and the Exponential-
Lognormal model is also established by means of statistical
goodness of fit tests, presented in Section IV. Section V is
devoted to the experimental results and discussion. Finally,
some concluding remarks are given in Section VI.

II. EXPERIMENTAL SETUP

Fig. 1 illustrates the experimental setup used to collect the
data and measure the intensity fluctuations for underwater
wireless optical channels under the combined effect of salinity
as well as air bubbles induced turbulences. The transmitter is
a low cost 520 nm green LD with a peak emission wavelength
of around 515 nm when biased at 70 mA and a spectral width
(full-width at half-maximum) of 0.45 nm. A plano-convex
lens (Thorlabs LA1951-A) of 25.4 mm focal length is used
to collimate and produce a parallel beam. The transmitted
power is 7.5 mW (8.8 dBm). The underwater environment
was simulated using 1 m×0.6 m×0.6 water tank made of
PVC with 6 cm × 6 cm acrylic glass windows. The inside of
the tank was painted black in order to minimize light reflecting
off the sidewalls. Both fresh and salty waters are considered
in our measurements. For salinity, we added 118g of table salt
into the fresh water tank. Air bubbles were generated by a 3/4”
PVC pipe with 2 mm holes placed along the tank. The hole
spacing is 5 cm. Five levels of air bubbles were generated,
namely BL=0 L/min, 2.4 L/min, 4.7 L/min, 7.1 L/min, and
16.5 L/min. There was no attempt to control the temperature
of the water. Using a thermometer, a temperature variation of
less than 0.1 ◦C was measured throughout the tank.

Fig. 1: Actual Photograph of the experimental setup for intensity fluctuations
measurements in 1 m underwater channel in the presence of air bubbles.

After propagating through the 1 m underwater channel,
the 520 nm beam was focused into a biased silicon PIN
photodiode (PD) receiver utilizing a 75 mm focal length lens
(Thorlabs LA1608-A). The technical specifications of the PD
(Thorlabs DET36A) include an active diameter of 13 mm2,
a responsivity of around 0.19 A/W at 520 nm and a noise
equivalent power (NEP) of 0.016 pW/Hz

1
2 . The output of

the PD was captured by a 1 GHz bandwidth mixed domain

oscilloscope (Tektronix, MDO 3104) with a sampling rate of
5 GSa/s for power fluctuations monitoring and measurements.
For channel coherence time measurements, we collected
100000 samples with the sampling rate of 100 kS/s. In the case
of intensity fluctuations’ distribution data, we also collected
100000 samples with sampling rate of 100 S/s. For all tests,
measurements were taken under normal room illumination
conditions.

III. MODELING UNDERWATER TURBULENCE WITH THE
MIXTURE EXPONENTIAL-GAMMA MODEL

A. Statistics of the New Model

Throughout this paper, the irradiance fluctuations of
the received optical wave, I , is modeled by the mixture
Exponential-Gamma distribution, which is a weighted sum
of the Exponential and Gamma distributions and can be
expressed as

fI(I, θ) = wfexp(I, λ) + (1− w) fgm(I, α, β)

=
w

λ
exp

(
− I
λ

)
+ (1− w) Iα−1

exp
(
− I
β

)
βα Γ(α)

λ > 0, α > 0, β > 0, I > 0, (1)

where θ = (w, λ, α, β) is the set of parameters with w is
the mixture weight or mixture coefficient of the distributions
such that w ∈ [0, 1], λ is the parameter of the exponential
distribution, and α and β represent the shape and scale
parameters of the Gamma distribution, respectively.

The nth moment of I can be given as

E[In] = wλn n! + (1− w)
βn Γ(α+ n)

Γ(α)
, (2)

where E represents the expected value.
We should emphasize that the distribution in (1) has a

simpler mathematical form than the Lognormal-based model
given in [13, Eq.(8)] and thus lead to straightforward perfor-
mance evaluation of UWOC systems, with closed-form and
mathematically tractable results.

The scintillation index σ2
I , defined as the normalized vari-

ance of the intensity fluctuations can be expressed as

σ2
I ,

E[I2]− E[I]2

E[I]2
. (3)

By normalizing the received optical power, we get E[I] = 1
and therefore the scintillation index can be derived as

σ2
I = 2wλ2 + (1− w)αβ2 (1 + α)− 1. (4)

B. ML Parameter Estimation of the New Model

In this paper, we use the EM algorithm to find maxi-
mum likelihood estimates of the mixture Exponential-Gamma
model parameters. The EM algorithm is an effective iterative
method that starts from some arbitrarily initial values for
the model parameters θ = (w, λ, α, β) such that E[I] =
wλ+(1−w)αβ = 1 and then proceeds iteratively to update
θ until convergence.



In EM framework, the set of independent and identically
distributed (iid) irradiance observations I1, I2, . . . , IN is con-
sidered as an incomplete data, with N being the number of
measured samples. Let z1, z2 be a set of missing observations,
where the kth element of zi, zki = zk(Ii), is equal to 1 or
0 according to wether the ith observation of I , Ii, did or did
not arise from the Exponential distribution for k = 1, 2 and
i = 1, 2, . . . , N .

Each iteration of the EM algorithm involves an expectation
step, E-step, and a maximization step, M-step [14].
1) E-step: computes the conditional expectation of the hidden
variables zki given the observed data I1, I2, . . . , IN by using
the Bayes’s rule as

ẑ1i = E[z1i|Ii] =
wfexp(Ii, λ)

wfexp(Ii, λ) + (1− w)fgm(Ii, α, β)
. (5)

ẑ2i = E[z2i|Ii] =
(1− w)fgm(Ii, α, β)

wfexp(Ii, λ) + (1− w)fgm(Ii, α, β)
. (6)

2) M-step: uses (5) and (6) calculated in the E-step to update
the model parameters via maximization of the log likelihood
with respect to θ as follows

θ(j+1) = argmax
θ

lnL(I|θ(j)). (7)

where lnL(I|θ) is the log likelihood function that can be
written as

lnL(I|θ) =

N∑
i=1

z1i ln

(
w

λ
exp

(
−Ii
λ

))

+ z2i ln

(1− w)Iα−1i

exp
(
− Iiβ

)
βα Γ(α)

 . (8)

The estimate of the mixing coefficient ŵ can be derived as

ŵ =
1

N

N∑
i=1

ẑ1i (9)

The parameter λ of the Exponential distribution estimated via
the ML method is computed using

λ̂ =

∑N
i=1 ẑ1iIi∑N
i=1 ẑ1i

(10)

The ML estimates of α and β parameters of the Gamma
distribution in the jth iteration of the EM algorithm are
calculated as

α̂(j+1) = α̂(j)

−
ln(α̂(j))− ψ(α̂(j))− ln

(∑N
i=1 ẑ2iIi∑N
i=1 ẑ2i

)
+

∑N
i=1 ẑ2i ln(Ii)∑N

i=1 ẑ2i
1
α̂(j) − ψ′(α̂(j))

(11)

and

β̂ =

∑N
i=1 ẑ2iIi

α̂
∑N
i=1 ẑ2i

, (12)

where ψ(·) and ψ′(·) are the psi function and its derivative,
respectively [15, Eq.(8.360)].

Algorithm 1 EM Algorithm for the the New Model

1: Initialize w, λ, α, and β
2: while stop condition given by (13) not met do
3: for i = 1→ N do
4: for k = 1→ 2 do
5: compute ẑki according to (5) and (6).
6: end for
7: end for
8: update w, λ, α, and β using (9), (10), (11), and (12).
9: end while

The EM algorithm used to estimate the parameters of the
proposed Exponential-Gamma mixture model is illustrated in
Algorithm 1.

Convergence of the EM algorithm is reached when the
estimate parameters stop changing in a significant manner
from one iteration to the next, that is,∣∣∣θ(j+1) − θ(j)

∣∣∣ < ε, (13)

for some ε > 0.
To compare the new proposed model with the Exponential-

Lognormal model presented in [13], we have also applied
the EM algorithm to obtain ML estimates of the Lognormal
distribution parameters, µ and σ2, that can be calculated as

µ̂ =

∑N
i=1 ẑ2i ln(Ii)∑N

i=1 ẑ2i
(14)

and

σ̂2 =

∑N
i=1 ẑ2i (ln(Ii)− µ̂)

2∑N
i=1 ẑ2i

. (15)

The corresponding parameter of the Exponential distribution
is estimated and derived using (10).

IV. GOODNESS OF FIT TESTS

The validity of the new proposed model may be verified
statistically by conducting goodness of fit tests that describe
how well the new model fits to the measured data. Specifically,
we use the mean square error (MSE) test and the R-square
(R2) test that have been widely employed in evaluating the
goodness of fit of a variety of fading distributions to channel
measurements.

Additionally, by conducting these tests, we compare
the Exponential-Gamma distribution with the Exponential-
Lognormal distribution and we demonstrate that our proposed
model can efficiently describe the irradiance fluctuations un-
der all channel conditions for both fresh and salty waters,
providing analytical tractability as well. The results of the
MSE as well as the R2 tests for both the new Exponential-
Gamma and the Exponential-Lognormal distributions for dif-
ferent levels of air bubbles under salty and fresh waters are
listed in Table I.
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Fig. 2: Histograms of the measured data along with the new Exponential-Gamma as well as the Exponential-Lognormal PDFs for salty water.

A. MSE Test
The MSE is a simple and efficient measure of how accu-

rately the proposed Exponential-Gamma model predicts the
measured irradiance fluctuations. It is defined as

MSE =

∑N
i=1 [Fe(Ii)− F (Ii)]

2

N
, (16)

where Fe(I) denotes the empirical distribution function of
I and F (I) stands for the theoretical CDF computed with
parameters estimated from the measured data defined as
F (x) =

∫ x
−∞ fI(I, θ) dI . It is important to mention here that

lower values of MSE (i.e. MSE → 0) indicate a better fit
to the acquired experimental data and subsequently a better
model.

B. R2 Test
The coefficient of determination, R2, is used to quantify

the goodness of fit. R2 is computed from the sum of squared
errors, SSerr, and the sum of the squares of the distances
of the measured points from their mean, SStot, and can be
expressed as [16]

R2 = 1− SSerr
SStot

, (17)

where SSerr =
∑M
i=1 (fm,i − fp,i)2 and SStot =∑M

i=1

(
fm,i − f̄

)2
, with fm,i and fp,i are the measured and

predicted probability values for a given received irradiance
level, M represents the number of bins of the data histogram,
and f̄ =

∑M
i=1

fm,i

M .
It is worth mentioning that the R2 measure ranges from 0

to 1 and the higher the value of R2 (i.e. R2 → 1), the better
the proposed model fits the measured intensity through the
experiment.

V. EXPERIMENTAL RESULTS

In this section, we show how the new proposed
Exponential-Gamma model provides an excellent agreement
with the measured data under all channel conditions as
illustrated in Fig. 2 and Fig. 3 for both salty and fresh
waters, respectively. Fig. 2 and Fig. 3 show histograms of
the experimental data together with the new proposed PDF as
well as the Exponential-Lognormal PDF using different levels
of air bubbles, based on the parameters of Table I. Results
corresponding to the third and the eighth rows of Table I are
not included in Fig. 2 and Fig. 3 due to space limitation.

As shown in Fig. 2 and Fig. 3, our proposed model matches
perfectly the measured data for all bubbles levels which
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Fig. 3: Histograms of the measured data along with the new Exponential-Gamma as well as the Exponential-Lognormal PDFs for fresh water.

Bubbles Level
BL(L/min)

σ2
I,meas

Exponential-Gamma Distribution Exponential-Lognormal Distribution

σ2
I (w, λ, α, β) MSE R2 σ2

I (w, λ, µ, σ2) MSE R2

Sa
lty

W
at

er

0
2.3407
×10−4

2.3404
×10−4

(
1.5540× 10−18, 0.9820,

4.2727× 103, 2.3404× 10−4
) 7.8872

×10−7 0.9957
2.3409
×10−4

(
7.0109× 10−12, 0.9786,

−1.1703× 10−4, 2.3406× 10−4
) 7.8489

×10−7 0.9960

2.4 0.0821 0.1142
(0.2037, 0.5369,

1.5559× 103, 7.1885× 10−4
) 6.9256

×10−7 0.9705 0.1147
(0.2045, 0.5389,

0.1117, 6.3979× 10−4
) 6.9907

×10−7 0.9692

4.7 0.1216 0.1450
(0.2436, 0.4818,

501.9905, 0.0023)

4.9395
×10−7 0.9317 0.1458

(0.2451, 0.4854,

0.1536, 0.0020)

5.0477
×10−7 0.9283

7.1 0.2917 0.3372
(0.4876, 0.5612,

2.2911× 103, 6.1870× 10−4
) 1.4489

×10−6 0.9484 0.3376
(0.4882, 0.5622,

0.3488, 4.3403× 10−4
) 1.4562

×10−6 0.9480

16.5 1.1847 1.2456
(0.5740, 0.1853,

5.6545, 0.3710)

1.7021

×10−6 0.9388 1.2995
(0.6113, 0.2240,

0.7345, 0.1407)

1.8384

×10−6 0.9212

Fr
es

h
W

at
er

0
3.6039
×10−4

3.6108
×10−4

(
8.2201× 10−17, 0.9912,

2.7695× 103, 3.6108× 10−4
) 6.6882

×10−7 0.9948
3.6195
×10−4

(
1.3445× 10−10, 0.9884,

−1.8055× 10−4, 3.6149× 10−4
) 6.6479

×10−7 0.9941

2.4 0.0798 0.1157
(0.2069, 0.5560,

3.6140× 103, 3.0876× 10−4
) 9.6972

×10−7 0.9944 0.1159
(0.2073, 0.5567,

0.1095, 2.7575× 10−4
) 9.7184

×10−7 0.9945

4.7 0.1058 0.1320
(0.2298, 0.5075,

2.0129× 103, 5.6979× 10−4
) 7.4577

×10−7 0.9822 0.1323
(0.2302, 0.5085,

0.1369, 4.9552× 10−4
) 7.4795

×10−7 0.9815

7.1 0.2963 0.3380
(0.4866, 0.5549,

2.3951× 103, 5.9365× 10−4
) 1.4547

×10−6 0.8843 0.3383
(0.4870, 0.5556,

0.3518, 4.1578× 10−4
) 1.4597

×10−6 0.8837

16.5 1.1030 1.1495
(0.5717, 0.1992,

6.7615, 0.3059)

1.8421
×10−6 0.8969 1.1646

(0.6207, 0.2561,

0.7502, 0.1014)

2.0354
×10−6 0.8866

TABLE I: Measured and estimated parameters of the Exponential-Gamma and the Exponential-Lognormal distributions along with the goodness of fits tests.



correspond to different turbulence conditions varying from
weak to strong turbulence, for both fresh and salty waters.
This strongly indicates the effectiveness of our model to de-
scribe irradiance fluctuations in UWOC channels. Moreover,
an excellent agreement between the Exponential-Lognormal
model and our proposed model is depicted in Fig. 2 and
Fig. 3. Indeed, the plots of the two distributions are almost
indistinguishable, and both fit very well to the measured data
collected at different levels of air bubbles, for both types of
water. These facts make the Exponential-Gamma distribution
an attractive model to describe turbulence-induced fading in
UWOC channels operating under weak, moderate, and strong
turbulence conditions. Interestingly, this new distribution not
only provides excellent agreement with the measured data
under all conditions of turbulence but also serves as a more
tractable model that introduces a lot of analytical facilities
in deriving easy-to-use expressions for several performance
metrics of UWOC systems such as the outage probability and
the average BER.

Table I also compares the scintillation index of the exper-
imental data to the scintillation index of the new model as
well as the Exponential-Lognormal model. The scintillation
index of the measured data is computed according to (3),
and the scintillation indices of the proposed model as well as
the Exponential-Lognormal model are calculated theoretically
using (4) and [13, Eq.(8)], respectively. As shown in Table I,
the scintillation indices calculated from the new PDF and the
Exponential-Lognormal PDF are nearly identical, and both
are close enough to the scintillation index obtained from the
measured data. In addition, we can deduce from Table I
that as the level of air bubbles increases, the strength of
the turbulence increases, and therefore the scintillation index
becomes larger for both fresh and salty waters, as expected.

Furthermore, Table I demonstrates the effect of salinity on
turbulence in UWOC channels. Clearly, increasing the salinity
of the water by adding 118g of table salt into the fresh
water tank results in an increase in the scintillation index and
therefore the strength of the turbulence becomes stronger.

The results of MSE and R2 goodness of fit tests for both
the Exponential-Gamma PDF and the Exponential-Lognormal
PDF are listed in Table I. It is clearly illustrated that the
MSE values corresponding to the new model are the smallest,
under all turbulence conditions for both salty and fresh waters.
Furthermore, it can be observed that R2 measures associated
with the Exponential-Gamma model have the highest values.
These results indicate that the new PDF provides a better fit
to the experimental data and therefore strongly support the
application of the Exponential-Gamma model for turbulence
induced-fading in UWOC channels, as a more accurate and
simple alternative to the Exponential-Lognormal model.

VI. CONCLUSION

In this paper and based on experimental data, we have
proposed a new model for UWOC channels, in which
the irradiance fluctuations are characterized by the mixture
Exponential-Gamma model. We have demonstrated that this
model perfectly matches the measured data, collected under

different channel conditions ranging from weak to strong
turbulence conditions, for both salty as well as fresh waters.
A comparison with the Exponential-Lognormal model is also
performed, and we have shown that the proposed distribution
serves as a universal model which can be applicable under all
conditions of irradiance fluctuations, providing a better fit to
the experimental data as well. Furthermore, this model being
simpler and analytically more tractable, is more convenient for
performance analysis and design of UWOC systems. Interest-
ingly, it can be efficiently used to obtain simple and exact
closed-form expressions for fundamental system performance
metrics such as the outage probability and the average BER.
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