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Abstract—This paper considers the uplink of a cloud radio access
network (C-RAN) comprised of several multi-antenna remote radio
units (RUs) which send the data that they received from multiple
mobile users (MUs) to a central unit (CU) via a wireless fronthaul
link. One of the fundamental challenges in implementing C-RAN
is the huge data rate required for fronthauling. To address this
issue, we employ hybrid radio frequency (RF)/free space optical
(FSO) systems for the fronthaul links as they benefit from both
the large data rates of FSO links and the reliability of RF
links. To efficiently exploit the fronthaul capacity, the RUs employ
vector quantization to jointly compress the signals received at their
antennas. Moreover, due to the limited available RF spectrum, we
assume that the RF multiple-access and fronthaul links employ the
same RF resources. Thereby, we propose an adaptive protocol which
allocates transmission time to the RF multiple-access and fronthaul
links in a time division duplex (TDD) manner and optimizes the
quantization noise covariance matrix at each RU such that the sum
rate is maximized. Our simulation results reveal that a considerable
gain in terms of sum rate can be achieved by the proposed protocol in
comparison with benchmark schemes from the literature, especially
when the FSO links experience unfavorable atmospheric conditions.

I. INTRODUCTION

Cloud radio access network (C-RAN) is a novel cellular

architecture whereby the baseband signal processing is moved

from the base stations (BSs) to a cloud-computing based central

unit (CU) [1]–[3]. The BSs operate as remote radio units (RUs)

which receive the mobile users’ (MUs’) data and forward it to

the CU via fronthaul links. The CU jointly processes the MUs’

data which enables the exploitation of a distributed multiple-

input multiple-output (MIMO) multiplexing gain. Thereby, the

main challenge is to convey the signals received at the RUs to

the CU via the fronthaul links in an efficient manner as this

may require huge data rates, e.g. on the order of Gbits/sec [2].

Reviews of recent advances in fronthaul-constrained C-RANs are

provided in the survey papers [2] and [3]. One popular technique

to reduce the data rate requirements of the fronthaul links is to

employ compression at the RUs [4]–[6]. In particular, in [4],

the C-RAN uplink was analyzed and an adaptive compression

scheme was proposed which minimizes the fronthaul data rate

while satisfying a required block error rate. Moreover, fronthaul

compression optimization for the C-RAN uplink was investigated

in [5] and [6] under a sum-fronthaul capacity constraint and a

per-link fronthaul capacity constraint, respectively.

In most of the existing research on C-RANs, fronthaul links are

modeled as abstract capacity-constrained channels via pure infor-

mation theoric approaches [4]–[6]. Among practical transmission

media, optical fiber has been prominently considered as a suitable

candidate for fronthaul links mainly due to the large bandwidths

available at optical frequencies [3], [7]. However, implementation

and maintenance of optical fiber systems are costly. Another

competitive candidate technology are free space optical (FSO)

systems since they provide similar bandwidths as optical fiber

systems and are more cost efficient in implementation and main-

tenance and easy to upgrade [7]. Unfortunately, the performance

of FSO systems significantly deteriorates when the weather

conditions are unfavorable, e.g. snowy or foggy weather [7], [8].

On the other hand, radio frequency (RF) links are more reliable

than FSO links in terms of preserving connectivity but offer lower

data rates. Therefore, hybrid RF/FSO systems, where RF links are

employed to support the FSO links, are appealling candidates for

implementation of fronthaul links. These systems complement

each other and benefit from both the huge bandwidth of FSO

links and the reliability of RF links [7], [9]. This motivates us to

consider hybrid RF/FSO for the C-RAN fronthaul in this paper. In

particular, we consider the uplink of a C-RAN with RF multiple-

access links and hybrid RF/FSO fronthaul links. Moreover, due to

the limited RF spectrum, we assume that the RF multiple-access

and the fronthaul links share the same RF resources.

To fully exploit the fronthaul capacity, we employ vector

quantization at the RUs, i.e., the signals received at an RU’s

antennas are jointly quantized in order to exploit the correlation

between the signals received at different antennas. Thereby, we

formulate a sum-rate maximization problem which optimally

divides the time duration between the RF multiple-access and

fronthaul links in a time division duplex (TDD) manner and

optimizes the quantization noise covariance matrix at each RU.

Since the optimization problem is non-convex and difficult to

solve, we present an equivalent reformulation of the problem.

Subsequently, we exploit certain properties of the reformulated

problem to develop an efficient algorithm based on golden section

search (GSS) and alternating convex optimization (ACO) to

obtain a suboptimal solution. Moreover, we note that from the

mathematical point of view, the problems considered in [5] and

[6] are special cases of the problem considered in this paper.

Unlike [5] and [6], in this paper, hybrid RF/FSO fronthaul links

are considered and the RF transmission time is optimized and

adaptively shared between the multiple-access and fronthaul links,

which to the best of the authors’ knowledge, has not been

considered in the literature yet. Our simulation results unveil the

gains achieved by the proposed RF time allocation and fronthaul

compression policies and show that in comparison with an FSO-

only fronthaul, the considered hybrid RF/FSO fronthaul ensures

a certain minimum achievable sum rate even if the FSO links

experience unfavorable atmospheric conditions.

Notation: Boldface lower-case and upper-case letters denote

vectors and matrices, respectively. Calligraphic letters are used

to denote sets. The superscripts (·)T, (·)H, and (·)−1 denote

the transpose, Hermitian transpose, and matrix inverse operators,
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Fig. 1. C-RAN with hybrid RF/FSO fronthaul links.

respectively; E{·}, Tr(·), and | · | denote the expectation, matrix

trace, and matrix determinant operators, respectively. A � 0

indicates that matrix A is positive semidefinite; In represents the

n-dimentional identity matrix. Moreover, R+, R, and C denote

the sets of positive real, real, and complex numbers, respectively.

We use diag{A1, . . . ,An} to denote a block diagonal matrix

formed by matrices A1, . . . ,An on the diagonal. Moreover,

[x]+ is defined as [x]+ , max{0, x}; ln(·) denotes the natural

logarithm; and a ∼ CN (µ,Σ) is used to indicate that a is

a random complex Gaussian vector with mean vector µ and

covariance matrix Σ.

II. SYSTEM AND CHANNEL MODELS

In this section, we present the system model and the channel

models for the multiple-access and fronthaul links.

A. System Model

We consider the uplink of a C-RAN where K MUs denoted

by MU k, k ∈ K = {1, . . . ,K}, communicate with a CU via

M intermediate RUs denoted by RU m, m ∈M = {1, . . . ,M}.
Fig. 1 schematically shows the considered communication setup.

We assume that the RUs and CU are fixed nodes whereas the MUs

can be mobile nodes. Moreover, because of the large distance,

the direct link between the MUs and the CU is not exploited.

There are two transmission links in our system model: i) the MU-

RU RF multiple-access link and ii) the RU-CU hybrid RF/FSO

fronthaul links. Each MU is equipped with a single RF antenna

whereas each RU has N RF antennas as well as one aperture

FSO transmitter pointed towards the CU. The CU is equipped

with M photodetectors, each directed to its corresponding RU,

as well as L RF antennas. We assume that the photodetectors are

sufficiently spaced such that interference between FSO links is

avoided1. Furthermore, we assume block fading, i.e., the fading

coefficients are constant during one fading block but may change

from one fading block to the next. Throughout this paper, we

assume that the CU has the instantaneous CSI of all RF and

FSO links and is responsible for determining the transmission

strategy and informing it to all nodes. Moreover, we assume that

the channel states change slowly enough such that the signaling

overhead caused by channel estimation and feedback is negligible

compared to the amount of information transmitted in one fading

block.

1The minimum spacing between photodetectors required to avoid cross talk
mainly depends on the divergence angle of the FSO beams, the distance between
the RUs and the CU, and the relative position of the RUs [8].

B. Channel Model

In the following, we describe the channel models for the

multiple-access and fronthaul links.
1) Multiple-Access Link: We assume a standard additive white

Gaussian noise (AWGN) channel with fading for the RF multiple-

access links. All MUs transmit simultaneously using the same

frequency band. The signal received at RU m is denoted by ym ∈
CN×1 and is given by

ym = Hmx+ nm, ∀m ∈M, (1)

where x ∈ CK×1 is the vector of signals transmitted by the K
MUs. We assume E{xxH} = diag{P1, P2, . . . , PK} , Σ, i.e.,

the signals transmitted by different MUs are independent; and

Pk is the transmit power of MU k. In addition, nm ∈ C
N×1 is

the noise vector at RU m. The elements of nm, i.e., the noise at

each antenna, are modelled as mutually independent zero-mean

complex AWGN with variance σ2. Moreover, Hm ∈ CN×K

denotes the channel matrix corresponding to the RF multiple-

access link from the MUs to RU m.
2) Fronthaul Links: The fronthaul links are hybrid RF/FSO.

For the FSO links, the aperture transmitter of each RU is directed

to the corresponding photodetector at the CU. We assume an

intensity modulation direct detection (IM/DD) FSO system with

on-off keying (OOK) modulation. Particularly, after removing the

ambient background light intensity, the signal intensity detected

at the m-th photodetector of the CU is denoted by ỹm ∈ R and

modelled as [10]

ỹm = gmx̃m + ñm, ∀m ∈M, (2)

where x̃m ∈ {0, P̃m} is the OOK-modulated symbol at RU m
and ñm ∈ R is the zero-mean real-valued AWGN shot noise

with variance δ2 at the CU caused by ambient light. Moreover,

P̃m is the maximum allowable transmit power of RU m over the

FSO link which is mainly determined by eye safety regulations

[8]. Furthermore, gm ∈ R+ denotes the FSO channel gain from

RU m to the CU’s m-th photodetector. The capacity of the FSO

link from RU m to the CU for OOK signaling is given by [10]

Cfso
m = W fso

[
1− 1√

2π

∞∫

−∞

e−t2 log2

{
1 + e

−
P̃ 2
mg2m
2δ2

×
[
e

2tP̃mgm√
2δ2 + e

−
2tP̃mgm√

2δ2 + e
−
P̃ 2
mg2m
2δ2

]}
dt

]
bits/sec, (3)

where W fso is the bandwidth of the FSO signal.

For simplicity of implementation, we employ a TDD protocol

to ensure that the RF fronthaul links are orthogonal with respect to

(w.r.t.) each other and also orthogonal to the RF multiple-access

link. The RF signal of RU m received at the CU is denoted by

ȳm ∈ CL×1 and given by

ȳm = Fmx̄m + n̄m, ∀m ∈M, (4)

where x̄m ∈ CN×1 is the vector of signals transmitted over

the antennas of RU m. We assume that E{x̄H

mx̄m} = P̄m

holds, where P̄m is the fixed transmit power of RU m over the

RF fronthaul links, and n̄m ∈ C
L×1 denotes the noise vector

at the CU. The noise at each antenna of the CU, i.e., each

element of n̄m, is modelled as zero-mean complex AWGN with
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Fig. 2. Proposed transmission protocol for C-RAN with hybrid RF/FSO fronthaul
link where Wb is the data transmitted by the MUs in time slot b.

variance σ2. Moreover, Fm ∈ CL×N denotes the channel matrix

corresponding to the RF fronthaul link from RU m to the CU.

The capacity of the RF fronthaul link between RU m and the CU

is obtained via water filling as [10]

Crf
m = W rf

min{N,L}∑

j=1

[
log2

{
µχ2

m,j

σ2

}]+

bits/sec, (5)

where W rf is the bandwidth of the RF signal. In (5), χm,j is

the j-th singular value of Fm and µ is the water level which

is chosen to satisfy the power constraint as the solution of the

following equation

min{N,L}∑

j=1

[
µ− σ2

χ2
m,j

]+

= P̄m. (6)

III. PROBLEM FORMULATION

In this section, we propose an adaptive protocol for RF time

allocation and fronthaul compression and formulate a sum-rate

maximization problem for optimization of the protocol.

A. Fronthaul RF Time Allocation

Due to the limited available RF spectrum, we assume that

the multiple-access and fronthaul RF links utilize the same RF

resource. Hence, the advantages of employing a hybrid RF/FSO

system for the fronthaul link come at the expense of a bandwidth

reduction for the multiple-access link. In the following, we

propose an adaptive protocol which allocates the RF time between

the multiple-access and the fronthaul links in a TDD manner2. To

formally present our protocol, we assume that each transmission

block, i.e., one fading block, is divided into B + 1 time slots

indexed by b ∈ {1, . . . , B + 1}. Hereby, the RUs transmit the

data received from the MUs in time slot b ∈ {1, . . . , B} to the

CU in the subsequent time slot b + 1. We note that in the first

time slot, no data is available at the RUs to be sent over the

fronthaul links. In addition, in the last time slot, B+1, the MUs

do not transmit any new data. This leads to a rate reduction by

a factor of B
B+1 . However, as B → ∞, we have B

B+1 → 1.

Moreover, let αm ∈ [0, 1] denote the fraction of RF time which

is allocated to the fronthaul link to forward the data of RU m to

the CU. Hence, a fraction of α0 = 1 − ∑
∀m αm of the RF

time is available for the multiple-access link. The considered

transmission protocol is schematically illustrated in Fig. 2. For

future reference, we define α = [α0, α1, . . . , αM ]T ∈ A where

A =
{
α|∑M

m=0 αm = 1, αm ∈ [0, 1], ∀m ∈ {0, 1, . . . ,M}
}

.

2Although RF time sharing between multiple-access and fronthaul links based
on TDD is in general suboptimal, we adopt it here as this leads to a simple
implementation at the transceivers since interlink interference is avoided.

B. Fronthaul Compression

We assume that each RU employs compress-and-forward and

quantizes the received signal ym into ŷm, m ∈M. In particular,

RU m quantizes the received imphase/quadrature (I/Q) samples

with a sampling rate of fs ≥ W rf and forwards the compressed

signals to the CU through hybrid RF/FSO fronthaul links. Ac-

cording to rate-distortion theory, the Gaussian quantization test

channel which relates ym to ŷm is given by [5]

ŷm = ym + zm, (7)

where zm ∈ CN×1 ∼ CN (0N ,Dm) is the quantization noise

and Dm = E{zmzHm} is the distortion matrix at RU m. The

mean square distortion between the I/Q sample vector ym and the

corresponding quantized vector ŷm is given by the main diagonal

entries of Dm. We consider vector quantization, which exploits

the correlation between the received signals at an RU’s antennas.

Hence, Dm is a non-diagonal matrix in general.

C. Sum-Rate Maximization Problem

The considered sum-rate maximization problem under fron-

thaul capacity constraint is defined as

maximize
α∈A,Dm�0, ∀m

Csum = α0W
rfI (x, ŷ) , (8)

subject to α0fsI (ym, ŷm) ≤ Cfso
m + αmCrf

m, ∀m ∈ M,

where y =
[
yT

1 ,y
T

2 , . . . ,y
T

M

]T
and ŷ =

[
ŷT

1 , ŷ
T

2 , . . . , ŷ
T

M

]T
.

Moreover, for the Gaussian RF multiple-access channel in (1)

and the Gaussian quantization test channel in (7), I (x, ŷ) and

I (ym, ŷm) are given by [5]

I (x, ŷ) = log2

∣∣HΣHH +D+ σ2IMN

∣∣
|D+ σ2IMN |

and (9)

I (ym, ŷm)= log2

∣∣HmΣHH

m +Dm + σ2IN
∣∣

|Dm|
, (10)

respectively, where D = diag{D1,D2, . . . ,DM} comprises the

distortion matrices of all RUs and H =
[
HT

1 ,H
T

2 , . . . ,H
T

M

]T
is

the channel matrix between the MUs and the RUs.

The problem in (8) readily reveals the tradeoff which exists for

the RF time allocation between the multiple-access and fronthaul

links. In particular, an intuitive observation here is that when the

quality of the FSO links is sufficiently good allowing arbitrary

small distortions, i.e., Cfso
m → ∞, ∀m, there is no need for an

RF fronthaul link and the optimal RF time allocation policy

is to simply allocate the available RF time to the multiple-

access link, i.e., the optimal RF time allocation is α∗
0 = 1 and

α∗
m = 0, ∀m ∈ M. On the other hand, when the quality of the

FSO links is poor due to e.g. adverse atmospheric conditions,

i.e., Cfso
m → 0, ∀m, then the backup RF fronthaul links are

needed, i.e., ∃αm > 0, ∀m ∈ M, to ensure a minimum non-

zero achievable sum rate.

IV. PROPOSED RF TIME ALLOCATION AND FRONTHAUL

COMPRESSION POLICIES

In this section, we derive a suboptimal solution to optimization

problem (8) which provides an efficient joint RF time allocation

and fronthaul compression policy.



A. Reformulation of the Optimization Problem

We note that optimization problem (8) is jointly non-convex

in (α,D). Hence, finding the globally optimal solution requires

large computational complexity. To cope with this issue, we first

present a reformulation of the constraints of problem (8). Using

this reformulation, we propose to employ GSS to find the optimal

α
∗ assuming that the optimal D∗ is known. Subsequently, we

tackle the problem of finding D∗ for a given α. Since this

problem is still non-convex in optimization variable D, we

present a reformulation of the objective function of (8) which

enables us to derive a suboptimal solution using ACO. Finally,

based on these results, we propose an algorithm in Section IV-B

which finds an efficient suboptimal solution of (8).

1) Reformulation of the Constraints: In the following lemma,

we provide a useful equivalent representation of the constraints

in (8) to handle α.

Lemma 1: The constraints in (8) can be written in the following

equivalent form such that αm, ∀m ∈ M, does not explicitly

appear in the new constraints:

CS : α0fs
∑

∀m∈S

Gm(S)I (ym, ŷm)

≤ (1 − α0)G(S) +
∑

∀m∈S

Gm(S)Cfso
m , ∀S ⊆ M, (11)

where Gm(S) =

∏
∀m′∈S Crf

m′

Crf
m

, G(S) =
∏

∀m∈S Crf
m, and S

denotes a non-empty subset of M.

Proof: The proof is provided in the Appendix.

The advantage of Lemma 1 is that the (M+1)-dimensional opti-

mization variable α reduces to the one-dimensional optimization

variable α0 at the expense of increasing the number of constraints

from M in (8) to 2M − 1 in (11). To illustrate Lemma 1, let us

consider the special case M = {1, 2}, where the two constraints

in (8) and the equivalent three constraints in (11) are given by
{
α0fsI (y1, ŷ1) ≤ α1C

rf
1 + Cfso

1 ,

α0fsI (y2, ŷ2) ≤ α2C
rf
2 + Cfso

2 ,
(12a)





α0fsI (y1, ŷ1) ≤ (1− α0)C
rf
1 + Cfso

1 ,

α0fsI (y2, ŷ2) ≤ (1− α0)C
rf
2 + Cfso

2 ,

α0fs
(
Crf

2 I (y1, ŷ1) + Crf
1 I (y2, ŷ2)

)

≤ (1− α0)C
rf
1 Crf

2 + Crf
2 Cfso

1 + Crf
1 Cfso

2 ,

(12b)

respectively.

Remark 1: The equivalence of the constraints in (11) and (8)

is analogous to the equivalence of the capacity region of the

multiple-access channel and the rate region achieved via time

sharing and successive decoding, see [14, Chapter 15].

We note that since α0 is a bounded variable in the interval

[0, 1], a one-dimensional search algorithm can be used to find

α∗
0 assuming the optimal D∗ is known for any given α0. In

the following, we discuss the unimodality property of the sum

rate w.r.t. α0 which enables the application of an efficient search

algorithm, namely the GSS algorithm, to find the optimal α∗
0

assuming that the optimal D∗ is known. In particular, a unimodal

function has only one optimal point in a given bounded inter-

val [11]. Increasing α0 has two effects on the sum rate, namely the

RF multiple-access time increases and the quantization distortion

also increases because the RF fronthaul time decreases. In other

words, by increasing α0, the sum rate first increases owing to the

increasing RF multiple-access time, but ultimately decreases due

to the decrease of the fronthaul capacity and the resulting increase

of the distortion. Hence, the sum rate is a unimodal function of

α0 and has only one locally optimum point in the closed interval

of [0, 1]. Employing the GSS algorithm to find the optimal α∗
0

(see Section IV.B for details), optimization problem (8) simplifies

to finding the optimal D∗ for a given α0 which is tackled in the

following.

2) Reformulation of the Objective Function: Note that for a

given α0, the problem is still non-convex in D since the objective

function of the maximization problem is convex in D (instead of

concave). To convexify the problem, in the following, we present

a reformulation of (8) w.r.t. D using the following lemma.

Lemma 2 ([12]): For any matrix X ∈ CJ×J which satisfies

X ≻ 0, the following equation holds

log2|X−1| = max
Y�0

log2|Y| −
1

ln(2)
Tr(YX) +

J

ln(2)
, (13)

where the optimal solution to the right-hand side of (13) is

achieved when Y∗ = X−1.

Defining X = D + σ2IMN and Y = B, where B is a new

auxiliary optimization matrix, and applying Lemma 2 to I (x, ŷ)
in (9) and replacing the original constraints with the equivalent

constraints from Lemma 1, we reformulate optimization problem

(8) as follows

maximize
α0∈[0,1],B�0

Dm�0 ∀m,

T = α0W
rf
[
log2|HΣHH +D+ σ2IMN | (14)

+log2|B| −
1

ln(2)
Tr

(
B
(
D+ σ2IMN

)) ]

subject to CS : α0fs
∑

∀m∈S

Gm(S)I (ym, ŷm)

≤ (1− α0)G(S) +
∑

∀m∈S

Gm(S)Cfso
m , ∀S ⊆ M.

Although, for a given α0, optimization problem (14) is still jointly

non-convex in (D,B), the problem is convex w.r.t. the individual

variables. This allows the use of ACO to find a suboptimal

solution of the problem in terms of (D,B) for any given α0.

In particular, for given B, the problem is convex w.r.t. D and for

given D, the problem is convex w.r.t. B and has the following

optimal closed-form solution based on Lemma 2

B∗ =
(
D+ σ2IMN

)−1
. (15)

In the following subsection, we propose a nested loop algo-

rithm consisting of outer and inner loops by exploiting Lemma 1

and Lemma 2, respectively.

B. Proposed Algorithm

Here, we propose an algorithm consisting of an outer loop, i.e.,

Algorithm 1, to find α0 based on GSS, and an inner loop, i.e.,

Algorithm 2, to find (D,B) based on ACO, respectively [11].

In the following, we describe the outer and inner loops given by

Algorithms 1 and 2, respectively, in detail.

Outer Loop: In this loop, we employ the iterative GSS algo-

rithm to maximize the sum rate w.r.t. α0. Suppose [αmin
0 , αmax

0 ]
is the search interval in a given iteration. Thereby, the GSS

algorithm requires two evaluations of the sum rate in each
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Fig. 3. Two possible cases for narrowing the search interval using GSS.

iteration at the intermediate points (α
(1)
0 , α

(2)
0 ) using the inner

loop, i.e., Algorithm 2. For GSS, (α
(1)
0 , α

(2)
0 ) is obtained as

(α
(1)
0 , α

(2)
0 ) =

(
αmin
0 + ρ∆α, αmax

0 − ρ∆α
)
, (16)

where ∆α = αmax
0 − αmin

0 and ρ = 1 − 1

φ
with the so-called

golden ratio φ = (1+
√
5)/2 ≈ 1.61803 [11]. The GSS algorithm

is schematically illustrated in Fig. 3 and is given in Algorithm 1

for the problem considered in this paper. In Algorithm 1, ǫ is a

small positive number which is used in line 10 for termination

if the desired accuracy of the GSS algorithm in finding α∗
0 is

achieved. We note that the search interval is narrowed with a

reduction factor of 1− ρ in each iteration.

Inner Loop: In the inner loop, α0 is fixed as it was obtained in

the outer loop. Here, we employ ACO to find a stationary point

of the problem w.r.t. B and D for the fixed α0. The proposed

ACO method is concisely given in Algorithm 2 where ε is a

small positive number used in the termination condition in line 7.

We note that in the next subsection, we provide a modified ACO

method which is easier to implement in popular numerical solvers

such as CVX, which is also included in Algorithm 2 in blue italic

font due to space limitations.

Having (α∗
0,D

∗
1, . . . ,D

∗
M ), the RF time allocation variables

for each fronthaul link, αm, are obtained as

α∗
m =

α∗
0I (ym, ŷm)

∣∣
D∗

m

− Cfso
m

Crf
m

, ∀m ∈M. (17)

We note that Algorithms 1 and 2 find a stationary point of (14)

due to the non-convexity of the problem and the ACO employed

in the inner loop.

Remark 2: We note that the proposed algorithm, i.e., the

combination of Algorithms 1 and 2, finds in general a suboptimal

solution of (8) due to the ACO used in the inner loop, i.e.,

Algorithm 2.

C. Further Discussion

Although for given α0 and B, optimization problem (14)

is convex, its implementation using popular numerical solvers,

such as CVX [13], can be challenging. More specifically, the

implementation of line 5 of Algorithm 2 in CVX is not directly

possible since the current version of CVX, i.e., CVX 2.1, does

not have a built-in convex function that can directly handle

I (ym, ŷm) in constraint CS in (14) [13]. In the following, we

propose an equivalent reformulation of CS denoted by C̃S to

address this issue. Defining X =
(
HmΣHH

m +Dm + σ2IN
)−1

and Y = Am, where Am is a new auxiliary optimization matrix,

and using (13) in Lemma 2, we can upper bound I (ym, ŷm) by

Rub (Dm,Am) as

I (ym, ŷm)

= −log2
∣∣∣
(
HmΣHH

m +Dm + σ2IN
)−1

∣∣∣− log2 |Dm|

Algorithm 1 GSS Algorithm (Outer Loop)

1: input ǫ, αmin
0 = 0, and αmax

0 = 1.

2: repeat

3: Update α
(1)
0 as in (16), obtain D(1) from Algorithm 2,

and compute C
(1)
sum from the objective function of (8).

4: Update α
(2)
0 as in (16), obtain D(2) from Algorithm 2,

and compute C
(2)
sum from the objective function of (8).

5: if C
(1)
sum ≥ C

(2)
sum then

6: Update αmax
0 = α

(2)
0 ,

7: else if C
(1)
sum < C

(2)
sum then

8: Update αmin
0 = α

(1)
0 .

9: end if

10: until |αmax
0 − αmin

0 | ≤ ǫ

11: α∗
0 ←

αmin
0 + αmax

0

2
and obtain D∗ from Algorithm 2.

12: output α∗
0 and D∗.

Algorithm 2 ACO (Modified ACO) Algorithm (Inner Loop)

1: input ε, i = 0, T {0} = 0, D{0} = d0I, and α0.

2: repeat

3: i← i+ 1.

4: Given D{i−1}, update B{i−1} (B{i} and A{i}
m ) from the

closed-form expression (expressions) given in (15) ((15)

and (19), respectively).

5: Given B{i} and α0, update D{i} by solving the convex

problem (14) ((20)).

6: Given α0, D{i}, and B{i}, compute T {i} from the objec-

tive function in (14) ((20)).

7: until |T {i} − T {i−1}| ≤ ε
8: output D = D{i}.

≤ Rub (Dm,Am)

= −log2|Am|+
1

ln(2)
Tr

(
Am

(
HmΣHH

m +Dm + σ2IN
))

− N

ln(2)
− log2 |Dm| , ∀Am � 0. (18)

Substituting the upper bound in (18) into the constraint CS in

(14), we obtain C̃S which is convex in D if Am is fixed and vice

versa. It is not hard to see that constraint CS is always feasible

when C̃S is feasible and the two constraints are equivalent when

A∗
m =

(
HmΣHH

m +Dm + σ2IN
)−1

, ∀m ∈ M. (19)

In other words, for a given Am 6= A∗
m, the feasible set of C̃S is

strictly smaller than that of CS . However, if we consider Am � 0

as a new optimization variable which contains Am = A∗
m as a

special case, the feasible sets of constraints C̃S and CS become

identical. Therefore, we rewrite the problem in (14) as follows

maximize
α0∈[0,1],Dm�0, ∀m

B�0,Am�0, ∀m

T = α0W
rf
[
log2|HΣHH +D+ σ2IMN |

+log2|B| −
1

ln(2)
Tr

(
B
(
D+ σ2IMN

)) ]
(20)

subject to C̃S : α0fs
∑

∀m∈S

Gm(S)Rub (Dm,Am)

≤ (1− α0)G(S) +
∑

∀m∈S

Gm(S)Cfso
m , ∀S ⊆ M.



Solving (20) w.r.t. α0, D, B, and Am, ∀m is equivalent to

solving (14) w.r.t. α0, D, and B which is in turn equivalent

to solving the original problem in (8) w.r.t. α and D. The

advantage of optimization problem (20) is that existing numerical

solvers can directly be employed to solve it. Based on (20), a

modified ACO algorithm w.r.t. Dm, B, and Am, ∀m can be

developed. The necessary changes are provided in blue italic font

in Algorithm 2.

V. SIMULATION RESULTS

In the following, we first present the simulation setup and

the considered benchmark schemes. Subsequently, we provide

simulation results to evaluate the performance of the proposed

protocol compared to that of the benchmark schemes.

A. Simulation Setup and Benchmark Schemes

We consider Rayleigh, Rician, and Gamma-Gamma fading

for the RF multiple-access, RF fronthaul, and FSO channels,

respectively [9]. Moreover, we adopt the distance-dependent path

loss models used in [9, Eq. (5)] and [9, Eq. (2)] for the RF

and FSO channels, respectively. Due to space constraints, we do

not provide the equations for the path loss and fading models

here and refer the readers to [9]. Unless stated otherwise, the

values of the parameters for the RF and FSO links used in our

simulations are given in Table I where the noise power at the RF

receivers is given by [σ2]dB = W rfN0 +NF , where N0 and NF

are defined in Table. I. In particular, we generate random fading

realizations for 103 fading blocks and compute the sum rate of

the proposed protocol for the solution found with Algorithms 1

and 2. Moreover, we assume K = 8, M = 2, N = 8, L = 64,

and fs = 40 MHz. In Algorithms 1 and 2, we use ǫ = 0.02 and

ε = 0.01 Mbps, respectively.

We consider the following two benchmark schemes. i) FSO-

only fronthaul with scalar quantization (FSO-SQ): For this bench-

mark scheme, we assume α0 = 1 and scalar quantization at

the RUs where the signals at each RU’s antennas are quantized

independently with identical rates. ii) FSO-only fronthaul with

vector quantization (FSO-VQ): Again, we assume α0 = 1;

however, vector quantization is employed at the RUs. We note

that although [6] does not consider FSO fronthaul links, the

optimization problem for fronthaul compression of FSO-VQ is

similiar to that considered in [6]. By comparing the proposed

hybrid RF/FSO system to the above benchmark schemes, we are

able to quantify how much performance gain can be obtained

by vector quantization compared to scalar quantization and how

much gain can be achieved by RF time allocation compared to

the FSO-only schemes.

B. Performance Evaluation

Fig. 4 shows the sum rate vs. α0 for the proposed protocol and

different values of the weather-dependent attenuation coefficient

of the FSO links κ. As can be observed, by increasing α0, the sum

rate first increases owing to the increasing RF multiple-access

time, but ultimately decreases due to the decrease of the fronthaul

capacity. This shows the unimodality of the sum rate w.r.t. α0

which is discussed in Section IV-B, i.e., each sum-rate curve in

Fig. 4 has only one local optimum which is the global optimum

too. Moreover, the optimal α∗
0 (denoted by a yellow star in Fig. 4)

is found by Algorithm 1. Note that as the weather conditions

deteriorate, i.e., as κ increases, more RF time is allocated to the

TABLE I
SIMULATION PARAMETERS [9], [10].

RF Link

Symbol Definition Value

dac Distance between the MUs and the RUs 100 m

dfr Distance between the RUs and the CU 500 m

dRF
ref Reference distance of the RF link 5 m

Pk Transmit power of MU k 16 dBm

P̄m Transmit power of RU m 33 dBm

(GTx
MU, G

Rx
RU) Antenna gains for the RF multiple-access link (0, 10) dBi

(GTx
RU, G

Rx
CU) Antenna gains for RF fronthaul link (10, 10) dBi

N0 Noise power spectral density −114 dBm/MHz

NF Noise figure at the RF receivers 5 dB

λRF Wavelength of RF signal 85.7 mm

WRF Bandwidth of RF signal 40 MHz

Ω Rician fading factor 6 dB

ν RF path-loss exponent 3.5

FSO Link

Symbol Definition Value

P fso
m FSO transmit power of RU m 13 dBm

δ2 Noise variance at the FSO receivers 10−14 A2

λFSO Wavelength of FSO signal 1550 nm

WFSO Bandwidth of FSO signal 1 GHz

R Responsivity of FSO photodetector 0.5 1
V

φ Laser divergence angle 2 mrad

r Aperture radius 10 cm

(Θ,Φ) Parameters of GGamma fading (2.23, 1.54)

fronthaul links to compensate the loss in the quality of the FSO

links, i.e., α∗
0 decreases. Moreover, as expected, the sum rate

decreases as weather conditions deteriorate, i.e., κ increases.

In Fig. 5, we show the sum rate of the proposed protocol

and the benchmark schemes vs. the length of the fronthaul

link, denoted by dfr, i.e., the distance between the RUs and

the CU, for different values of κ. We observe from Fig. 5 that

as dfr increases, the sum rates of the proposed protocol and

the benchmark schemes deteriorate due to the reduction of the

fronthaul capacity. However, the performance degradation due to

increasing dfr is more severe for unfavourable weather conditions,

i.e., for larger κ. In particular, for small dfr, the signal-to-noise-

ratios (SNRs) of the FSO links are very high such that the

capacities of the FSO links approach their maximum possible

value for the adopted OOK modulation, i.e., 1 Gbits/sec for the

parameters considered here. However, as dfr increases, beyond a

certain value, the SNR is so low such that the capacities of the

FSO links approach zero. The value of dfr above which the FSO

links become unavailable depends on the weather conditions, e.g.,

for κ = 42 × 10−3 and 125× 10−3, this distance is 950 m and

400 m, respectively. Hereby, for the proposed protocol, RF time

allocation compensates the loss in the quality of the FSO links

and a non-zero sum rate can still be achieved whereas the sum rate

of the benchmark schemes, which do not have an RF fronthaul

backup, drops to zero. For instance, from Fig. 5, we observe that

for heavy fog (i.e., κ = 125× 10−3), although for dfr = 400 m,

the sum rate of the benchmark schemes is zero, the proposed

protocol still achieves a sum rate of more than 500 Mbps. This

clearly illustrates the benefits of having an RF fronthaul backup

for ensuring a non-zero minimum achievable rate even under

adverse atmospheric conditions. Finally, by comparing the sum

rates of the FSO-VQ and FSO-SQ protocols in Fig. 5 when the

FSO links are available, we can conclude that a considerable

gain is achieved by vector quantization compared to scalar

quantization due to the exploitation of the spatial correlation

between the signals received at different antennas of each RU.

We note that a similar performance gain was also reported in [6].

VI. CONCLUSION

In this paper, we considered sum-rate maximization for uplink

C-RANs with hybrid RF/FSO fronthaul links. We optimized the
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Fig. 4. Average system sum rate (Mbps) vs. α0 for different values of the weather-
dependent attenuation coefficient of the FSO fronthaul links, κ. The value of κ

decreases along the direction of the arrow. Yellow star points are the optimal
values of the sum rate which are found using Algorithm 1.

RF time allocated to the multiple-access and fronthaul links and

the distortion matrices at the RUs. Since the resulting optimiza-

tion problem was non-convex, we proposed a reformulation of

the original problem which enabled the design of an efficient

suboptimal algorithm based on GSS and ACO for solving the

problem. Our simulation results revealed that a considerable gain

can be achieved by the proposed protocol in comparison with

benchmark schemes from the literature, especially when the FSO

links experienced adverse atmospheric conditions.

APPENDIX

Due to space constraints, we only provide a sketch of the proof

in the following. For notational simplicity, instead of considering

the constraints in (14), we consider constraints of the general form

amx0 ≤ bmxm+cm, ∀m ∈M with xm ≥ 0 and
∑M

m=0 xm = 1
where am, bm, and cm are positive constants. Dividing both sides

of these constraints by bm and summing the right-hand sides and

left-hand sides of all constraints with indices m ∈ S, respectively,

where S is a non-empty subset of M, we obtain
∑

m∈S

am
bm

x0 ≤
∑

m∈S

xm +
∑

m∈S

cm
bm

,

x0

∑
m∈S

(
am

∏
m′ 6=m,m′∈S bm′

)

∏
m∈S bm

≤
∑

m∈S

xm +

∑
m∈S

(
cm

∏
m′ 6=m,m′∈S bm′

)

∏
m∈S bm

,

x0

∑

m∈S

amGm(S)
(a)

≤ (1− x0)G(S) +
∑

m∈S

cmGm(S), (21)

where for inequality (a), we used definitions G(S) = ∏
m∈S bm

and Gm(S) = ∏
m′ 6=m,m′∈S bm′ and the inequality

∑
m∈S xm ≤

1 − x0 which in general enlarges the corresponding feasible

set compared to that for the original constraints. However, the

original feasible set defined by the constraint in (14) for ∀m ∈ M
is identical to the feasible set of inequality (a) if all S ⊆M are

considered [14, Chapter 15]. This completes the proof.
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Fig. 5. Average system sum rate (Mbps) vs. the length of the fronthaul links,
dfr, in meter for κ = 4.2 × 10−3, 42 × 10−3, 125 × 10−3 which correspond
to haze, moderate fog, and heavy fog weather conditions, respectively [10].
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