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Abstract—In this paper, we consider the downlink of a massive
multiple-input-multiple-output (MIMO) single user transmission
system operating in the millimeter wave outdoor narrowband
channel environment. We propose a novel receive spatial mod-
ulation architecture aimed to reduce the power consumption at
the user terminal, while attaining a significant spectral efficiency
and low bit error rate. The energy consumption reduction is
obtained through the use of analog devices (amplitude detector),
which reduces the number of radio frequency chains and analog-
to-digital-converters (ADCs). The base station transmits spatial
and modulation symbols per channel use. We show that the
optimal spatial symbol detector is a threshold detector that can
be implemented by using one bit ADC. We derive closed form
expressions for the detection threshold at different signal-to-
noise-ratio (SNR) regions. We derive expressions for the average
bit error probability in the presence and absence of the threshold
estimation error showing that a small number of pilot symbols
is needed. A performance comparison is done between the
proposed system and fully digital MIMO showing that a suitable
constellation selection can reduce the performance gap.

I. INTRODUCTION

The utilization of millimeter wave (mmWave) frequencies
for cellular communication systems can allow high data rates
links because of the availability of unused large bandwidths
[1]. Millimeter wave signals suffer from severe path loss; how-
ever, the small wavelengths permit using massive arrays at the
base stations (BSs) and user terminals (UTs). Massive arrays
compensate the path loss through their own beamforming gain
and enhance the spectral efficiency by boosting the multiplex-
ing gain. The UT circuit structure per antenna of the fully
digital (FD) multiple-input-multiple-output (MIMO) system
comprises radio-frequency (RF) chain and analog to digital
converter (ADC). Unfortunately, these devices are expensive
and power consuming especially at mmWave frequencies.
Thus, massive mmWave MIMO systems based FD architecture
suffer from cost and power consumption problems [1].

Several low complexity MIMO transceiver designs have
been developed. Hybrid analog and digital precoding tech-
niques have been proposed with the aim of simplifying the
architecture and reducing power consumption [2] . The spec-
tral efficiency of the hybrid systems approach the FD MIMO
[2]. Nevertheless, hybrid structures comprise large numbers
of phase shifters (PSs), power splitters and power combiners
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for analog signal processing. These analog devices consume a
large amount of power principally with large arrays [3].

MIMO transceivers-based low precision ADCs have been
studied to reduce the cost and power consumption [4].
Nonetheless, the use of low bit ADCs hamper the availability
of perfect channel knowledge and entails a reduction of the
spectral efficiency.

Spatial modulation (SM) schemes have been reported to re-
duce the number of RF chains and to achieve high throughput.
In SM, the transmit antennas are exploited in transmitting extra
information where part of the input data bits are used to select
the set of active transmit antennas and the UT detects this set
[5]. However, SM techniques suffer from small antennas gain
because most of the transmit antennas are silent. Further, the
UT cannot detect the set of active transmit antennas precisely
if the channel vectors are correlated.

In contrast, the receive SM (RSM) techniques exploit the
receive antennas to transmit more information [6]. However,
conventional RSM methods use FD receiver architecture and
can suffer from high performance degradation under low rank
channel matrices. Thus, traditional SM/RSM methods are not
convenient for mmWave systems. In [7] a low complexity
RSM system is introduced for indoor line of sight mmWave
propagation. Unlike the previous RSM methods, this paper
focuses on designing a new and simple RSM receiver based
novel spatial detection method aimed to exploit the spatial
dimension to transmit modulation symbols reliably. Moreover,
we show that the proposed RSM system works efficiently in
outdoor narrowband mmWave channels.

We consider a massive MIMO single user operating in
the mmWave outdoor narrowband channel environment. We
present a RSM system where the BS transmits modulation
symbol from M size constellation and spatial symbol per
channel use. We show that the optimal spatial symbol detector
is a threshold detector that can be implemented by using one
bit ADC. We derive closed form expressions for the detec-
tion threshold at different signal-to-noise-ratio (SNR) regions
showing that a simple threshold can be obtained at high SNR
and its performance approaches the exact threshold. We derive
expressions for the average bit error probability (ABEP) in the
presence and absence of the threshold estimation error, and
show that a small number of downlink pilot symbols is needed.
Simulation results show that the performance of the proposed
system with the appropriate constellation design approaches
the FD MIMO system.
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Downlink (black) and uplink (red) MIMO UT circuits.

II. SYSTEM MODEL
A. Signal Model and Precoder Design

We consider the downlink of a large MIMO single user
that operates in the mmWave outdoor narrowband channel
environment. The BS and UT are equipped with V; and N,
antennas respectively. Based on the properties of mmWave
propagation, we consider reciprocal propagation environment.
We exploit the channel reciprocity by considering time divi-
sion duplex (TDD) system where the channel state information
(CSI) is needed only at the BS. In Fig. 1, displayed in red, we
consider a low complexity uplink UT circuit based on analog
PSs. During the uplink training, the UT sends pilot symbols
so that the BS can acquire the CSI. This can be achieved,
since the optimal training pilot symbols matrix for the least
squares channel estimation can be selected as a discrete-
fourier-transform (DFT) basis [8] that can be implemented
by PSs. Since massive mmWave MIMO systems suffer from
high path loss and antenna correlation, antenna selection at
the receiver is necessary. The BS selects the most suitable NV,
antennas based on the channel knowledge (assumed perfect
in this paper). After that, the BS informs the UT by the N,
active receive antennas (ARA). The BS transmits data vector
to the ARA that comprises spatial and modulation symbols.
The transmitted data vector can be written as

x) = VaPBs;z; (1)

where the spatial symbol s; € RY<*1 contains N, bits from
the input data bits, ¢ € {1, ...,2Na — 1}, we assume that the
all-zeros spatial symbol is not allowed, the modulation symbol
x; is a symbol from certain constellation with size M, j €
{1, ..., M}, the number of transmitted bits per data vector are
(Ny+logy M), B € CNt*Ne s the precoding matrix, P is the
average transmit power and we adjust the transmitted power
by a normalization factor o ~ (Tr {B¥B}) " Where Tr{.} is
the trace operator. The received signal vector is given by

y = VaPHBs;z; +n 2)

where H € CN»*Nt is the channel matrix and n € CV-*1!
is the generated noise vector where its coefficients are inde-
pendent and identically distributed (i.i.d) zero mean circularly
symmetric complex Gaussian random variables and each has
variance 2. Let us define the matrix H, as the channel matrix
from the BS to the selected ARAs. In order to direct the data
vector to the ARA, we design the precoding matrix B as a
zero forcing precoder that can be expressed as

B =HY (H,HY) " 3)

The received signal by the k™ active antenna can be
expressed as
Yk = VaPsigr; + ng “4)

where s;; € {0,1}. For a given N,, the BS selects the
best N, ARA such that the received power is maximized
that is, a is maximized, where o~ = Tr{(H,H)"'}.
The maximization of a can be done through the exhaustive
search. A simple method for solving a similar problem was
mentioned in [9]. Low complexity algorithms that exploit the
sparse nature of the outdoor mmWave channel to maximize
o are left for future work. We assume that the UT can be
successfully informed by the ARA through a control channel.
Imperfect detection to the ARA at the UT is a topic for future
research.

According to equation (4), all the ARA associated to a
spatial bit s;; = 1 receive the same modulation symbol. The
k™ ARA is connected to RF switch that passes the signal only
if the estimated spatial bit §;; = 1. All of the signals that pass
through the switches are combined. After that, the combined
signal passes through RF chain and a single ADC to detect
the modulation symbol. The combined signal is given by

Na
Yo=Y sidixVaPrj + Sixny 5)
k=1

where the optimal §;;, detection scheme is shown in section
III. In order to avoid the case y. = 0, we assume that the
all-zeros transmit spatial symbol is not allowed.

The downlink circuit in Fig. 1 (displayed in black lines)
shows that each receive antenna is connected to RF amplitude
detector (AD). The AD works efficiently with high sensitivity
and negligible power consumption at mmWave frequencies
[10]. The signal provided by the AD at the k" active antenna
is

ay = \/(\/ﬁsikle +nk1)2 + (msikij +nkQ)2 (6)

where the indices I and () represent the in-phase and quadra-
ture components. The probability density function (PDF) of
the received amplitude at the k™ active antenna follows either
a Rice or Rayleigh distributions [11]. The PDF of the received
amplitude can be expressed as

2
_ak+(¥P .
" (2‘%07 V;YP) if s =1
flax) = o2 (7N
2;72’“6_072 if s;,=0




where Io(x) is the zero order modified Bessel function of the
first kind.

B. Channel Model

Millimeter wave channels have limited scattering clusters
due to the high path loss. Moreover, using large arrays
increases the antennas correlation. Therefore, we choose for
system evaluation the narrowband clustered channel model
that is widely used for outdoor mmWave channels [2]. In this
model, the channel matrix can be expressed as

H-=

NN, Je X
S S G AV B v () )

Y i=11=1

where NN, represents number of scattering clusters, [V, is the
number of rays per cluster, g;; is the complex gain, 67}, ¢},
are the elevation and azimuth angles of arrivals and depar-
tures, A, (07)), A¢(¢f;) are the receive and transmit directional
antennas gains, v,.(6), v¢(¢l,) are the receive and transmit
array response vectors.

We consider uniform linear arrays where the N antennas
normalized response vector can be expressed as

1 I . . T
V(¢) _ = |:1’6]kdsm(¢), .“’ej(Nfl)kdsm(¢>) )

VN

where k = QT" and d is the inter-antenna spacing. The

directional antennas gain can be expressed as

(10)

0 else

A(¢) _ {1 v¢ S [¢mina¢maw]

where ¢,,in and ¢, 4, determine the transmission sector angle.

C. Power Consumption

The power consumption of the significant UT circuit com-
ponents can be expressed in terms of reference power [3] as

BRF chain = 2Pt Papc = 10Pt Pgw = 0.25 Pt

Pina = Prer Pgg = NrpFet  Pps = 1.5F (11)
where INrr is the number of the RF chains, Psw, Pina and
Pgp are the switch, low noise amplifier and the base band
power consumption respectively. The uplink and downlink
power consumption at the UT with the proposed system Pp

and with FD MIMO PFgp can be expressed as

Pp =N, (2Pina + Ps 4+ Psw) + 2 (PRr chain + Panc) + Pss
Pep = 2N, (Pina + PRE chain + Papc) + Pss (12)

The power consumption ratio Pp/Prp ~ (0.14 + %2). At
60 GHz and 500 MHz bandwidth systems, P = 20mW [31,
N, = 16, Pp = 1700mW and Pgp = 8640mW, the hybrid
MIMO architecture consumes 8000mW [3].

III. SYMBOL DETECTION

A. Spatial Symbol Detection

In order to recover the spatial symbol, each ARA 1is con-
nected to AD and one bit ADC as illustrated in Fig. 1. The
AD measures the amplitude of the received signal and it is
compared to a predefined threshold at the ADC. Thus, the
output signals from the ADCs represent the spatial symbol.
In the spatial symbol detection, we will show that both per
antenna detection and joint detection lead to the same results.

B. Separate Spatial Symbol Detection

We consider maximum likelihood (ML) detector per ARA
to decide if the received spatial bit is one or zero. The detection
problem per the k' antenna can be formulated as

Sik=

flarlsik =1) 2 f(ak[sik = 0) (13)
S$ik=0
a2 +a S;r=1 a?
%%%e*‘%gfihj(gﬂggﬁe) > peoh (14)
$ik=0
o Sip=1
e (T§IO (2ak0\/2aP) kz 1 (15)

According to the problem in (15), the estimated spatial bit
for the k™ antenna can be expressed as

e — 16
"RV 0 ifag <o (16

) {1 if ap >
where 7 is a threshold that results from solution of the problem
in (15). In the following, we present three ways to determine
~ based on the received SNR.

1) Exact Threshold: We can obtain the exact value of the
threshold directly by solving (15) numerically at the expenses
of increasing the UT circuit complexity.

2) Moderate SNR Approximation (MSA): At moderate

SNR, we can approximate Iy(z) ~ \/;J? in problem (15)
and calculate the threshold by solving the following equation
0'2 4w\/TPZ—2aP 1 (17)
el o =
dtyvaP
putting it in the form xe” = c as
7_47 3 aPe _41\2/ﬁ = _l€, 2?2}3 (18)
g ﬂ'
The solution of the equation in (18) can be given by
702 1 2aP >
= —=W_; | ——e "2 19
Y 1 ﬁa 1E 1 < T (19)

where W_1 () is one of the main branches of the Lambert W
function [12]. Nevertheless, we have to calculate the threshold
in (19) numerically and this leads to increase in the UT circuit
complexity.



3) High SNR Approximation (HSA): At high SNR, the
left hand side of equation (17) takes either infinity or zero
values based on the sign of the term in the exponential power.
Therefore, we can obtain a simple threshold that can be
expressed as

7= gVaP

Since the received modulation symbol may come from
non-constant amplitude constellation, the exact, MSA and
HSA thresholds should be designed based on the minimum
received constellation symbol amplitude. This can be achieved
by replacing the average power P by the minimum power
P,in, = BP in thresholds expressions where § depends on
the constellation.

(20)

C. Joint Spatial Symbol Detection

In order to jointly detect the spatial symbol bits, we apply
the ML detector based on the received amplitudes from all
of the active antennas. Since the received amplitudes are i.i.d,
their joint PDF can be expressed as

N,
= 1] f(ax)
k=1

The joint ML detection problem can be formulated as

21

$; = argmax{f(als;)} (22)

For the sake of simplicity, let us consider the case when the
number of the ARA is two. In this case, the joint ML detection
problem can be expressed as

8; = argmax{ fo, fio, fi1} (23)
where frm = fa (a]s;1 =n, 8.2 = m).
As an illustrative example, we decide symbol [0 1] if the
following conditions are satisfied
for = foof2 > fio = foof1 (24)
for = foof2 > fi1 = foof1/f2 (25)
where f;, can be given by
a 2
fo=e 571, (a,j\/ap> (26)
o

Inequalities in (24) and (25) imply that a; < v and ag > 7y
respectively. See equations (15) and (16) for more illustration.
The analysis of the joint detection can be extended for any
number of ARA. Therefore, the joint detection results are
equal to the per antenna detection.

IV. DOWNLINK TRAINING

The BS has to send pilot symbols to allow the UT estimates
the detection threshold. We consider that the entries of the
transmitted spatial symbol are all ones.

In order to estimate the detection threshold, the UT esti-
mates the average received signal amplitude and the noise level

from the outputs of the ADs connected to the ARA. The joint
PDF of the received amplitudes can be expressed as

N
2ap1 _ %at?
= e o2
l l 0—2

2 2a,10
Io 5
g
k=1

where 1, is all-ones spatial symbol, ¥ = VaP, ag is the
measured amplitude at the k" active antenna according to
sik =1, N = N,N, and N, is the number of pilot symbols.
We design the amplitude estimator 9 so as to maximize

2a a2, +192 2a,1%
log f(al1,) Zl < kl) ]’”02 +lo Io< Ukl>

(28)
By using the fact that Iy(x) = \/% for large =, we can
simplify equation (28) as

2ak119 - 2ak119 1 47Tak119
log Iy 2 =2 filog 2

In order to ﬁnd the ML amplitude estimator ¥ ML, We solve
the problem, -2 55 log f(all,) = 0, that can be expressed as

-2 1
S (2 Y
g

o2 20
k=1

f(al1a) 27

(29)

(30)

From (30), the 9 ML can be expressed as

2
(Z%vl%) —o? @D

The ML estimator of the noise variance 6%,; can be
obtained by solving 25 log f(a|1l,) = 0 as

N
E ak1 —
k

By solving the equations in (31,32) simultaneously, a closed
form expression for the ¥, can be given as

UML (32)

V. ERROR ANALYSIS

We evaluate the proposed system performance based on the
ABEP that can be expressed as

Ny P.s + logy M P,
N, +logy M

where P, and P,,, are the spatial and modulation bit error
probabilities respectively that can be given by

P.,=05(P + Py)

ABEP =

(34)

(35)

where P; = Pr(ax; <) and Py = Pr(axo > 7).

2Na _1 2Na

Pem= Y > BEP(x;E€Cn[8n,5:) Pr(8,ls:) Pr(s;) (36)

i=1 n=1



where BEP (z; € Cas) is the bit error probability of M-
quadrature-amplitude-modulation (M-QAM), M -phase-shift-
keying (M-PSK) or M -amplitude-phase-shift-keying (M-
APSK) with rings ratio r [13]. The probabilities in equation
(36) can be expressed as

BEP (z; € Cas|8,,8:) = BEP (z; € Cy|SNR.)  (37)
(bl,)? aP
SNR. = m? (38)
N bio pit bt 00
PI‘(Sn‘Si):le(l—Pl) ”"Pom(l—Po) in (39)
1
Pr(s:) = ox—1 (40)

where bEZl 1m2) is the number of entries in s; that each one of
them equals m; and its corresponding entry in §,, equals mg

mm2) — N,

(
and thmge{o,l} bzn
A. Perfect Threshold

If the UT knows the threshold ~ perfectly, the probabilities
P; and Py can be expressed by the cumulative density function
of Rice and Rayleigh distributions [11] as

P =1-0 (inO&P,i\@V>

Q‘Q
NN

Py=e" 41

where (Q1(x) is the first order Marcum Q-function.

B. Estimated HSA Threshold

The ML estimator is asymptotically gaussian so we consider
the estimated HSA threshold 4 ~ N (u4, 03) where 115 and o2
are the mean and variance of 4. Since the received amplitudes
are positive, we can express P; and Py as

P, = Pr (7 > 1)
ag1

Py = Pr (7 < 1)
aro

In order to find the probabilities in equation (42), we put it
in the following form

P, =Pr <t5,n.l > U)
; o5

fh:m<mn<”) 43)
a5

(42)

where s, is Non-central t distribution, 5, ; is Doubly-non-
central t distribution [14], n is the degrees of freedom, 4, [ are
the non-centrality parameters, § = Z—” n=2 and | = 22‘
A closed form expressions for Pj and Py with threshold

estimation error can be given as

H—1%m<a)
o5
PO = Té,n < 0)

05

5.

(44)

where 75, and Tj 5, ; are the cumulative density functions of
Non-central and Doubly-non-central t distributions [14].

In order to determine the probabilities in equation (44), we
need the mean and the variance of 4. By relating equations
(33) and (20), the estimated HSA threshold ¥ is

.1,
v = 519ML (45)

From the asymptotic properties of the ML estimator [15],
the mean and variance of 4 can be expressed as

1

pa = 50 (46)

2=t '] (47)
¥4 00 I

where Iy is a 2 x 2 fisher information matrix [15] whose
elements can be expressed as

[02f(all,)] 2N N
Wl = =B =5p | =52 "o
0% f(all, 2N
iy = eloi= | 2180 2y )
0%/ (al1a)]
Tolr = =8| 552907 |
N N
= F (,u2+192*219,l141) 77“4 (48)

where EJ.] is the expectation operator, 11 = Elay1] and ug =
E[ail}. The inverse of the fisher information matrix can be
expressed as

| P 1 Toly = [Molyy
© T Moy [Tolyy — [Mo)5, L= Melor [oliy

From equations (47,49), the variance O‘?Y can be given as

2 _ 1 [19]22
T ATy, [Toly, — (o],

(49)

(50)

VI. SIMULATION RESULTS

In this section, we present simulation results that show
the performance of the proposed system. In simulation en-
vironment, we consider that g; are ii.d CN/(0, 03) where
o2 is designed such that E[Tr {H”H}| = N,N,, N. = 8,
N, =10 [2], the elevation and azimuth angles (6,;, ¢;;) have
Laplacian distributions with uniform random means (6;, ¢;)
and angular spreads o9 = o4 = 1, SNR = G—PQ, the width
of the transmission angle is 50° and the user has omni-
directional antenna array. We compare the performance of
the proposed system with singular value decomposition (SVD)
based precoding and decoding of the FD MIMO system. We
allocate the power at SVD in such a way that all of the
activated modes achieve the same received SNR [16].

Fig. 2 shows the ABEP of the proposed system with exact
threshold compared to FD MIMO at 32 x 8 MIMO system.
Clearly, the performance of the proposed system without
receive antenna selection is inferior to that with antenna
selection. Moreover, the proposed system performance with
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Fig. 2. Average bit error probability of the proposed system and FD MIMO
at different constellation designs. 8 transmit bits are used in all cases.

constant amplitude constellation and 4 spatial bits approaches
the FD MIMO. The optimal values of spatial, modulation bits
and constellation design to minimize the ABEP are topics for
future research.

Fig. 3 represents the ABEP of the proposed system at
different thresholds and different numbers of receive antennas.
Applying HSA threshold leads to the lowest complexity and
the performance gap is less than 1 dB with respect to the exact
threshold. The ABEP with threshold estimation error is very
close to that with perfect threshold by using only one downlink
pilot symbol. Increasing the number of receive antennas while
N, is fixed boosts the receive antennas gain and as a result
the ABEP is improved.

VII. CONCLUSION

In this paper, we have considered the downlink of a massive
MIMO single user operating in the mmWave outdoor narrow-
band channel environment. The proposed RSM architecture
relies on one RF chain and one high resolution ADC at the
UT that reduces the power consumption and can achieve high
spectral efficiency as the ARA are exploited to transmit extra
spatial symbols. The constellation choice affects the system
performance as the detection threshold is designed based the
minimum constellation symbol amplitude. Therefore, a con-
stant amplitude constellation with balancing between number
of spatial and modulation bits outperforms other constellation
designs. The receive antenna selection is necessary for the
proposed system to work efficiently. However, this paper
considered exhaustive search algorithm to select the ARA.
Low complexity algorithms for receive antenna selection and
extending the proposed system to allow higher order spatial
symbols transmission through using multiple-bit ADCs at the
UT are future work topics.
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