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Abstract—Unmanned aerial vehicles (UAVs) have attracted sig-
nificant interest recently in wireless communication due to their
high maneuverability, flexible deployment, and low cost. This
paper studies a UAV-enabled wireless network where the UAV is
employed as an aerial mobile base station (BS) to serve a group
of users on the ground. To achieve fair performance among users,
we maximize the minimum throughput over all ground users by
jointly optimizing the multiuser communication scheduling and
UAV trajectory over a finite horizon. The formulated problem is
shown to be a mixed integer non-convex optimization problem
that is difficult to solve in general. We thus propose an efficient
iterative algorithm by applying the block coordinate descent and
successive convex optimization techniques, which is guaranteed
to converge to at least a locally optimal solution. To achieve fast
convergence and stable throughput, we further propose a low-
complexity initialization scheme for the UAV trajectory design
based on the simple circular trajectory. Extensive simulation
results are provided which show significant throughput gains of
the proposed design as compared to other benchmark schemes.

I. INTRODUCTION

Unmanned aerial vehicles (UAVs) have attracted significant

attention in recent years for military as well as various civilian

applications, such as surveillance and monitoring, aerial imag-

ing, cargo delivery, etc. As reported in [1], the global market

for commercial UAV applications, estimated at about 2 billion

US dollars in 2016, will skyrocket to as much as 127 billion

US dollars by 2020. Equipped with advanced transceivers

and smart sensors, UAVs are gaining increasing popularity in

the information technology (IT) community due to their high

maneuverability and flexibility for on-demand deployment.

In particular, UAVs typically have high possibility of line-

of-sight (LoS) air-to-ground communication links, which is

appealing to the wireless service providers. Several leading

IT companies have launched pilot projects, such as project

Aquila by Facebook [2] and Loon by Google [3], for pro-

viding ubiquitous internet access worldwide by leveraging the

UAV/drone technology. Meanwhile, extensive research efforts

from the academia have also been devoted to employing UAVs

as different types of wireless communication platforms [4],

such as aerial mobile base stations (BSs) [5]–[9], mobile relays

[10], [11], and flying computing cloudlets [12]. In particular,

employing UAVs as aerial BSs is envisioned as a promising

solution to enhance the performance of the existing cellular

systems. Depending on whether the UAV mobility is exploited

or not, two different lines of research can be identified along

this direction, i.e., static-UAV or mobile-UAV enabled wireless

networks.

The research on the static-UAV enabled networks mainly

focuses on the UAV deployment/placement optimization [7]–

[9], with the UAVs serving as aerial quasi-static BSs to support

ground users in a given area. As such, the altitude and the

horizonal location of the UAV can be either separately or

jointly optimized. The authors in [7] provide an analytical

approach to optimize the altitude of a UAV for providing

maximum coverage for ground users. In contrast, by fixing

the altitude, the horizonal positions of UAVs are optimized in

[8] to minimize the number of UAV BSs required to cover a

given set of ground users. A similar problem is also studied

in [9] for a drone-enabled small cell placement optimization

in three-dimensional (3D) space.

In addition to the UAV placement optimization, exploiting

the UAV high-mobility in the mobile-UAV enabled networks

is anticipated to unlock the full potential of UAV-enabled

communications. With the fully controllable UAV mobility, the

communication distance between the UAV and ground users

can be significantly shortened by proper UAV trajectory design

and communication scheduling. This is analogous and yet in

sharp contrast to the existing small-cell technology, where the

cell radius is reduced by increasing the number of small-cell

BSs deployed, but at the cost of increased infrastructure ex-

penditure. Motivated by this, the UAV trajectory optimization

problem is rigorously studied in [11] and [13] for a mobile

relaying system and point-to-point energy-efficient system,

respectively. To reap the full benefit of UAV mobility, a novel

cyclical multiple access scheme is proposed in [14] where

an interesting throughput-access delay trade-off is revealed.

Specifically, it has been shown that significant throughput

gains can be achieved over the case of a static UAV for delay-

tolerant applications. However, in [14] the users are assumed

to be uniformly located in a one-dimensional (1D) line and the

UAV is restricted to fly at a constant speed, which simplifies

the analysis but limits the applicability in practice.

In this paper, we consider a single UAV-enabled wireless

network where the UAV is employed to serve a group of

users in a given two-dimensional (2D) area. Our goal is

to maximize the minimum average rate among all users by

jointly optimizing the user communication scheduling and

UAV trajectory in a finite period. Different from [14], we study

a general and practical setup where users are freely located

on the ground and the UAV trajectory can be optimized in

2D along with the multiuser communication scheduling. Such

a joint optimization problem is new and not yet investigated
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Fig. 1. A UAV-enabled wireless network.

in the literature, to our best knowledge. On one hand, with

any given user scheduling, it is intuitive that the UAV should

visit users according to the order that users are scheduled

for communication to achieve short-distance links. On the

other hand, for any fixed UAV trajectory, the UAV should

accordingly schedule the users for communication based on

their distances to it. As a consequence, the user scheduling

and UAV trajectory optimization are closely coupled with each

other in our considered problem, which makes it challenging

to solve optimally in general. To tackle this problem, we first

relax the binary variables for user scheduling into continuous

variables and solve the resulting problem with an efficient

iterative algorithm devised by leveraging the block coordinate

descent method [15]. Specifically, one of the two blocks

of variables for the user scheduling and UAV trajectory is

optimized alternately in each iteration, while keeping the other

block fixed. However, even for fixed user scheduling, the UAV

trajectory optimization problem is still difficult to solve due

to its non-convexity. We thus apply the successive convex

optimization technique [15] to solve it approximately. Our pro-

posed algorithm is guaranteed to converge to at least a locally

optimal solution of the joint user scheduling and UAV trajec-

tory design problem. It is shown by simulation that significant

throughput gains are achieved by our proposed joint design,

as compared to conventional static UAV or heuristic UAV

trajectory benchmarks. It is also observed that the throughput

of the proposed mobile UAV system increases with the UAV

trajectory period, T , showing a peculiar throughput-access

delay trade-off [14] in UAV-enabled 2D communication.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider a wireless communication

system where a UAV is employed as an aerial BS to serve

a group of K users on the ground. The user set is denoted

by K with |K| = K . We study the downlink communication

scenario from the UAV to ground users while the obtained

results are directly applicable to the uplink transmission from

ground users to the UAV as well. The considered setup could

practically correspond to an information dissemination or a

data collection system enabled by the UAV. Assume that the

UAV serves the ground users via a periodic/cyclical time-

division multiple access (TDMA) with each period/cycle of

duration denoted by T . Note that the choice of T has a

significant impact on the system performance. On one hand,

thanks to the UAV mobility, a larger period T provides more

time for the UAV to move closer to each user to achieve

better communication channels and hence higher throughput.

Intuitively, as T gets sufficiently large so that the UAV

flying time could be practically ignored, the UAV can stay

stationary above each of the users to maintain best channels

and maximize the throughput. On the other hand, a larger T

also incurs a larger access delay for users since each user

may need to wait for a longer time to communicate with

the UAV from one period to another. Therefore, the period

T needs to be properly chosen in practice to strike a balance

between the user throughput and access delay, i.e., there exists

a fundamental throughput-access delay trade-off [14] in UAV-

enabled communications.

Without loss of generality, we consider a 3D Cartesian

coordinate system where the horizontal coordinate of the

ground user i is denoted by wi = [xi, yi]
T ∈ R

2×1, i ∈ K. The

UAV is assumed to fly at a fixed altitude H above ground and

its time-varying horizonal coordinate over time is denoted by

q(t) = [x(t), y(t)]T ∈ R
2×1. In practice, the UAV trajectory

needs to satisfy the following two constraints:

q(0) = q(T ), (1)

||q̇(t)|| ≤ Vmax, 0 ≤ t ≤ T, (2)

where (1) imposes the constraint that the UAV needs to return

to its initial location by the end of each period T such

that users can be served periodically, and (2) corresponds to

the maximum UAV speed constraint, with q̇(t) denoting the

derivative of q(t) with respect to t and Vmax denoting the

maximum UAV speed in meter/second (m/s).

For ease of exposition, we assume that each period T is dis-

cretized into N equal-time slots, indexed by n = 1, ..., N . The

elemental slot length δt =
T
N

is chosen to be sufficiently small

such that the UAV’s location is considered as approximately

unchanged within each time slot even at the maximum speed

Vmax. As such, the UAV trajectory q(t) = [x(t), y(t)]T over

T can be approximated by the N two-dimensional sequences

q[n] = [x[n], y[n]]T , n = 1, · · · , N . As a result, the trajectory

constraints (1) and (2) can be equivalently written as

q[1] = q[N ], (3)

||q[n+ 1]− q[n]||2 ≤ S2
max, n = 1, ..., N − 1, (4)

where Smax , Vmaxδt is the maximum horizonal distance that

the UAV can travel in a time slot. Assuming that all users’

locations are known, the distance from the UAV to user i in

time slot n can be expressed as

di[n] =
√

H2 + ||q[n]−wi||2, ∀n. (5)

For simplicity, we assume that the communication links from

the UAV to the ground users are dominated by the LoS

links where the channel quality depends only on the UAV-

user distance. Furthermore, the Doppler effect caused by the

mobility of the UAV is assumed to be well compensated at the

user receivers. Thus, the channel power gain from the UAV



to user i during slot n follows the free-space path loss model,

which can be expressed as

hi[n] = ρ0d
−2
i [n] =

ρ0

H2 + ||q[n]−wi||2
, ∀n, (6)

where ρ0 denotes the channel power gain at the reference

distance d0 = 1 m.

Define a binary variable αi[n], which indicates that user i

is served by the UAV in time slot n if αi[n] = 1; otherwise,

αi[n] = 0. With TDMA, at most one user is scheduled for

communication with the UAV in each time slot, which yields

the following constraints

K
∑

i=1

αi[n] ≤ 1, ∀n, (7)

αi[n] ∈ {0, 1}, ∀ i, n. (8)

Denote the transmission power of the UAV as P , which is

assumed to be constant over time. If user i is scheduled for

communication in time slot n, the maximum achievable rate

in bits/second/Hz (bps/Hz) can be expressed as

Ri[n] = log2

(

1 +
Phi[n]

σ2

)

,

= log2

(

1 +
γ0

H2 + ||q[n]−wi||2

)

, (9)

where σ2 is the additive white Gaussian noise (AWGN) power

at the receiver, which is assumed to be identical for all ground

users and γ0 ,
Pρ0

σ2 denotes the reference received signal-to-

noise ratio (SNR) at d0 = 1 m. Thus, the achievable average

rate of user i over N time slots is given by

Ri =
1

N

N
∑

n=1

αi[n]Ri[n]

=
1

N

N
∑

n=1

αi[n] log2

(

1 +
γ0

H2 + ||q[n]−wi||2

)

. (10)

B. Problem Formulation

Let A = {αi[n], ∀ i, n} and Q = {q[n], ∀n}. Our goal is to

maximize the minimum average rate among all ground users

(for fairness) by jointly optimizing the user scheduling (i.e., A)

and UAV trajectory (i.e., Q). Define η(A,Q) = min
i∈K

Ri as a

function of A and Q. The optimization problem is formulated

as

max
A,Q

η

s.t.

N
∑

n=1

αi[n] log2

(

1 +
γ0

H2 + ||q[n]−wi||2

)

≥ η, ∀ i,

(11a)

K
∑

i=1

αi[n] ≤ 1, ∀n, (11b)

αi[n] ∈ {0, 1}, ∀ i, n, (11c)

||q[n+ 1]− q[n]||2 ≤ S2
max, n = 1, ..., N − 1, (11d)

q[1] = q[N ]. (11e)

Problem (11) is challenging to solve due to the following

two main reasons. First, the optimization variables A for user

scheduling are binary and thus (11a)-(11c) involve integer

constraints. Second, even with fixed user scheduling variables

A, (11a) is still a non-convex constraint with respect to UAV

trajectory variables Q. Therefore, problem (11) is a mixed-

integer non-convex problem, which is difficult to be optimally

solved in general. To solve this problem, we first relax the

binary variables in (11c) into continuous variables, which

yields the following problem

max
A,Q

η

s.t. 0 ≤ αi[n] ≤ 1, ∀ i, n, (12a)

(11a), (11b), (11d), (11e). (12b)

Such a relaxation in general suggests that the objective value

of problem (12) serves as an upper bound for that of problem

(11). Although relaxed, problem (12) is still a non-convex

optimization problem due to the non-convex constraint (11a).

In general, there is no standard method for solving such non-

convex optimization problems efficiently. In the following,

we first propose an efficient iterative algorithm for problem

(12) which is guaranteed to converge to at least a locally

optimal solution and then show how to construct the solution

of problem (11) based on that of problem (12).

III. PROPOSED SOLUTION

In this section, we propose an iterative algorithm for

problem (12) by applying the block coordinate descent and

successive convex optimization techniques [15]. Specifically,

for given UAV trajectory Q, we optimize the user scheduling

A by solving a linear programming (LP). On the other hand,

for any given user scheduling A, the UAV trajectory Q is

optimized based on the successive convex optimization tech-

nique. Then, we present the overall algorithm and analytically

show its convergence. Finally, we propose a low-complexity

initialization scheme for the UAV trajectory.

A. User Scheduling Optimization

For any given UAV trajectory Q, problem (12) is simplified

as

max
η,A

η

s.t.
1

N

N
∑

n=1

αi[n]Ri[n] ≥ η, (13a)

K
∑

i=1

αi[n] ≤ 1, ∀n, (13b)

0 ≤ αi[n] ≤ 1, ∀ i, n. (13c)

It is evident that problem (13) is a standard LP, which can be

solved by existing optimization tools such as CVX [16].



B. Trajectory Optimization

For any given user scheduling A, problem (12) is simplified

as

max
η,Q

η

s.t.

N
∑

n=1

αi[n] log2

(

1 +
γ0

H2 + ||q[n]−wi||2

)

≥ η, ∀ i,

(14a)

||q[n+ 1]− q[n]||2 ≤ S2
max, n = 1, ..., N − 1, (14b)

q[1] = q[N ]. (14c)

Note that (14a) is still a non-convex constraint with respect

to q[n]. To tackle the non-convexity of (14a), the successive

convex optimization technique can be applied where in each

iteration, the left-hand-side (LHS) of (14a) is replaced by its

concave lower bound at a given local point. Define Qr =
{qr[n], ∀n} as the given UAV trajectory in the r-th iteration.

The key observation is that in constraint (14a), although the

LHS is not concave with respect to q[n], it is convex with

respect to ||q[n] − wi||
2. Recall that any convex function is

globally lower-bounded by its first-order Taylor expansion at

any point [17]. Therefore, in the r-th iteration we obtain the

following lower bound with given local point qr[n], i.e.,

Ri[n] = log2

(

1 +
γ0

H2 + ||q[n]−wi||2

)

≥ −Ar
i [n]

(

||q[n]−wi||
2 − ||qr[n]−wi||

2
)

+Br
i [n]

, R
lb,r
i [n], (15)

where

Ar
i [n] =

γ0 log2 e

(H2 + ||qr [n]−wi||2)(H2 + ||qr[n]−wi||2 + γ0)
,

(16)

Br
i [n] = log2

(

1 +
γ0

H2 + ||qr [n]−wi||2

)

, ∀ i, n. (17)

For any given local point Qr, define the function

ηlb,r(A,Q) = min
i∈K

∑N

n=1 αi[n]R
lb,r
i [n]. With the lower

bounds R
lb,r
i [n], ∀ i, in (15) and Qr, problem (14) is approx-

imated as the following problem

max
ηlb,r,Q

ηlb,r

s.t.

N
∑

n=1

αi[n]R
lb,r
i [n] ≥ ηlb,r, ∀ i, (18a)

||q[n+ 1]− q[n]||2 ≤ S2
max, n = 1, ..., N − 1, (18b)

q[1] = q[N ]. (18c)

Note that both (18a) and (18b) are convex quadratic con-

straints and (18c) is a linear constraint. Therefore, problem

(18) is a convex quadratically constrained quadratic program

(QCQP) which can be solved efficiently by standard convex

optimization solvers such as CVX [16]. It is worth noting that

constraint (18a) implies (14a), but the reverse does not hold

in general. In this regard, the optimal objective value obtained

Algorithm 1 Block coordinate descent method for problem

(12).

1: Initialize the UAV trajectory Q0. Let r = 0.

2: repeat

3: Solve problem (13) for given {Qr}, and denote the

optimal solution as {Ar+1}.

4: Solve problem (18) for given {Ar+1,Qr}, and denote

the optimal solution as {Qr+1}.

5: Update r = r + 1.

6: until The fractional increase of the objective value is

below a threshold ǫ.

by solving problem (18) always serves as a lower bound for

that of problem (14).

C. Overall Algorithm and Convergence

Based on the results in the previous two subsections, we

propose an overall iterative algorithm for problem (12) by

applying the block coordinate descent method. Specifically, in

each iteration, the user scheduling A and UAV trajectory Q are

alternately optimized, by solving either problem (13) or (18)

correspondingly, while keeping the other block of variables

fixed. Furthermore, the obtained solution in each iteration is

used as the input of the next iteration. The details of the

algorithm are summarized in Algorithm 1. It is worth pointing

out that in the classical block coordinate descent method, the

problem in each iteration is required to be solved exactly

with optimality in order to guarantee the convergence [17].

However, in our case, for the trajectory optimization problem

(14), we only solve its approximated problem (18) based on

the lower bound in (15). Thus, the convergence analysis for the

classical coordinate descent method cannot be directly applied.

Next, we discuss the convergence of Algorithm 1 as follows.

First, in step 3 of Algorithm 1, since the optimal solution of

(13) is obtained for given Qr, we have

η(Ar,Qr) ≤ η(Ar+1,Qr), (19)

where η(A,Q) is defined prior to problem (11). Second, for

given Ar+1 and Qr in step 4 of Algorithm 1, it follows that

η(Ar+1,Qr)
(a)
= ηlb,r(Ar+1,Qr)

(b)

≤ ηlb,r(Ar+1,Qr+1)

(c)

≤ η(Ar+1,Qr+1), (20)

where (a) holds since the first-order Taylor expansion in (15)

is tight at the given local point which means that problem (18)

at Qr has the same objective value as that of problem (14);

(b) holds since at step 4 of Algorithm 1 with the given Ar+1,

problem (18) is solved optimally with solution Qr+1; (c) holds

due to inequality (15) where for any iteration r, ηlb,r(A,Q)
is always a lower bound of η(A,Q) for any A and Q. The

inequality in (20) suggests that although only an approximated

optimization problem (18) is solved for obtaining the UAV

trajectory, the objective value of problem (14) is still non-

decreasing after each iteration. Based on (19) and (20), we

obtain η(Ar,Qr) ≤ η(Ar+1,Qr+1), which indicates that



the objective value of problem (12) is non-decreasing after

each iteration of Algorithm 1. Since the objective value of

problem (12) is upper bounded by a finite value, the proposed

Algorithm 1 is guaranteed to converge. Furthermore, since

the lower bound adopted in (15), i.e., R
lb,r
i [n], has the same

gradient as its original function Ri[n] at the given local point

Qr. Thus, the convergence to a locally optimal solution is

guaranteed for Algorithm 1 based on the recent results in [15].

Note that Algorithm 1 is to solve the relaxed problem (12).

Thus, in the solution obtained by Algorithm 1, if the user

scheduling variables αi[n] are all binary, then the relaxation

is tight and the obtained solution is also a locally optimal

solution of problem (11). Otherwise, we divide each time slot

into τ sub-slots, i.e, N ′ = τN , τ ≥ 1. Then, the number of

sub-slots assigned to user i in time slot n is Ni[n] = ταi[n].
It is not difficult to see that as τ increases, Ni[n] approaches

an integer which allows a binary solution. For example, for a

two-user system with α1[ℓ] = 0.69 and α2[ℓ] = 0.31 in time

slot ℓ, they will be rounded to 1 and 0, respectively, if τ = 1. If

each time slot is further divided into 10 sub-slots, i.e., τ = 10,

then user 1 and user 2 will be assigned 6.9 and 3.1 sub-slots,

respectively. Although it still leads to a non-binary solution,

the gap arising from rounding N1[ℓ] and N2[ℓ] decreases since

the duration of the sub-slot decreases. Alternatively, if each

time slot is divided into 100 sub-slots, i.e., τ = 100, user 1

and user 2 will be assigned 69 and 31 sub-slots, respectively,

which permits a binary solution with zero relaxation gap.

D. Trajectory Initialization

In this subsection, we propose a low-complexity trajectory

initialization scheme for Algorithm 1 based on the simple

circular trajectory. Specifically, the initial UAV trajectory is

set to be a circular trajectory with the UAV speed taking

a constant value V , with 0 < V ≤ Vmax. The trajectory

circle center and radius are denoted as ctrj = [xtrj, ytrj]
T

and rtrj, respectively. Then, for any given period T , we have

2πrtrj = V T . To balance user rates, the geometric center is

a reasonable choice for the circle center of the initial UAV

trajectory, i.e., ctrj =
∑

K
i=1

wi

K
. The minimum radius of a

circle with ctrj as the circle center which can cover all users is

denoted by ru, which is the maximum distance between ctrj
and all the users, i.e., ru = max

i∈K
||wi − ctrj||. To balance the

number of users inside and outside the UAV trajectory circle,
ru
2 is a reasonable candidate for the circle radius. However, due

to the maximum UAV speed constraint, the resulting radius
ru
2 may not be always achievable given a finite period T if

πru > VmaxT . In this case, the maximum allowed radius is

computed as rmax = VmaxT
2π . As such, the radius of the initial

circular trajectory is obtained as rtrj = min(rmax,
ru
2 ). Let

θn , 2π (n−1)
N−1 , ∀n, and Q0 = {q0[n], ∀n}. Based on ctrj and

rtrj, the initial UAV trajectory in time slot n is obtained as

q0[n] = [xtrj + rtrj cos θn, ytrj + rtrj sin θn]
T

, n = 1, ..., N .

IV. NUMERICAL RESULTS

This section presents numerical examples to demonstrate the

effectiveness of the proposed algorithm. We consider a system
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Fig. 3. The UAV speed versus time for T = 120 s.

with K = 6 ground users that are randomly and uniformly

distributed within a geographic area of size 1.4 × 1.4 km2.

The following results are based on one random realization of

the user locations as shown in Fig. 2. The UAV is assumed to

fly at a fixed altitude H = 100 m. The receiver noise power is

assumed to be σ2 = −110 dBm. The channel power gain at

the reference distance d0 = 1 m is set as ρ0 = −50 dB. The

transmit power and the maximum speed of the UAV are set as

P = 0.1 W and Vmax = 50 m/s, respectively. The threshold ǫ

in Algorithm 1 is set as 10−4.

A. UAV Trajectory versus Cyclical Multiple Access Period T

In Fig. 2, we illustrate the optimized trajectories obtained

by the proposed Algorithm 1 under different periods T . It is

observed that as T increases, the UAV exploits its mobility to

adaptively enlarge and adjust its trajectory to move closer to

the ground users. When T is sufficiently large, e.g., T = 120
s, the UAV is able to sequentially visit all the users and stay

stationary above each user for a certain amount of time (i.e.,

with a zero speed), while the UAV trajectory becomes a closed

loop with segments connecting all the points right on top of the

user locations. Except the time spent on traveling between the

user locations, the UAV sequentially hovers above the users

so as to enjoy the best communication channels. For example,

for the case of T = 120 s, it can be observed that the sampled

points on the trajectory around each user have higher density

than those far way from users. This means that when the UAV

flies close to each user, it will reduce the speed accordingly
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such that more information can be transmitted over a better

air-ground channel. This phenomenon can be more directly

observed from Fig. 3 for the case of T = 120 s, where the

UAV speed reduces to zero when it flies right above each

user. While for T = 30 and 60 s, the UAV always flies at the

maximum speed Vmax in order to get as close to each user as

possible for shorter LoS links within each limited period T .

B. Max-min Rate versus Cyclical Multiple Access Period T

In Fig. 4, we compare the average max-min rate achieved

by the following schemes: 1) Proposed trajectory, which is

obtained by Algorithm 1; 2) Circular trajectory, which is

obtained by the proposed initialization scheme; and 3) Static

UAV, where the UAV is placed at the geometric center of

the users and remains static. For all the schemes, the user

scheduling is optimized by Algorithm 1 with given trajectory.

It is observed from Fig. 4 that the max-min rate of the

static UAV is independent of T since without mobility, the

channel links between the UAV and users are time-invariant. In

contrast, for the proposed trajectory and the circular trajectory

schemes, the max-min rate increases with T and eventually

becomes saturated when T is sufficiently large. This is ex-

pected since with the UAV mobility, a larger T provides the

UAV more time to fly closer to the users to be served, which

thus improves the max-min rate. In addition, when T and/or

Vmax is sufficiently large such that the UAV’s travelling time

between users is negligible, each ground user is sequentially

served when the UAV is directly on top of it. In this case, the

proposed algorithm achieves the performance upper bound of

the max-min rate for each user, which can be obtained as

Rub =
1

K
log2

(

1 +
Pρ0

H2σ2

)

= 2.2146 bps/Hz. (21)

The asymptotic optimality of the proposed algorithm is shown

as T increases in Fig. 4.

By comparing the performance of the proposed trajectory

with that of the circular trajectory in Fig. 4, the advantage

of fully exploiting the trajectory design is also demonstrated.

Since the circular trajectory restricts the UAV to fly along

a circle, the users that are not around the circle suffer from

worse channels. As a result, more time needs to be assigned

to such users, which poses the bottleneck for the achievable

max-min throughput. While for the proposed trajectory with a

sufficiently large period T , the UAV is able to fly closer to or

even stays above all users to serve them with better channels.

Therefore, the max-min throughput is improved, but at the cost

of longer access delay on average for the users.

V. CONCLUSIONS

In this paper, we have investigated a new UAV-enabled air-

ground wireless network. The user scheduling and UAV tra-

jectory are jointly optimized with the objective of maximizing

the minimum average rate among all users. By utilizing the

block coordinate descent and successive convex optimization

techniques, an efficient iterative algorithm is proposed which

is guaranteed to converge to at least a locally optimal solution.

Numerical results demonstrate that the UAV mobility provides

the benefit of achieving better air-ground channels and thereby

improves the system throughput. Furthermore, the proposed

trajectory design significantly outperforms the mobile UAV

with a circular trajectory. The interesting throughput-access

delay trade-off is also shown for UAV-enabled communication.

Future work will investigate the general case of multiple UAVs

to further improve the throughput-access delay trade-off.
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