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Abstract—In this paper, we study the resource allocation
problem for a cooperative device-to-device (D2D)-enabled wireless
caching network, where each user randomly caches popular
contents to its memory and shares the contents with nearby users
through D2D links. To enhance the throughput of spectrum-
sharing D2D links, which may be severely limited by the
interference among D2D links, we enable the cooperation among
some of the D2D links to eliminate the interference among
them. We formulate a joint link scheduling and power allocation
problem to maximize the overall throughput of cooperative D2D
links (CDLs) and non-cooperative D2D links (NDLs), which is
NP-hard. To solve the problem, we decompose it into two sub-
problems that maximize the sum rates of the CDLs and the
NDLs, respectively. For CDL optimization, we propose a semi-
orthogonal-based algorithm for joint user scheduling and power
allocation. For NDL optimization, we propose a novel low-
complexity algorithm to perform link scheduling and develop
a Difference of Convex functions (D.C.) programming method
to solve the non-convex power allocation problem. Simulation
results show that the cooperative transmission can significantly
increase both the number of served users and the overall system
throughput.

I. INTRODUCTION

Due to the exponential growth of mobile devices and mobile

services, the traditional infrastructure of cellular networks

cannot fully accommodate the high data-rate demands of users.

To relieve the traffic load of core networks as well as to

improve the spectrum efficiency of the whole system, both

device-to-device (D2D) communications and wireless caching

have been considered as promising techniques in the next

generation cellular networks [1, 2].

With D2D communications, popular contents cached in

a regular mobile device can be easily obtained by the de-

sired users nearby, which significantly improves the network

throughput and greatly relieves the traffic pressure on backhaul

networks [2–4]. In practice, multiple D2D links in a hotspot

area can coexist and share the same time/frequency resources

due to the short distances of D2D links and low transmit power

of mobile devices [5]. However, link scheduling and power

allocation strategies should be well designed to mitigate the

inter-link interference that severely damages the performance

of spectrum sharing D2D networks. In [3], the cell area is

divide into clusters and only one D2D link within each cluster

is active to mitigate the inter-link interference. In [4], the D2D

users are divide into clusters and only one cluster from a

certain number of adjacent clusters is active at each time slot to

mitigate the inter-cluster interference. In [6], the interference

among D2D links are mitigated by efficient link scheduling

and power control strategies.

Cooperative transmission, where multiple transmission

nodes serve multiple users together with cooperation, is

adopted in cellular networks to effectively mitigate the inter-

link interference [7, 8]. However, cooperative transmission

in D2D networks is rarely studied because it is usually not

feasible for two or more D2D transmitters to have the massage

that a D2D receiver requests at the same time in conventional

D2D networks. In D2D-enabled wireless caching networks,

the cooperation among D2D transmitters can be enabled to

improve the system throughput by utilizing the redundancy

of caching, i.e., two or more D2D transmitters may cache the

same contents [9]. In [9], the authors propose an opportunistic

cooperation strategy that enables interference-free cooperative

D2D communications all clusters, given that a certain group

of files are cached and requested by users from every cluster.

In this paper, we study the resource allocation problem

in a cooperative D2D-enable wireless caching network. To

maximize the overall throughput of cooperative D2D links

(CDLs) and non-cooperative D2D links (NDLs), we formulate

a joint link scheduling and power allocation problem. To

solve this NP-hard problem, we decompose it into two sub-

problems that maximize the sum rates of the CDLs and the

NDLs, respectively. For CDL, we propose a semi-orthogonal-

based algorithm for joint user scheduling and power allocation.

For NDL, we propose a novel low-complexity algorithm to

perform link scheduling and a Difference of Convex functions

(D.C.) programming method to solve the non-convex power

allocation problem.

The remainder of this paper is organized as follows. Section

II describes the system model and the cooperation strat-

egy. Section III formulates the optimization problem that

maximizes the overall system throughput. The optimization

problem is decomposed into two sub-problems, which are

solved in Sections IV and V, respectively. Section VI provides

the simulation results. Section VII concludes this paper.
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Fig. 1. System model for a cooperative D2D-enabled caching network, where
K = 10, NF = 12, N0 = 3, and G = 3.

II. SYSTEM MODEL AND COOPERATION STRATEGY

A. System Model

Suppose that K single-antenna users K = {1, · · · ,K} are

randomly distributed in a hotspot of a cell as shown in Fig. 1.

There are NF files in the system. Each user has a memory with

uniformed size to cache N0 files and can share its cached files

to nearby users via D2D communications. The users request

the files according to Zipf distribution with parameter β, which

indicates that the ηth file is requested by each user with

probability η−β
/∑NF

θ=1 θ
−β , ∀η = 1, · · · , NF . According to

the memory size of each user, we divide the most popular

Npopular files into G = Npopular/N0 groups, where the gth file

group Gg contains the (g−1)N0+1th to the gN0th files. Then

the probability that a user requests a file within the gth file

group Gg is [9]

P r
g =

∑gN0

η=(g−1)N0+1 η
−β

∑NF

θ=1 θ
−β

. (1)

We define a file group request matrix Y, where entry yk,g =
1 if a file in Gg is requested by user k ∈ K, and yk,g = 0
otherwise. We denote gr(k) as the file group requested by the

kth user.

Similar to [9], we assumes that each user caches each file

group with uniform probability 1/K . We define a file group

caching matrix X, where the entry xk,g = 1 if user k ∈ K
caches Gg , and xk,g = 0 otherwise.

Based on X and Y, we defineMg = {k ∈ K|xk,g = 1} as

the set of the users that cache Gg and Ng = {k ∈ K|yk,g =
1, xk,g = 0} as the set of the users that request the files in Gg
but do not cache Gg .

B. Cooperative Content Delivery Policy

Based on the source where a user can fetch its requested

file, we classify the users into three categories: self-satisfied

users who request the files that are cached by themselves

and can obtain them directly from their own memory; D2D

users who request the files that are not cached by themselves

but cached by their nearby users and can obtain the files via

D2D communications; and cellular users who request the files

that are neither cached by themselves nor cached by their

nearby users and have to request the files from the BS. In

this paper, we only focus on the D2D users who can fetch

their requested files via either cooperative D2D links (CDLs)

or non-cooperative D2D links (NDLs).

We designate one file group to be delivered via CDLs

and the other file groups to be delivered via NDLs [9].

This is because the improved performance of cooperation is

evident with enough numbers of transmitters and receivers.

Caching systems generally consider the scenario where the

first few popular files account for the majority of requests [2].

Therefore, it is usually not worthy to enable the cooperative

transmission of another file group that is requested by very

few users. On the other hand, our proposed link scheduling

and power allocation algorithms are also applicable when

cooperation of multiple file groups is enabled. We denote the

transmission mode indicator tg for each Gg , where tg = 1 if

Gg is transmitted via CDLs, and tg = 0 otherwise.

To mitigate the interference between CDLs and NDLs,

two separate frequency bands are used for CDLs and NDLs

independently. As mentioned before, there is no interference

among CDLs. However, there is interference among NDLs,

which will be mitigated with our proposed power allocation

and link scheduling methods. We assume that the frequency

bands allocated for CDLs and NDLs are preset and fixed.

Dynamic frequency allocation is another interesting topic but

not the focus of this paper.

III. PROBLEM FORMULATION AND ANALYSIS

In this section, we first derive the achievable rates of CDLs

and NDLs, respectively, and then formulate an optimization

problem to maximize the overall system throughput.

A. Achievable Rates of CDLs

Let T C and RC denote the sets of cooperative D2D

transmitters (CTs) and cooperative D2D receivers (CRs),

respectively. The achievable rate of CR n is

RC
n = WC log2

(
1 +

Pn|hH
nw̄n|∑

k∈RC/n Pk|hH
nw̄k|+NC

n

)
, (2)

where WC denotes the bandwidth allocated for CDLs, Pn

denote the total transmit power allocated to CR n by all CTs,

hn ∈ C|T C| denotes the channel vector from the CTs to CR n,

w̄n ∈ C|T C| denotes the normalized precoding vector of CR

n, and NC
n denotes the noise power at CR n.

We adopt zero-forcing beamforming (ZFBF) [10] such that

W = {wn}n∈RC = H
(
HHH

)−1
, where H = {hn}n∈RC ,

and w̄n = wn

‖wn‖2 . Let w̄m,n and hm,n denote the m-th entries

in w̄n and hn, respectively. Equation (2) becomes

RC
n = WC log2

(
1 +

1

NC
n

∑

m∈T C

Pn|w̄m,n|
2 |hm,n|

2

)
. (3)



B. Achievable Rates of NDLs

We assume that an NDL can only be established between

two users within distance r, which is referred as D2D radius.

The set of potential non-cooperative D2D transmitters (NTs)

for user j ∈
⋃F

f=1(1− tg)Ng is

T̂ N
j =

{
k ∈ Mgr(j)

∣∣ d(k, j) < r
}
, (4)

where d(k, j) denotes the distance between users k and j.

Obviously, user j can be a potential non-cooperative D2D

receiver (NR) only if it has at least one potential NT, i.e.,

T̂ N
j 6= ∅. We denote the set of potential NRs as

R̂N =
{
j ∈ (1 − tg)Ng

∣∣ T̂ N
j 6= ∅

}
. (5)

Let T N and RN denote the sets of finally selected NTs

and NRs, respectively. Let τ(j) ∈ T̂ N
j denote the correspond-

ing NT of NR j and h(i, j) denote the channel coefficient

from τ(i) to NR j. The signal-to-interference-plus-noise-ratio

(SINR) at NR j is

γj =
pj|h(j, j)|2∑

i∈RN/j pi|h(i, j)|
2 +NN

j

, (6)

where pj denotes the transmit power of τ(j) and NN
j denotes

the noise power at NR j. The achievable rate of NR j is

expressed as RN
j = WN log2(1 + γj), where WN is the

bandwidth allocated for NDLs.

C. System Throughput Optimization Problem

We aim to maximize the system throughput, i.e., the sum

rate of all CDLs and NDLs. The problem is formulated as

max
RC,T C,P,

RN,T N,p

∑

m∈RC

RC
m +

∑

j∈RN

RN
j (7)

s.t. tg ∈ {0, 1}, ∀g, (7a)
∑F

f=1 tg = 1, (7b)

T C ⊆
⋃G

g=1 tgMg, RC ⊆
⋃G

g=1 tgNg, (7c)

RN ⊆ R̂N, τ(j) ∈ T̂ N
j , ∀j ∈ RN, (7d)

T N ∩RN = ∅, (7e)

Pn ≥ 0, ∀n,
∑

n∈RC Pn|wm,n|2 ≤ pmax
m , ∀m, (7f)

0 ≤ pj ≤ pmax
j , ∀j ∈ RN, (7g)

RC
m ≥ Rmin

m , ∀m ∈ T C, (7h)

RN
j ≥ Rmin

j , ∀j ∈ T N, (7i)

where P and p are the vectors consisting of all Pn’s and pj’s,

respectively, constraint (7b) indicates that only one file group

is delivered through CDLs, constraints (7c) and (7d) ensure

the validity of cooperative and non-cooperative D2D users,

respectively, constraint (7e) indicates that each NT cannot be

an NR at the same time due to half-duplex, constraints (7f) and

(7g) are the peak transmit power constraints for CTs and NTs,

respectively, and constraints (7h) and (7i) are the Quality-of-

Service (QoS) constraints for CRs and NRs, respectively.

Algorithm 1 Semi-orthogonal CDL Scheduling Algorithm

Input: Channel vectors hn, ∀n ∈ Ng∗ .

Output: Selected cooperative D2D receivers RC.

1: Initialize: Ω1 = Ng∗ ; i = 1; RC = ∅;
2: while i < |Mg∗ | and Ωi 6= ∅ do

3: for t ∈ Ωi do

4: if i = 1 then

5: gt = ht;

6: else

7: gt = ht −
∑i−1

j=1

g̃H
(j)ht

‖g̃(j)‖2 g̃(j);
1

8: end if

9: end for

10: π(i) = argmax
t∈Ωi

‖gt‖2; RC ←RC ∪ {π(i)};

11: Solve the power allocation problem (10);

12: if problem (10) is not feasible then

13: RC ←RC
/
π(i);

14: break;

15: end if

16: g̃(i) = gπ(i);

17: Ωi+1 =
{
t ∈ Ωi

/
π(i)

∣∣ |hH
t g̃(i)|

‖ht‖‖g̃(i)‖
< ǫ
}

;

18: i← i+ 1;

19: end while

Due to the computational complexity to solve problem (7),

we divide it into two sub-problems, which will be solved in

Sections IV and V, respectively.

IV. CDL SCHEDULING AND POWER ALLOCATION

In this section, we solve the first sub-problem of problem

(7), which considers CDL optimization as follows:

max
RC,T C,P

∑

n∈RC

RC
n (8)

s.t. (7a), (7b), (7c), (7f), (7h).

To solve problem (8), we first select the CTs and the CRs

and then solve the power allocation problem to maximize the

sum rate of the selected CRs.

A. CT and CR Selection

Based on the analysis in [10, Theorem 1] and the uni-

form caching probability, we heuristically choose the mostly

requested file group as cooperatively transmitted file group,

which is

g∗ = max
1≤g≤G

|Ng|. (9)

We let all users in Mg∗ be the CTs, i.e., T C = Mg∗ .

Inspired by semi-orthogonal user selection (SUS) in multi-user

multiple-input-multiple-output (MU-MIMO) systems [10], we

develop a semi-orthogonal CR scheduling algorithm to itera-

tively selectRC fromNg∗ , which is summarized as Algorithm

1. We select one CR and optimize the power allocation over

1 The first run of Line 10 happens within the while loop of i = 2,
before which the value of g̃(1) has been initialized within the previous while

loop of i = 1.



the selected CRs in each iteration. The iteration terminates

once the number of CRs reaches the number of CTs, the set

of unselected CRs is empty or the power allocation problem

is not feasible.

B. Power Allocation for Scheduled CRs

We solve the power allocation problem that maximizes the

sum rate of the selected CRs, which is

max
P

∑
n∈RC RC

n (10)

s.t. (7f), (7h).

Using the Lagrangian decomposition method [11], we ob-

tain the Lagrangian function of problem (10), which is

L(pC, λ, µ) =
∑

n∈RC RC
n

−
∑

m∈T C λm

(∑
n∈RC Pn|wm,n|2 − pmax

m

)

+
∑

n∈RC µn

(
RC

n −Rmin

)
, (11)

where λm and µn are the introduced Lagrange multipliers.

According to the KKT conditions, the optimal power allo-

cation of problem (10) is

P ∗
n = min{P0, P

max
n }, (12)

where

P0 =

[
1 + µn

ln 2
∑

m∈T C λm|w̄m,n|2
−

NC
n∑

m∈T C |w̄m,n|2|hm,n|2

]+

(13)

and [x]+ = max{0, x}.

We solve the multipliers λm’s and µn’s iteratively using

gradient descent, where the multipliers in the tth iteration are

updated as follows:

λ(t+1)
m =

[
λ(t)
m − ς(t)

(
Pmax
n −

∑
n∈RC Pn|w̄m,n|2

)]+
, (14)

µ(t+1)
n =

[
µ(t)
n − ̺(t)

(
RC

n −Rmin

)]+
, (15)

where ς(t) and ̺(t) are small positive step sizes for step t.

V. NDL SCHEDULING AND POWER ALLOCATION

After the CDLs are established, we establish NDLs among

the remaining users. The optimization problem is given by

max
T N,RN,p

∑

j∈RN

RN
j , (16)

s.t. γj ≥ γ̄j , ∀j, (16a)

(7d), (7e), (7g),

where (16a) is the minimum SINR constraint transformed from

the QoS constraint (7i) and γ̄j = 2R
min
j − 1.

To solve problem (16), we first schedule as many NDLs

satisfying the constraints as possible and then perform power

allocation to maximize the minimum rate of the NDLs.

A. NDL Scheduling

The NDL scheduling sub-problem of problem (16) is

max
RN⊆R̂N

∣∣RN
∣∣ (17)

s.t. (7e), (7g), (16a),

which can be regarded as an admission control problem. In

regular admission control problems, each node is either a

potential transmitter or a potential receiver. However, in our

system model, there is a chance that a certain user can be

both a potential NT and a potential NR. We refer such a user

as an ambiguous user. Since any two scheduled NDLs cannot

share the same user due to half duplex, the problem becomes

more complicated. We propose a novel low-complexity NDL

scheduling algorithm to solve the problem, which is described

as follows.

First, we decide whether each ambiguous user should be an

NT or NR. After this decision is done among all ambiguous

users, the original admission control problem is simplified

as a regular admission control problem. Then we establish

as many potential NDLs as possible and check whether the

QoS constraints of the potential NDLs can be satisfied with

certain power allocation. If the QoS constraints of the potential

NDLs cannot be satisfied with any power allocation, we

iteratively remove some NDLs until the QoS constraints of

every potential NDL can be satisfied. The detailed procedure

of NDL scheduling algorithm is summarized in Algorithm 2

and described in the remainder of this subsection.

1) NT-NR Decision: For ambiguous user u, we calculate the

minimum interference levels it introduces to the entire system

when it is selected as an NT and an NR, respectively, and

make a decision by comparing those two interference levels.

Assume that user u is an NT and transmits the file to user

v who has the largest channel gain to user u among the users

requesting the files that user u caches. To satisfy (16a), the

transmit power of user u must be at least Nvγ̄v

|h(v,v)|2
. Therefore,

when user u is an NT, the total interference that it introduces

to the users in R̂N is at least

αu =
Nv γ̄u

|h(v, v)|2

∑

w∈R̂N

|h(v, w)|2 . (18)

Assume that user u is an NR and τ(u) is selected as the

user with the largest channel gain to user u among the users

caching gr(u). To satisfy (16a), the transmit power of τ(u)
must be at least Nuγ̄u

|h(u,u)|2
. Therefore, when user u is an NR,

the total interference that τ(u) introduces to the users in R̂N

is at least

βu =
Nuγ̄u

|h(u, u)|2

∑

w∈R̂N

|h(u,w)|2 . (19)

Based on αu and βu, we make the following decision:

• if αu < βu, user u is selected as a potential NT;

• otherwise, user u is selected as a potential NR.

2) Link Selection: There may be a case that some potential

NTs have more than one potential NRs and vice versa.



Algorithm 2 NDL Scheduling Algorithm

Input: R̂N, T̂ N
j , ∀j ∈ R̂N and channel gains of all NDLs.

Output: RN and T N.

– Phase I: NT-NRT Decision

1: for each u do

2: Compute αu and βu according to equations (18) and

(19), respectively;

3: if αu > βu then

4: T̂ N
j ← T̂

N
j

/
u, ∀j ∈ R̂N;

5: else

6: R̂N ← R̂N
/
u;

7: end if

8: end for

– Phase II: Link Selection

9: Form the bipartite graph G consisting of R̂N, T̂ N and

potential NDLs;

10: Find the sub-graph G′ consisting of the vertices with

degrees over 1;

11: Add NTs and NRs in G−G′ into T N andRN, respectively;

12: Execute maximum weighted matching on G′, and add the

matched NTs and NRs into T N and RN, respectively;

13: Compute p′ according to equation (21).

– Phase III: Link Removal

14: while 0 � p′ � p̄ does not hold do

15: Compute ξu and ζu for each user u ∈ T N according to

equations (22) and (23), respectively;

16: Find NR u∗ to be removed according to equation (24);

17: RN ←RN
/
u∗, T N ← T N

/
τ(u∗);

18: Update p′ according to equation (21);

19: end while

Therefore, we perform link selection to ensure that each NT

combines with at most one NR and vice versa.

We denote a bipartite graph G(T̂ N, R̂N,L), where T̂ N =⋃
j∈R̂N T̂ N

j and L is the set of potential NDLs between T̂ N

and R̂N. T̂ N and R̂N are two disjoint and independent vertex

sets of G, and L is the edge set of G.

Note that there are two types of vertices in G: the vertices

with the degree 1 and the vertices with degrees larger than 1.

We assume that the vertices with degrees larger than 1 together

with their connected edges form a sub-graph G′. Obviously,

the users in G−G′ are involved in only one NDL and the users

in G′ are involved in more than one NDLs. To ensure that each

user is involved in at most one NDL, we select the NDLs in

G′ with maximum weighted matching algorithm [12], where

the weight of each edge in G′ is defined as the reciprocal of

the channel gain of each corresponding potential NDL.

3) Link Checking: Suppose that N potential NDLs are

established between N potential NTs and N potential NRs

satisfying (7e). If (16a) can be satisfied with the selected

NDLs, there must be power allocation p′ = [pk1 , · · · , pkN
]T

satisfying H(Γ)p′ = N, where Γ = [γ̄k1 , · · · , γ̄kN
]T,

H(Γ) =



1
γ̄k1
|h(k1, k1)|

2 −|h(k1, k2)|
2 · · · −|h(k1, kN )|2

−|h(k2, k1)|
2 1

γ̄k2
|h(k2, k2)|

2 · · · −|h(k2, kN )|2

...
...

. . .
...

−|h(kN , k1)|2 −|h(kN , k2)|2 · · · 1
γ̄kN

|h(kN , kN )|2




(20)

and N = [Nk1 , · · · , NkN
]T.

To check whether (7g) can be satisfied, we derive

p′ = H−1(Γ)N. (21)

Let p̄ = [pmax
k1

, · · · , pmax
kN

]T and 0 be the N × 1 vector with all

zero elements. We have the following link checking:

• if 0 � p′ � p̄, constraints (16a) and (7g) can be satisfied

with the selected potential NDLs;

• if 0 � p′ � p̄ does not hold, constraints (16a) and (7g)

cannot be satisfied with the selected potential NDLs.

4) Link Removal: If 0 � p′ � p̄ does not hold for p′

in (21), we will remove some potential NDLs. We iteratively

remove one potential NDL and check whether the remaining

potential NDLs are feasible for problem (17) in each iteration.

The link removal procedure is described as follows.

For NR u, to satisfy γ̄u, the transmit power of τ(u) must

be at least Nuγ̄u

|h(u,u)|2
, which causes at least Nuγ̄u

|h(u,u)|2
|h(u, v)|2

amount of interference to user v ∈ RN
/
u. Note that an NR

v with lower γ̄v and larger peak transmit power of τ(v) can

tolerate more interference. We define the relative interference

from τ(u) to NR v as Ir(u, v) =
γ̄v

pmax
v

Nuγ̄u

|h(u,u)|2
|h(u, v)|2. Then

the minimum total relative interference caused by τ(u) is

ξu =
∑

v∈RN/u

Ir(u, v) =
Nuγ̄u

|h(u, u)|2

∑

v∈RN/u

γ̄v
pmax
v

|h(u, v)|2 .

(22)

For NR v ∈ RN/u, to satisfy γ̄v, the transmit power of τ(v)
must be at least Nvγ̄v

|h(v,v)|2
. Then the minimum total relative

interference received by NR u is

ζu =
γ̄u
pmax
u

∑

v∈RN/u

Nvγ̄v

|h(v, v)|2
|h(v, u)|2 . (23)

Obviously, we should remove NR u∗, where

u∗ = arg max
u∈RN

max {ξu, ζu} , (24)

which is likely to cause the strongest interference to other NRs

or receive the strongest interference from other NTs.

B. Power Allocation

When NDLs are selected, problem (16) is simplified as a

power allocation problem, which is

max
p

∑

j∈RN

RN
j (25)

s.t. (7g), (7i).



However, problem (25) tends to allocate more power to the

NDLs with good channels while the achievable rate of the

other NDLs may be too low, i.e., the NDLs are not fairly

treated. Therefore, we modify problem (25) based on max-

min optimization, which is formulated as

max
p

min
j∈RN

RN
j (26)

s.t. (7g).

The D.C. programming method [13] is adopted to solve

problem (25), which is transformed to

max
p

f(p)− g(p) (27)

s.t. (7g),

where f(p) = min
j∈RN

{
fj(p) +

∑
i∈RN/j

gi(p)

}
, g(p) =

∑
j∈RN

gj(p), fj(p) = log2

(
∑

i∈RN

pi|h(i, j)|2 +NN
j

)
, and

gj(p) = log2

(
∑

i∈RN/j

pi|h(i, j)|2 +NN
j

)
.

We use the Frank-and-Wold procedure in [13, Algorithm 2]

to solve problem (27). For brevity, the detailed procedure is

omitted here.

VI. SIMULATION RESULTS

Similar to [9], we consider a square hotspot area with

the side length 100 m. There are totally F = 200 files

in the system. The memory of each user is able to cache

NC = 10 files and the most popular 100 files in G = 10
file groups are cached by the users. The peak transmit power

for each user is 23 dBm. We allocate CDLs and NDLs

with the same bandwidth WC = WN = 10 MHz. The

channel between any two users is modeled as h = gα, where

g = 37.6 + 36.8 log10(d) (dB) is the path-loss, d (m) is the

distance between the two users, and α is the Rayleigh fading

factor. The noise power at each user is −90 dBm. The D2D

radius for NDLs is set as r = 30 m.

In Fig. 2, the solid and dashed lines show respectively

the average numbers of scheduled CRs and NRs versus file

popularity parameter β, with different numbers of users K .

The average number of scheduled CRs is larger than that of

scheduled NRs, which verifies the advantage of cooperation.

This is because CDLs are free from inter-link interference,

which improves the SINR at users and makes the QoS con-

straints of CDLs much easier to be satisfied than that of NDLs.

Therefore, more CRs can be active. The number of served CRs

increases with β. This is because with large β, the majority of

users request a few popular files, which leads to the increasing

number of potential CRs, since CDLs are established to deliver

the mostly requested files. On the other hand, the number of

served NRs decreases with β when β is large. This is because

the number of potential NRs decreases with the increase of β.

In Fig. 3, the solid and dashed lines show respectively the

average sum rates of CDLs and NDLs versus β, with different

Fig. 2. Average numbers of served users of CDLs and NDLs.

Fig. 3. Average sum rates of CDLs and NDLs.

K . From the figure, CDLs have much higher sum rate than

NDLs, which also verifies the advantage of cooperation. This

is because CDLs are free from inter-link interference, which

increases the SINR and therefore the data rate of each user.

The sum rate of CDLs increases with β. This is because more

CRs are scheduled with larger β, which coincides with Fig.

2. On the other hand, the sum rate of NDLs decreases with β
when β is large. This is because fewer NDLs are scheduled

with larger β, which also coincides with Fig. 2.

In Fig. 4, the solid and dashed lines show respectively the

average overall throughputs of D2D-enabled wireless caching

networks with and without cooperation versus β, with different

K . In the D2D-enabled wireless caching network without

cooperation, we assume that all D2D links share the entire

WC+WN system bandwidth. The figure shows that the overall

throughput can be significantly improved with our proposed

cooperative strategy. The overall throughput with cooperation

increases with β. This is because more CDLs are established

with higher β and CDLs are free from inter-link interference

and thus have much higher spectrum efficient than NDLs, as

we mentioned before.



Fig. 4. Average overall throughputs of D2D-enabled wireless caching
networks with and without cooperation.

VII. CONCLUSIONS

In this paper, we study the resource allocation problem

in a cooperative D2D-enabled wireless caching network. We

formulate a joint link scheduling and power allocation problem

to maximize the system throughput, which is NP-hard. To

solve the problem, we decompose it into two sub-problems

that optimize the CDLs and the NDLs, respectively. For CDLs,

we propose a semi-orthogonal-based joint user scheduling

and power allocation algorithm. For NDLs, we propose a

novel low-complexity algorithm to perform link scheduling

and a low-complexity D.C. programming method to solve the

power allocation problem. Simulation results show that the

cooperative transmission can significantly improve both the

number of served users and the overall throughput of D2D-

enabled caching networks.
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